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ABSTRACT 

This proceedings contains over 260 papers presented at the 23rd 
International Conference on Coastal Engineering which was held in 
Venice, Italy, October 4-9, 1992. The book is divided into seven parts: 
1) Characteristics of waves and currents; 2) long waves and storm 
surges; 3) coastal structures; 4) the Italian coast; 5) coastal processes 
and sediment transport; 6) coastal, estuarine and environmental prob- 
lems; and 7) case studies. The individual papers include such topics 
as the effects of wind, waves, storms and currents as well as the study 
of sedimentation and beach nourishment. Special emphasis is given 
to case studies of completed engineering projects. With the inclusion 
of both theoretical and practical information, these papers provide the 
civil engineer and related fields with a broad range of information on 
coastal engineering. 
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FOREWORD 
The Twenty-third International Conference on Coastal Engineering was a 

truly successful Conference. Its success was marked by the culmination of exten- 
sive planning and coordination. More than 678 abstracts were submitted for con- 
sideration, but only 321 could be accepted for presentation at the Conference. 
Moreover, owing to mechanical requirements of the printing process to keep the 
Proceedings in three volumes, papers were limited in pages and some contribu- 
tions which should have been included could not be accepted for the final publi- 
cation. 

The Twenty-third Conference also marked a major milestone in the continu- 
ous contribution of Professor Robert L. Wiegel to the organization and conduct 
of these conferences; at this Conference he announced his retirement from the 
leadership of the Council. For forty-two years he has been directly involved with 
every conference since the first conference was held in Long Beach, California. 
He served as Vice-Chairman of the Council on Wave Research of the Engineer- 
ing Foundation in the early years of the Conference and later as Chairman of the 
Coastal Engineering Research Council of the American Society of Civil Engi- 
neers. Because of his long and dedicated service and leadership of the coastal 
engineering community, the Council voted to dedicate the Proceedings of the 
Twenty-third Conference to Professor Robert L. Wiegel. 

Robert L. Wiegel 

Professor Wiegel is Professor Emeritus of the Department of Civil Engineer- 
ing of the University of California at Berkeley. He graduated from the University 
of California at Berkeley in 1943 with a degree in Mechanical Engineering. After 
serving in the Second World War, he returned to Berkeley where he obtained a 
Master of Science degree. He stayed on at Berkeley as a Research Engineer and 
later a Lecturer in Mechanical Engineering until he became a Professor in the 
Department of Civil Engineering. He subsequently served as Director of the 
State's Technical Services Program and also as Acting Dean of the College of 
Engineering. Most of the readers of this volume know many of the 26 Doctoral 
students he supervised who have gone on to become leaders in this area or one of 
the many Masters students he prepared to work in the area of coastal engineer- 
ing. His teaching, research and professional contributions at Berkeley are well 
known and respected by his peers around the world. 

Professor Wiegel has been bestowed many honors and awards in recognition 
of his outstanding accomplishments. He received the Research Prize from the 
American Society of Civil Engineers in 1962 and in 1969 he was invited to give 
the General Lecture at the Symposium to Dedicate the Delft Hydraulics Labora- 
tory Facilities. In 1975, he was elected Member of the National Academy of 
Engineering. He is currently an Honorary Member and Fellow of the American 
Society of Civil Engineers and holds an extensive record of service to the Soci- 
ety. In 1977 he was elected to Senior Queens Fellow in Marine Science, Aus- 



tralia. He received the Moffatt-Nichol Harbor and Coastal Engineering Award 
and International Coastal Engineering Award in 1978 and 1985, respectively, 
from the American Society of Civil Engineers. 

During his active professional career, he has served on many boards, panels 
and commissions of the State of California, the United States, the United 
Nations, NATO and many individual nations. He has lectured in most countries 
with coastal resources and problems and many countries without these resources. 
Professor Wiegel has also been a Visiting Professor to The Polish Academy of 
Sciences and the University of Cairo. He received the Outstanding Civilian Ser- 
vice Medal from the U.S. Army Corps of Engineers in 1985. Professor Wiegel 
was the General Chairman and organizer of the Symposium to Honor Morrough 
P. O'Brien: Working Solutions, which was sponsored by the American Shore and 
Beach Preservation Association and the Coastal Engineering Research Council, 
the ASCE Waterway, Port, Coastal and Ocean Engineering Division and the 
University of California's College of Engineering. 

Professor Wiegel has authored more than 125 publications and 100 technical 
reports on various phases of coastal and ocean engineering, including the famous 
text Oceanographical Engineering which was published in 1964. He is currently 
the editor for Shore & Beach, the Journal of the American Shore and Beach 
Preservation Association. 

Needless to say, it is with pleasure that the writer is able to dedicate the Pro- 
ceedings of the Twenty-third International Conference on Coastal Engineering to 
Professor Robert L. Wiegel. 

Billy L. Edge, Secretary 
Coastal Engineering Research Council 
American Society of Civil Engineers 
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On On. Sottosegretario ai Lavori Pubblici, signora Vice Presidente dclla Regione Vencto, signor 
Sindaco, signor Presidente del Magistrate- alle Acque, signor Capo di Stato Maggiore della Marina, 
signor Assessore alia Cultura, signor Proweditore al Porto, signor Presidente del Consiglio Nazionale 
delle Ricerche, signor Presidente del Coastal Engineering Council, grazie della vostra presenza. 

All'on. Francesco Merloni oggi sono dovuti anche gli augnri onomastici, che tutti gli rivolgiamo con 
vivo sentimento. 

Un benvenuto a tutti gli amici e collaboratori. 

Welcome, welcome to you all, welcome to Italia and to Venezia! 

It's with great pleasure that, in the name of the Organizing Committee of the 23rd International 
Conference on Coastal Engineering, I have the honour to give you, distinguished guests and colleagues, 
a warm welcome. 

I thank very much all of the National District and City Authorities for their presence and especially 
the honourable Minister of Public Works, the Vice President of the Regione Veneto, the Mayor of 
Venezia, the President of National Council of Research, and the Superintendent of the Port, who have 
all in many ways supported us in organizing and funding this Conference. 

I also thank the Coastal Engineering Research Council and its Chairman Prof. Robert L. Wiegel, 
eminent man of science, for choosing Italia and Venezia for this 23rd ICCE. 

Also I give many thanks to the many private sponsors and especially to the Italian Contractors, 
without whose financial support we would not have been able to resolve the many organizational 
problems. 

The tradition of the ICCE is to reduce as much as possible the time spent on the opening ceremony to 
give more prominence to the scientific sessions. Excellent tradition! So, as Master of Ceremony, 
according to the definition of Prof. Bijker, Chairman of the last Conference in Delft, I don't want to 
break the tradition. But, please, first let me express some brief considerations. 

Genesis (5.1) talks about God who put Man in the garden of Eden "to cultivate and care for it". 
Giving the creation to the care of Man, God gave him special gifts: the word, intelligence and freedom, 
sparks of divine nature of the Creator. So, Man was named: mirror of God (B. Pascal) and himago Dei; 
the Italian Philosopher G. B. Vico uses the expression "Simia Dei". 
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Aristotle defined Man "C,a>ov Xoyoa exov" as literally the animal who has the word. The word, the 
logos, the verbum, this exclusive feature of Man, is the first vehicle of communication of knowledge, of 
science. The word, the dialogue was the teaching method of philosophic and scientific truth as in 
Aristotle, Plato, Socrates, Pascal and innumerable other thinkers, but also it was that of Christian 
Revelation; the Evangelist John begins with the admirable words: "in principio erat Verbum et Verbum 
erat apud Deum et Deus erat Verbum". 

Then came intelligence and freedom: two indivisible gifts to choose the best, that is making the best 
use of intelligence. In fact, it is intelligence which permits Man the knowledge of the things, starting 
from his own experience, according to Galilei and Bacon; the knowledge transforms itself in Science 
when it becomes common property of humanity. Human science, and particularly knowledge of 
physical phenomena, developed with incredible speed in the past and the fruit of Man's experience, 
always asks for more work, with the consequent necessity of repetitive and frequent exchanges of 
information among the scientists, researchers and technicians. That explains the usefulness, the 
necessity of the meetings of groups of specialists, meetings either to evaluate the state of art or to 
coordinate and to press for new research. 

And history, nevertheless its cycles and recycles often contradictory, demonstrates that Man travels 
along the path of civilization, caring for and improving the natural environment in which he lives. It is 
possible to see, for example, many examples of hydraulic engineering in flood control, land reclamation, 
coastal defense. 

To the Hydraulic Engineer we can certainly give the credit for taking care of the environment with 
which he was entrusted. Coastal Engineering has recently reached the level of a science; you can 
consider that it was only a few decades ago that Man was able to make a real model of the sea, an object 
of observation from the beginning of civilization. We can take 1950, the year of the first International 
Conference on Coastal Engineering, as the year of the official birth of the new hydraulic maritime 
science. Not without reason, we are finding, among the promoters of ICCE, the most famous names in 
coastal engineering. 

From 1950 until today, the Proceedings of the 22 conferences already held illustrate the big development 
of this new science; consequently it seems that we could consider the ICCE the midwife of the new 
maritime hydraulics, according to the Socratic teaching. ICCE is today, without any doubt, the most 
important scientific international conference of civil maritime engineering; the high number of 
participants coming from over 50 countries, the number and the level of printed papers. Its growing 
reputation in the scientific world confirms this. 

In this 23rd Conference 682 papers have been submitted (not including those arriving too late). The 
CERC has chosen about 330, which will take all the available time in the five sessions. 

This is the first time in the history of ICCE that the Conference has been held in Italia. We believe 
that the choice was not casual, in that it is taking place in the fifth centenary of the discovery of America 
by the great Genoese Navigator Cristoforo Colombo. 

Also the venue has a clear motivation connected with this anniversary. It is in fact in Venezia, the 
Serenissima Repubblica Marinara, that, at the beginning of the modern era, shone in all its brilliant 
light the Italian Renaissance, which has radiated throughout Europe and the whole world. In Venezia 
was designed the "Planimondo" which was used by Colombo and other intrepid Navigators of his time 
(as Amerigo Vespucci), to chart the route to the new world. 

It was also in Venezia that you could admire, and you can still admire, the wonderful City, the 
masterpiece of Man's creation, built in a very poor physical environment.   The history of Venezia is 
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also the history of man "homo faber", i.e. of the Engineer in constant confrontation with natural 
forces: sea-storms, flooding, subsidence, etc. 

Venezia is the demonstration of how much Man, using intelligently his inventive ability, can 
achieve, caring for cultivating the garden which was entrusted to him. This attentive caring does not 
permit any respite. Furthermore, you know well the present problems of the defense of Venezia, for 
those hard working engineers. The problems of the defense of Venezia against the sea will be discussed 
in many of the papers in this Conference. 

Meanwhile, admire and enjoy Venezia: a precious pearl of human engineering and art; Venezia: the 
most beautiful City in the water, admirable lighthouse of civilization. 

And let me finish at this point with many good wishes for a successful Conference. The Organizing 
Committee apologizes if everything is not perfect, but we hope our hospitality will be acceptable. 

Grazie e bcnvenuti a Venezia. Thank you again. 

( Prof. Ing. Ugo Tomasicchio 
Chairman of the Conference ) 
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Coastal Engineering in Venice 

Enrico Marchi1 

1 Introduction 

Venice is well known in the world as a fantastic city, full of interest for 
visitors to its palaces, churches, art galleries and fascinating corners. However, 
there is more than this: the history of Venice (see, for example, Zorzi, 1980), 
its development as a refuge from invaders to an imperial marine city offers 
extraordinary examples of applications of coastal engineering. 

Venice has always taken immense care of its Lagoon which completely 
surrounds it and has for centuries afforded protection for the city, a haven for 
its fleet and the gateway to the open sea. In order to defend this Lagoon the 
Venetians have had to face and overcome numerous risks: the aggradation of the 
basin, the erosion of the littoral barrier, the reduction in depth at the inlets due 
to the action of the sea waves, through to the recent risks caused by industrial 
and agricultural pollution and to the increasingly frequent submersion of vast 
areas and living quarters as a result of high tides combined with land subsidence 
and eustasy. A brief look at each of these problems and the ways in which they 
have been tackled could be an effective subject for thought on the part of the 
participants of this Congress. 

2 Origin of the Lagoon 

More than 10.000 years ago, in the era of the last great glaciation of the 
Quaternary, Italy had an emerged territory much larger than its present one 
especially in the Adriatic zone. At the end of the glaciation, the rise in sea 
level submerged a great part of the alluvial plains formed by the river Po and 
its affluents. The line of separation of terraferma from the North Adriatic Sea 
- as a result of the gentle declivity of the plane towards the sea, and probably 

xProfessor   of  Hydraulics,   Head,   Institute   of  Hydraulics,   University   of  Genoa,   Via 
Montallegro, 1 - 16145 Genova, Italy 
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due to the combined effect of more moderate sea level variations as well as to 
the breaking of the waves - assumed an indented and irregular form. Long series 
of dunes parallel to the coast separated the open sea from the internal basins - 
the lagoons - that had a more or less narrow rectangular form with the greater 
side parallel to the sea. They received fresh water from the west and north-west 
estuaries and communicated with the sea towards the east by means of large 
inlets. Could we consider that the transverse dimensions of the adriatic lagoons 
have a connection with the length of the tidal waves which give them "life"? It 
is difficult to find proofs since many independent factors, sometimes of anthropic 
type, have successively conspired to modify the lagoon basin's size. However, a 
hypothesis proposed by Luigi De Marchi as far back as 1904 was taken up again 
by Di Silvio (1991) correlating the propagation time of the tide with the period 
of resonance of the lagoon basin. 

The maximum flow through a lagoon inlet takes place when the length of the 
lagoon itself is such that the effective crossing time for the tidal wave becomes 
equal to the resonance time. The latter is about a quarter of the tidal period and 
turns out to be largely independent of the value of the flow resistance. The flow 
rates, and thus the tidal amplitudes, do not always increase with the dimension 
of the basin; when the crossing time of the tide is greater than the resonance one 
- meaning that the basin length is great enough to be larger than a quarter of the 
length of the effective tidal wave in the lagoon - the level oscillation can increase 
if the basin dimensions become reduced. In fact this is the case, for example, of 
the Zuiderzee (Ijsselmeer) when, after the damming reduced the notable original 
length of the basin, the tidal amplitudes have been clearly increased. 

The Venice Lagoon originally consisted of shallower basins than the present 
ones and it is possible that its surface dimensions were commensurate with the 
resonance conditions. Now, the tidal propagation through each of the three 
basins in which the lagoon can be divided takes noticeably less time than that of 
resonance, if we exclude the extreme ramifications of the north-east zone where 
the tidal flow is controlled for the fishing areas. The Venice Lagoon behaves today 
substantially as a "short" basin. In fact, the tides - whose mean component has 
a period of 12 hours - have in most of the lagoon delays of less than 2 hours 
and slight amplitude attenuations that in general do not exceed 20% of the sea 
amplitudes. 

3    Historical evolution 

In Roman times the Lagoon had more or less the same form that it has 
today but with a larger open surface and at least eight inlets. The settlement 
of the "Veneti" in the small islands spread through the Lagoon happened after 
the fall of the Roman Empire, especially after the migration due to the invasion 
of the Lombards in Italy. The Torcello cathedral was built in the first part 
of the 7th century. The communities, settled in various small centers and in 
particular in Malamocco, made up the "Lagoon Province", formally linked to the 



6 COASTAL ENGINEERING 1992 

Byzantine Empire but really autonomous. Thus it was able to hold out against 
the pressure of the Franks in the IXth century and to establish at Venice-Rialto, 
the new capital, a community that was definitely detached from the land. One 
can say that Venice was born with the vocation to be, since that time, a bridge 
of communication and commerce between the East and the West. Gradually its 
independence became affirmed and so that power which brought it to its greatest 
splendour between the Xllth and XVIth centuries. It was during the period of the 
mature Republic that the greatest problems of hydraulic and coastal engineering 
were faced, entrusting the responsibility for works to a single organization: the 
"Magistrato alle acque", an absolute water authority. 

In that period the inlets of the Lagoon, called "mouths", were already 
the three present ones: Lido, Malamocco and Chioggia (Fig. 1) The mouths, 
however, do not have now the form shown in the figure; a point to be discussed 
later. Fig. 2 shows the present state of the Venice Lagoon. Note the 
characteristic network of submerged channels that ramify from each mouth and 
become progressively narrower and shallower; they represent the fastest ways for 
the tide to enter the Lagoon. The basin is moon-shaped and has a length of more 
than 50 km, a width that varies from 8 to 14 km and a mean depth of about 
0.65 m (Rusconi, 1987). 

Figure 1: The Lagoon in XVIth century with the three mouths. 

In the Lagoon there are several inhabited islands, other than those on which 
Venice was built, such as the famous isles of Murano and Burano. Furthermore 
there exist - or existed - many low-lying lands, called "barene", which are 
regularly submerged during high tide since they have a level higher than the 
mean level of the sea but less than about +30 cm. These predominant green 
areas are typical of the lagoon scenary. They have undergone, especially during 
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Figure 2. The Venice Lagoon 
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the second half of the XXth century, a heavy surface reduction and they are also 
at present subject to border erosion. 

The evolution of the Lagoon areas occupied by land and water is not easy 
to evaluate because the most precise surveys, carried out in 1950 and 1970, 
necessarily had different points of reference (Cavazzoni, 1977). According to the 
evaluation of the Hydrographic Office of the " Magistrate alle Acque" (Rusconi, 
1987) the measurements are as follows (Tab. 1): 

Tab. 1 

Lagoon surfaces (km2) 

Years 1930 1970 

Lagoon area'not affected by tides 125.8 136.7 

Barene 72.5 47.5 

Water surface at 0 level 353.0 367.0 

Today a project is underway for the morphological reconstruction of some 
of the "barene" and for the protection of existing ones in the context of the 
reclamation plan of the Lagoon on behalf of Consorzio Venezia Nuova (1992). 

4    Protection from aggradation 

Aware of the importance of the lagoon basin for military use and of the 
convenience that its great size could have for the renewal of the inner water, the 
Venetians put the preservation of the lagoon before any other undertaking. 

The first, and perhaps the most serious threat they had to face, was that of 
the basin silting up due to the sediment transport of the water courses entering 
the Lagoon. Even if the water discharges through the lagoon mouths have a 
maximum value in the range of 5,000 to 10,000 m3/s, as great as the highest 
flows of the river Po, the sediment movement within the lagoon - as well as in the 
internal network of submerged channels - is very slight. A slow but progressive 
lengthening of the river mouths took place, however, within the lagoon and the 
free surface of the basin was being reduced. 

The first work dates from the XlVth century and consisted in the deviation 
of the mouth of the Brenta, which was in front of Venice, to a more southerly 
position. Many other works were carried out during the XVth and, above all, 
the XVIth century. The Brenta was finally excluded from the Lagoon in 1613 
through the so-called "taglio nuovissimo" (the newest cut). The Bacchiglione 
was deviated to the sea in the middle of the XVIth century. The Piave was 
completely excluded from the Lagoon in 1639 and the Sile in 1683, using as well 
a stretch of the old bed of the Piave. Fig. 3 gives an idea of these enormous 
works carried out in more than two centuries. 
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Figure 3. Deviation of the water courses entering the Lagoon (from Zorzi, 1980). 

Particular mention should be made of a most important alteration that, 
although outside the Lagoon, was undertaken in 1598-1604 in order to remove 
the risks of sediment transport into the Lagoon caused by the mouths of the 
Po delta. This was the so-called "Taglio di Porto Viro" (the Porto Viro cut) 
by means of which the main mouth of the Po, which had the tendency to move 
northward, was deviated towards the East thus assuming its present form. 

5     Protection of the Venetian littoral 

From the earliest times of the Venetians' definitive settlement on the Lagoon 
islands many conservation works were carried out on the lagoon banks and sea 
shores. Typical embankments were built since the 11th century with willow 
branches and stones (Tomasicchio, 1983). This is an elastic and unsinkable 
protection also largely used to defend the banks of the river Po from erosion. 

Timber was extensively used by the Venetians above all in the form of piers 
that, fixed into the muddy and sandy ground, compacted it so as to make it able 
to support the weight of massive structures, such as jetties and moles or even 
buildings. 

In the XVII century the state of the littoral barrier which divides the lagoon 
from the sea was already particularly delicate. The sediment transport of the 
river Piave to the sea was lessened, probably because of the improvement to 
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Figure 4. The narrow stretch of land between Malamocco and Chioggia. 

the middle and lower river bed. This fact rendered insufficient the renewal 
of sediments brought by the littoral currents that develop along the Venetian 
coast. The erosive action of the breaking sea waves therefore made the state of 
the narrow stretch of land and its littoral, especially that between the inlets of 
Malamocco and Chioggia (Fig. 4), particularly dangerous. 

Until the end of the XVIIth and the beginning of the XVIIIth centuries 
attempts to protect the littoral using flexible systems of piers, branches and 
stones were repeated. At last, the Republic engaged Bernardino Zendrini, 
State Mathematician, and the experts Giovanni Filippini, Overseer to the Lidos, 
Matteo Lucchese, Overseer to the Lagoon, and Tommaso Ternanza, Overseer 
to the Rivers, in order to work on a project for stable defence. The Report 
("Relazione" of June 1st, Zendrini, 1743) contained the design for the "murazzi" 
(Venetian massive walls). The primary idea is mainly traced back to Abbot 
Coronelli in about 1706 and the name was already current in Venice for 
protective works using pozzuolanic cement (Benigni, 1983). The original design 
of the "murazzi" attached to Zendrini's report is reproduced in Fig. 5. The 
"reinforcement plan" was carried out during a period of about 40 years and this 
protection has lasted up to the present time (Gottardo, 1976). However, some 
repairs have been necessary, particularly after the exceptional storm of 1825 and 
the recent one of 1966. We must bear in mind, though, that the construction of 
the long breakwaters defending the mouths, which took place between the end 



COASTAL ENGINEERING IN VENICE 

Figure 5. Original design for the "murazzi" (Zendrini, 1743) 

of the XlXth and the beginning of the XXth centuries cut down both northern 
and southern sediment transport to the physiographic unity confined by the Lido 
and Chioggia moles, including the narrow Caroman littoral. 

The state of the "murazzi" deteriorated as a result of the erosion made by 
waves at the toe of the wall. The reinforcement was not limited to reconstructing 
and strengthening the rubble mound at the toe of the "murazzi", as shown in 
Fig. 6. It was necessary to consider the foreseeable possibility of isolating the 
lagoon from the sea, on different levels, in the case of exceptional tide. Therefore 
measures were taken to protect the foundation of the "murazzi" from the risk 
of siphoning using an impermeable diaphragm of reinforced concrete, sunk as 
far down as a layer of clay situated at about 20 m below sea level. Since this 
main diaphragm had to be constructed on the lagoon side, a second and shorter 
diaphragm was sunk at the toe of the "murazzi" in order to lessen the effects 
of underpressure waves reflected by the first diaphragm. Such an effect was 
experimentally observed in situ under the breakwater of Genoa harbour (Marchi 
e Stura, 1976). The cause, in that case, was attributed to the natural silting up 
of the internal porosity of the breakwater rubble mound. 
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SEA LAGOON 

Figure 6. Reinforcement of the "murazzi" after 1966. 

6     Conservation of the Water Depth at the Mouths 

The Venice Lagoon behaves, as already noted, like a "short" basin. Under 
this condition the tidal "prism", that is the volume entering the basin in one 
tidal cycle, is correlated with the basin surface. A relationship between the same 
tidal prism and the section area of the inlet was suggested by O'Brien (1969) and 
supported by others, in particular by Jarrett (1976), who based the result on a 
series of field measurements. The correlation form is analytically justifiable and 
the theoretical study (Marchi, 1990) has confirmed the experimental relationship 
between the area ft of the inlet section and the power 6/7 of the volume P of the 
tidal prism: ft = kP6/7 (Fig. 7). Furthermore, it has shown the factors on which 
the correlative coefficient k depends, in particular its functional dependence on 
the value of the shear stress at which the bed erosion begins and on the roughness 
of the bed itself. 

Given the proportionality of the tidal prism P to the surface S of the basin, 
we could think that a simple relationship of the former type is valid also for S. 
However, it must be noted that the tidal prism is not only a linear function of the 
basin surface but also of the inside tidal amplitude which is still a function of the 
area ft. From this derives a more complex relationship between 5 amd ft. Fig. 8 
shows the curves relative to the three present mouths of the Lagoon. Note that 
if the opening has a value lower than a given limit (the asymptotic value of the 
left branch of the curve S = /(ft)) the mouth cannot resist. Above such value 
the area ft increases by erosion until it arrives at the stability which depends on 
the balance between the maximum shear stress imposed at the bottom by the 
tidal current and the resistance to erosion of the bed surface. As ft increases, its 
influence on the tidal amplitude has the tendency to vanish and the relationship 
becomes of the previous type (ft = K\S6I7), as shown by the right branch of the 
curves in Fig. 8. 

The conservation of the basin surface thus assures the conservation of the 
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Figure 7.       Relationship between the tidal prism P and the inlet section Q (from 
Marchi, 1990). 
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Marchi, 1990). 
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section area of the mouth if stable conditions have been reached (Brvmn, 1978). 
However, the section area, by and large, can be maintained even if, as a result 
of the action of the sea waves, the water depth tends to diminish; for this it is 
enough for the width to increase accordingly. This can happen by the erosive 
action of the tidal currents. An example is represented in Pig. 9 by the evolution 
of the Lido mouth during the period 1552-1968 (Baroncini et al., 1983). 

AtitlO   1552 
ArlllO   1682 

Figure 9.      Evolution  of the   Lido  mouth   during  the   period   1552-1968   (from 
Baroncini et al., 1983). 

In the XVIIth century shipping, especially through the Lido mouth, had 
already become difficult. Access to the Lagoon for loaded ships - although they 
were sailing ships with a small draught - was possible only during the hours 
of high tide and, in some cases, required a lightening of the load at sea. The 
situation rapidly became worse with the coming of steam ships which had a 
considerably larger draught. 

In the first half of the XlXth century the Malamocco mouth was the only 
navigable inlet, since those of Lido and Chioggia had depths of only two meters. 
In order to conserve and increase the navigability of the Malamocco mouth, at the 
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Figure 10.    Protective   jetty   to   the   North   of   the   Malamocco   mouth   (from 
Tomasicchio, 1983). 

beginning of the XlXth century a technical commission nominated by Napoleon 
proposed the construction of a protective jetty to the North of the mouth (Fig. 
10). After many ups and downs, the work was carried out toward the middle of 
the century, as a result of the authoritative influence of Pietro Paleocapa (Noli, 
1990). It was completed with the construction of the south jetty in 1872. With 
the width of the mouth limited in this way to about 500 m, the tidal currents 
began to erode the bottom and its deepening took place with different speeds 
according to the different resistance of the ground layers (Fig. 11) (Cavazzoni 
et al., 1983). This process continued until the middle of the present century and 
increased the depths to mean values of about 15 m, with an area of the minimal 
section of about 7300 m2 that can now be considered stable (Consorzio Venezia 
Nuova, 1980). 

The result obtained at Malamocco stimulated similar works at the mouths 
of Lido (1882-1910) and Chioggia (1911-13), which assumed the configurations 
visible in Fig. 2. Probably an overvaluation of the efficiency of the Lido mouth 
suggested a width of 900 m for this canal. In effect, the Lido water flow is 
hardly different from that of Malamocco and so the depth of the former mouth 
is established at 10 m for a large part of the section and is smaller near the north 
jetty. 

If, on one hand, the construction of the mouth embankments has assured 
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Figure 11.    Changes   to   the   section   of  the   Malamocco   mouth   following   the 
construction of the jetties (Cons. Venezia Nuova, 1989). 

the presence of great depths and thus continued navigability, on the other hand 
the seaward protrusion of the jetties has stopped the sediment transport by the 
littoral current. The present increase to the shores north of Lido and, partially, 
south of Chioggia is the evident result. On the contrary, the intermediate shores 
have become unstable and now require an artificial nourishment between Lido 
and Malamocco (Wallingford H.R. as consultant) and protection work to the 
"murazzi" between Malamocco and Chioggia, as earlier mentioned (Tomasicchio, 
1983; Baroncini et al., 1983). 

7    Protection against tidal effects 

7.1    Tides 

Venice arose on the group of islands around Rialto and so is in a central 
position with regard to the Lagoon but very close to the largest of its openings, 
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the Lido mouth. Therefore it has always been subject to floods, known by the 
name of "acque alte" (high waters), caused by the spreading out into the Lagoon 
of unusually high tides. 

The ordinary Adriatic tides (Tenani, 1935; Polli, 1959; Defont, 1961) are of 
an astronomic nature and have a fairly small amplitude, around 0.60 m with 
a maximum of 0.90 m at the northern end of the Adriatic during the syzigial 
period. To the astronomic tide, characterized by a mean period of 12 hours 
and a secondary period of 24 hours, can be added the effect of atmospheric 
phenomena such as winds and low pressure. We can maintain that the action 
of the "sirocco", a southern wind, alone can cause a rise in the sea-level of as 
much as 0.90 m in exceptional conditions. A further factor in the increase of the 
maximum levels is represented by the seiche of the Adriatic around a transversal 
axis. These factors, when they act together, create tides of exceptional height 
and a non-periodic form, such as that illustrated in Fig. 12 which relates to the 
1966 disaster. 
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Figure 12.    Exceptionally  high tide of 1966:    a)  measured level,  b)  astronomic 
forecast. 

The tides enter the Lagoon through the three mouths and mainly propagate 
through a ramified system of submerged channels. The tidal elevations in Venice 
are usually referred to the tide gauge at Punta della Salute, on which the zero 
mark is still anchored to the mean level of the sea in 1897 (Comune di Venezia, 
Ufficio Idrografico del Magistrato alle Acque, CNR). The "acque alte" start at 
the 0.70 m mark, when water appears in St. Mark's Square, and so far have 
reached a maximum of 1.94 m in November 1966. 
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Table 2 shows the percentages of the flooded city which correspond to the 
various levels: 

Tab. 2 

Tide elevation at Flooding of 
Punta della Salute the city 

1.0 m 5% 
1.1 m 15% 
1.2 m 33% 
1.3 m 62% 
1.4 m almost complete 

A review of the highest tidal levels at Punta della Salute in Venice reveals 
a notable increase both in value and, above all, in the frequency of each level 
during this century. 

Fig. 13 shows a tidal frequency curve at Venice in the decade 1975-1984 
(Consorzio Venezia Nuova, 1989). Note that the 1.20 m mark, which until the 
last century was rarely reached (once every two or three years), has now been 
attained or surpassed twice every year. This worsening situation culminated 
in November 1966 when the highest tide in living memory covered St. Mark's 
Square with more than a meter of dirty water (Dorigo, 1969). 

The causes of these changing phenomena, that seriously threaten the very 
survival of Venice, are to be found in three different factors (Ghetti et al., 1983): 

i) the eustasy, that is the rise in the mean sea-level; 

ii) the subsidence of the Lagoon territory and, particularly, the sinking of 
Venice; 

iii) the increase of the tidal amplitude in the Lagoon. 

The aforesaid factors have various origins and different weights in the context 
of the phenomena being considered. 

7.2    Eustasy 

After the last glaciation the Adriatic sea level notably rose, to about 90 
meters, and this obviously modified the coastal and lagoon morphology, as 
already said. During the last centuries, however, the sea level appears to be 
rather stable, at least so as not to reveal evident changes with regard to the level 
of the buildings. The traditional mark for the building level in Venice was that 
of the mean high tide. In fact, the oldest buildings (XHIth-XVth centuries, see 
for example Fig. 14) seem nowadays to have thresholds and ground floors lower, 
in comparison to the sea level, than the buildings of the XVIth-XVIIth centuries 
(see for example Fig. 15). From these illustrations we cannot say if this is due 
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Figure 13.    Frequency curve of "high water" in Venice in the decade 1975-84. The 
dotted line represents the same curve translated downstream by 25 cm. 

only to a rise in the sea level or to a land subsidence as well. What is certain is 
that from the beginning of this century the rate of the rise in the sea level has 
increased and it has been possible to measure an average rise of 1.27 mm per 
year. Altogether we can consider, during the present century, a sea level increase 
of about 10 cm (Consorzio Venezia Nuova, 1989). 

The forecast is not optimistic even for the immediate future. The change of 
the world climate due to the greenhouse effect shows a tendency to the increase 
of the mean temperature and so to a regression of the glaciers and to a sea level 
rise. Despite uncertainties that still exist about the interpretation and, above all, 
on the forecast of climate phenomena, there is a substantial agreement about a 
scenario which foresees a sea level rise of several centimeters already in the year 
2000 and in the order of tens of centimeters up to more than 1 meter in the next 
century (Thomas, 1986). 

In the project for safeguarding the lagoon enviromental system eustasy values 
variable between 0 and 60 cm have been considered. 

7.3     Subsidence 

The Venice subsidence is a phenomenon determined first of all by a natural 
component of a geological type. The alluvial nature of the layers that make 
up the superficial area of the lagoon land and the tectonic deformations of 
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Figure 14. A XHIth century palace (Ca' da Mosto). 
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Figure 15. A XVIth century palace (Grimani palace) 
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the substratum provoke a slow consolidation of deposits and a lowering of the 
Adriatic coast which can be a source of worry after several centuries. At present 
the mean rate of natural subsidence is estimated at 0.4 mm per year. 

On the other hand, in the first half of the XXth century, and in particular from 
1930 onwards, the subsidence was rapidly worsened by an anthropic component 
and the ground became lowered to values first of 2 mm/year and then, after 1950, 
up to 7 mm/year. The cause of this extraordinary increase in subsidence lies in 
the effect of overall heavy groundwater withdrawals in the Venice's surrounding 
region for the needs of Marghera's industry and also for civil and agricultural 
use. Between 1950 and 1970 this process of impoverishment of the groundwater 
layers and the consequent soil lowering continued indiscriminately. The alarm 
sounded late in conjunction with the increasing frequency of the "acque alte" 
(Carbognin et al., 1981). Accurate level surveys recorded the gravity of the 
risk (CNR, 1970; Consorzio Venezia Nuova, 1988) and the process was also 
mathematically simulated (Gambolati et al., 1973, 1974). Thus, between 1970 
and 1975 pumping was gradually stopped. The artesian layers rapidly recovered 
the piezometric levels of 1950, but the soil lowering, at least up till now, appears 
to be irreversible. The mean level of the Venice land was lowered by 9 cm between 
1952 and 1969 (Caputo et al., 1971) and during the entire century we can now 
estimate a total subsidence of 15 cm for the city. 

If the two effects of eustasy and subsidence are added up one obtains a 
variation of the land level relative to the mean level of the sea at Venice of 
around 25 cm (Supino, 1978). Applying such a variation to the frequency curve 
plotted in Fig. 13 (see the dotted curve) it can be seen that the frequency increase 
of the "acque alte" caused by this change is truly impressive and corresponds 
to that observed over the last hundred years. The 80 cm mark, which without 
eustasy and subsidence would have had a frequency of 6 times per years, has 
been reached at present more than 45 times; the level of 1 m has passed from a 
frequency of 1 time to the present 9 times per year. 

7.4    Amplitude of the lagoon tide 

7.4.1     General remarks 

The amplitude of the tides at Punta della Salute is roughly the same as 
that of the tides recorded at sea on the outer mole of the Lido mouth. The 
amplitude of the tide waves is scarcely reduced by their propagation through 
the inlets because of the slight resistance that is offered by the mouth canals. 
On the other hand, the speeds remain contained because they are correlated to 
the limit erosion values and, consequently, they model the form and area of the 
section. Obviously, this process depends on the nature of the bottom and on the 
distribution of sediment in the chanal. Thus, the probable silting up of the Lido 
mouth during the period of the last war (1940-45) resulted in a resistance increase 
and so in a small reduction of the tide amplitude between Lido and Punta della 
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Figure 16. Variations in tide amplitude during the century. 

Salute (Adami, 1974); this reduction was of about 5% as seen in Fig. 16. On the 
contrary, the general lowering of the land during the '70s, increasing the depths 
of the inlets and of all the lagoon channels, slightly reduced the resistance and so 
increased a little the amplitude so as to make the Punta della Salute tide equal 
or even 1-2% superior to that of Lido (Gottardo, 1975). 

These observations show the marginal influence of the considered factor - the 
variation of the tidal amplitude between the sea and Venice - on the phenomenon 
of the "acque alte" increase. Further confirmation has been provided with studies 
carried out using mathematical and physical models. 

7.4.2    Mathematical models 

The tidal oscillations in the Lagoon have been studied with various types of 
mathematical models, which can be substantially reduced to three types: static 
model, one-dimensional propagation model and two-dimensional propagation 
model. 

The static models study the relationship between marine oscillations and 
those in the Lagoon assuming the surface of the lagoon basin to be always 
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horizontal and considering effective only the flow resistance of the inlet. 
Numerous solutions have been reached after the original proposal by Poleni in 
1717. A detailed review will be found in Ghetti's report of 1979 at the XVIII 
IAHR Congress in Cagliari (1979), and in his recent paper (1991) on Italian 
contributions to the lagoon hydraulics. A. Ghetti also promoted an eleven volume 
rich collection of studies on the Lagoon environment published by the Istituto 
Veneto di Scienze, Lettere ed Arti. 

The results obtained using the static method are clearly confirmed by the 
tidal records at the Lido mouth (Adriatic Sea) and at Punta della Salute (centre 
of Venice). This type of model has been used to examine the effects on the 
Venice tidal levels caused by the artificial narrowing of the lagoon mouths. It 
has been observed that also very strong reductions, to the limits of the mouths' 
navigability, such as to lessen the section area to about one third of the present 
one, can reduce the maximum level of a periodic syzygial tide at Punta della 
Salute by about 20% (Ghetti et al., 1972). But such narrowings cease to be 
effective with regard to the long aperiodic tides, being able, for example, to 
lower by only 5% the maximum level of an exceptionally high tide like that of 
November 1966 (Fig. 17). 

The propagation of tidal waves inside a lagoon was deeply studied by Supino 
(1955) and Pezzoli (1958) in the 1950's; contributions to knowledge of the process 
have been subsequently carried out by the same authors (1970) and also by the 
present writer (1986). 

After the great flooding of 1966, the numerical mathematical models have 
become widly diffused. 

The one-dimensional propagation model allows the study of the tidal flow 
into the Lagoon following the existing submerged channels, applying the de 
Saint-Venant equations to all stretches and satisfying the condition of volume 
and level conservation in the nodes. This type of model, originally proposed 
by Dronkers (1969, 1972) received substantial contributions from the research 
of Datei (1972), Di Silvio and D'Alpaos (1972) and Di Silvio (1978). Further 
improvements, both as regard the speed of computation and the more detailed 
description of the Lagoon, have been introduced in the recent model which 
has been developed by "Technital", with D'Alpaos as consultant, on behalf of 
"Consorzio Venezia Nuova" (1985). The consequences of certain modifications of 
the Lagoon basin have been examined with this model. The situations that have 
been compared are those before and after the digging of the "oil canal" and the 
filling up of some areas for industrial use. These two modifications, which bring 
opposite effects, have shown to have a slight influence on the volumes exchanged 
between Lagoon and sea: they have increased by some per cent at Malamocco 
and Chioggia and decreased by the same amount at Lido. Thus, the simulated 
opening of the fishing areas to the tides appeared to have very slight influence 
on the levels of "acque alte" at Venice. Despite a surface increase of about 80 
km2 (from 370 to 450 km2) the lowering of the maximum level in the central 
Lagoon and particularly at Punta della Salute turned out to be no more than a 
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Figure 17. Tide reduction due to mouth narrowings (from Ghetti et al., 1972). 
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Figure 18.    Calibration of the D.H.I, two-dimensional model (from Cons.  Venezia 
Nuova, REA 1989). 

few centimeters in the case of high tides with a level above 1 meter. 
These observations have been confirmed by a more recent and sophisticated 

type of model, the two-dimensional propagation model based on the finite 
difference method and developed by the Danish Hydraulic Institute. 

The mathematical procedure is the one originally proposed by Leendertse 
(1967) on the basis of the theory of low-water waves (Stoker, 1957) and it uses the 
continuity and momentum equations of the two-dimensional flow with quadratic 
resistance. The first application of such a model to the Venice Lagoon was 
carried out by the Venice IBM Center (Chignoli and Rabagliati, 1976) with 
a rather large grid. Further more refined developments have been undertaken 
by the same IBM Center. A grid size of 225 m has been used in the model 
prepared by the Rijkwaterstaat Laboratory collaborating with the Institute of 
Hydraulics of Padua University (D'Alpaos and Di Silvio, 1979) in order to study 
the behaviour of the central Lagoon. 

The aforementioned DHI model (Consorzio Venezia Nuova, 1987-88) uses 
grid of 300 m size, reduced to 100 m in the areas surrounding the mouths. An 
example of calibration of the model by comparison with the March 1985 tide, 
recorded in various points of the Lagoon, is shown in Fig. 18. 

Compared to the one-dimensional model, the two-dimensional one gives a 
better general picture of the deep water flow. A further improvement in the 
representation of such areas and also of the ramifications of the channel network 
can be obtained by the passage from the finite difference to the finite elements 
model. One gains in descriptive detail without an increase of, indeed with a 
reduction of, the total number of nodes. 

The equations used and the resolution methods adopted for the finite elements 
model are those proposed by Backhaus (1976), Gray and Linch (1977), Duwe 
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Figure 19.    The planimetric mesh of the finite elements model (from Cons. Venezia 
Nuova, REA 1989). 

Andamento del campo di moto alle ore 19 

Figure 20.    Flow field simulated by the finite element model (4th Feb.   1985 tide; 
from Cons. Venezia Nuova, REA 1989). 
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and Hewer (1982). Fig. 19 shows the planimetric mesh and Fig. 20 gives an 
instantaneous representation of the flow field corresponding to the simulation of 
the 4th February 1985 tide (Consorzio Venezia Nuova, REA 1989). 

Models of the same type were used to investigate the hydrodynamic behaviour 
of the mouths (Consorzio Venezia Nuova, REA 1989) and an example of the ebb 
current at the Lido mouth is represented by Fig. 21. 

Lagrangian models were used to examine the so-called "residual" circulation in 
the lagoon (Datei, 1978; Cheng et al., 1982; Rinaldo et al., 1987) and to describe 
processes dominated by convective transport (D'Alpaos and Degan, 1977), while 
dispersion models have been developed on the basis of the diffusion equation 
(Fiorillo, 1978; Di Silvio et al., 1977, 1980, 1988; Dejak et al., 1984). 
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Figure 21.    Example of the ebb current at the Lido mouth (from Cons.   Venezia 
Nuova, REA 1989). 

7.4.3    Physical models 

The phenomenon of the hydrodynamics of the mouths has also been analysed 
by means of physical models, both aerodynamic and hydraulic. The aerodynamic 
models have been built to the planimetric scale 1:3,000 and the altimetric scale 
1:1,000. Given the great reduction in size, the evaluation of the velocities and of 
the head losses was effective more for the comparison of the reactions in different 
possible projects than in absolute terms (Adami et al., 1981; Da Deppo et al., 
1987; Consorzio Venezia Nuova, 1988). 

The hydraulic models have been constructed at the Voltabarozzo 
Experimental Center run by the Ministero dei Lavori Pubblici (Italian Ministry 
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of Public Works). A general model of the Lagoon with a horizontal scale 1:250 
and a vertical scale of 1:20 has been built with a stable bed covering an area of 
about 16,000 m2 (Baroncini, 1983). Difficulties arising from its use, above all 
regarding the space and time distribution of tide among the three mouths and 
the adjusted reproduction of wall friction because of the very high distortion of 
the model, have slowed down its effective use. Nevertheless, some results enable 
us to understand the behaviour of the inner area of the Lagoon, where the three 
dimensional features of the flow become important. Greater use has been made 
of separate models of the three mouths, each built to the geometric scale of 1:60 
(both horizontal and vertical). Such models, which are applied under steady 
conditions, have provided useful information about the flow field and the losses 
distribution of the tidal currents (Consorzio Venezia Nuova, 1986). They still 
have the task of selecting the best conditions for the projected solutions. 

7.5 Surface waves 

The Venetian Gulf is not subject to particularly heavy sea waves because it 
has an "effective" maximum fetch of 300 km in the "sirocco" direction 130"-140° 
N and of 80 km in the "bora" direction 70o-80° N. Furthermore, the depths 
remain fairly uniform; they do not go beyond 25 m in the bora direction and 
increase in the sirocco direction being under 40 m at 100 km from Venice. 

The wind regime shows two directional modes that can be seen also in the 
waves. Information about significant heights and directions of the waves (Fig. 
22) has been provided by the Hydrological Service of ENEL (the Italian general 
Electric Company) at a depth of about 25 m in front of the Po-Delta, and 
by CNR-IDGM (Dynamic Mass Institute of the National Research Council) 
and Consorzio Venezia Nuova on a platform placed at about 15 km in front of 
Malamocco at a depth of 16 m (Consorzio Venezia Nuova, 1987, 1988). In effect 
the two prevalent directions, around 70° N and 130° N, have been confirmed. 
Significant waves with a height H, > 3 m have a frequency of less than 1%, 
while the height Hs > 1 m appears with a frequency of 10%. 

Regarding wave propagation in the inlets, both direct measurements and 
evaluations using physical and mathematical models have been carried out. 
Various mathematical models have been commissioned by the Consorzio Venezia 
Nuova from the Wallingford Hydraulic Research Laboratory and the Delft 
Hydraulics (Consorzio Venezia Nuova, 1987), each model having a specific field 
of application: from the open sea to the mouths, and from the areas surrounding 
the jetties as far as the interior of the mouth canals. 

7.6 The planned defense works 

Protection from the "acque alte" must be carried out with the assurance of 
an exchange of the basin water that is sufficient to avoid worsening the ecological 
state in the lagoon. Even if the effects of new purification plants can be counted 
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Figure 23.    Experiments on the dispersion of pollutants in the sea caused by the ebb 
current (from Arato et al., 1983). 

on as far as regards the reduction of industrial pollution, the agricultural and, 
partially, anthropic contribution is still high. Therefore, the ebb and flow of the 
tide into and out of the lagoon is still a factor essential for its vitality. 

The process concerning the tidal currents around the openings of the inlets 
was studied by Blondeaux, De Bernardinis and Seminara (1982). The flow has 
been considered irrotational in the flood phase, while the shedding of vorticity 
in the ebb phase has been simulated by a discrete vortex technique. The 
resulting asymmetry of the flowfields during the different tidal phases justifies 
the dispersion of pollutants in the sea, also experimentally verified (Arato et al., 
1983) (Fig. 23). 

A second finding condition for the defence works is evidently to conserve 
the navigability of the mouths, with regard to the manoeuvrability of ships 
and the depth of the waterways and also to the duration of their possible use. 
Accordingly, current velocities must not exceed 2.00-2.50 m/s. 

Furthermore, such works should not provoke erosion and, in general, not 
modify the morphological condition. Finally, they must not stand out in the 
lagoon landscape. 

The planning studies, carried out by TECHNITAL on behalf of CONSORZIO 
VENEZIA NUOVA, have shown up the interconnections among the "acque alte" 
defence works and those of morphological re-equilibrium of the lagoon system 
and for the protection of littorals and the lagoon contours. The morphological 
evolution of the lagoon can be predicted on the basis of a long-term balance of 
sediment suspension and transport (Di Silvio and Gambolati, 1990). Thus, before 
carrying out the safeguarding works against high tides, some morphological 
modifications are being undertaken. These are the necessary works for the 
littoral protection, mentioned above, and the experimental ones (such as the 
reconstruction of the "barene") to halt the environmental deterioration of the 
Lagoon in danger of becoming a bay. 
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On the other hand, as regards the real safeguarding against the "acque alte", 
we had a choice between two ways (Agema et al., 1983). 

A) to have recourse to permanent narrowings of the mouths or, anyway, to 
concentrate resistances so as to provoke a considerable reduction of the 
tidal amplitude in the Lagoon, particularly in Venice; 

B) to install mobile floodgates at the mouths, able to interrupt completely 
the tidal flow when they are in use and which are not visible and do not 
interfere with the flow when they are open. 

Mobile floodgates    (solution B) 

Figure 24. Comparison between the solutions A and B. 

The differences between the two criteria are pointed out by Fig. 24. The first 
solution has the advantage of being simpler to construct and that of reducing the 
middle-high tides that are the most frequent. On the contrary the disadvantages 
are: the high tides of aperiodic kind are not sufficiently reduced, as already said, 
the currents become very fast in the narrowings and would therefore be dangerous 
for navigation and bottom erosion and, above all, the volume of sea-lagoon 
exchange would be permanently reduced. Such a reduction, in relative terms, 
would be greater or at least equal to the relative reduction of the tidal amplitude, 
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thus resulting in an equivalent relative increase of pollutant concentration in the 
Lagoon. 

The permanent narrowings solution appears as a defence system against high 
tide whose efficiency is conditioned by the dynamics themselves of the tides. 

The other solution, using mobile floodgates, behaves as a control system of the 
lagoon tides, able to limit the maximum levels to a given threshold, completely 
independent of the kind of tide. The influence on the water exchange is evidently 
limited to the periods when the gates are closed, periods that should now be 
relatively short in the course of a year. 

The current project is based on this second criterion, having also rejected the 
possible use of partial permanent narrowings to support the mobile floodgates. 
This last choice is a result of the consideration that the benefit in the cost 
reduction seems lower than the disadvantages of the presence of obstructions, as 
sources of vorticity and as reducers of the mouth efficiency in the exchange of 
water. It is always possible, though, to reduce partially the openings even with 
the mobile gates. 

7.7    The floodgates 

The criterion of being able to close with moveable barriers wide passages 
at the mouths had already been adopted in 1981 by the group of Experts 
commissioned by the Ministero dei Lavori Pubblici (1981) to study the feasability 
of the tidal protection of the Venice Lagoon. Since that time the chosen barriers 
were of the type with a hinge at the base, normally at rest on the bottom of 
the passage. The closure is obtained through the gate floating up due to the 
expulsion of water from its compartments by compressed air. 

Such a choice is connected with the ability of the system to work in very wide 
canals without intermediate piers, with no superstructure and with an apparatus 
which can be hidden completely within the bottom. This type of mobile barrier 
exercises only a limited reflection of the open sea waves in so far as it oscillates 
with them. 

Many variations of the modular barrier units have been proposed in recent 
years, both as to form, structure and foundations and, above all, as to the 
operative pneumatic system and position control. 

Without going into further detail, Fig. 25 suffices to illustrate the transversal 
section of a component. An experimental prototype, called MOSE, was installed 
for a few years at the interior of the Lido mouth, towards Treporti. It provided 
useful information about the opening and closing operation and about the 
assembly and dismantling of the component, necessary for its maintenance and 
repair. 
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Sea level 

Figure 25. Section of a mobile floodgate. 

7.8     The works at the mouths 

The planimetric design of the floodgates at the mouths is almost complete 
today. It notably differs from the 1981 feasability study above all because the 
present gates take up the entire opening of each inlet, without need of the fixed 
side barriers and without the breakwaters foreseen in the earlier design. 

The above decision was the result of two principal motives. The first is the 
necessity of not reducing the flow through the openings in order to maintain 
the steady renewal of water, with the advantage of a flow without obstacles 
which cause dangerous vorticity. The second arises from the positive experiments 
carried out by Estramed (Roma) and in progress in Delft and in Voltabarozzo 
using physical models that prove the safe behaviour of the floodgates under 
attack from the sea waves. 

Fig. 26 shows the design of the works planned for the Lido mouth, where an 
isle of support is foreseen in the center of the canal; Fig. 27 shows the works 
designed for Malamocco and Fig. 28 those for Chioggia. A refuge harbour is 
located on a side of each mouth. 

I end my report with these images. They illustrate works of a new technology 
which must be absorbed into one of the richest areas in the world for nature and 
art. At the same time, however, they point out a way - perhaps the only way - 
of defending Venice against the assault of that very sea which is also its vocation 
and its life. 
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LIDO 

Figure 26. Design for the Lido mouth project. 

Figure 27. Design for the Malamocco mouth project. 



COASTAL ENGINEERING IN VENICE 35 

CD 

Figure 28. Design for the Chioggia mouth project. 
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CHAPTER 1 

BREAKING WAVES PROPAGATING OVER A SHOAL 

J.A. Battjesa and S. Beji^ 

Abstract 

Spectral evolution of breaking and nearly breaking 
waves propagating over a submerged trapezoidal bar 
has been investigated in laboratory experiments. It 
is found that wave breaking itself does not play a 
crucial role in the evolution of the spectral shape, 
but contributes simply by extracting energy roughly 
in proportion to the local spectral density. For 
nonbreaking waves, a Boussinesq model with improved 
dispersion characteristics is found to simulate the 
wave evolution very well. On the basis of these 
findings, it is suggested to combine a semi-empirical 
model for the overall energy dissipation with a 
nondissipative Boussinesq model so as to obtain a 
model for simulation of spectral evolution of 
breaking waves. 

1. Introduction 

Harmonic generation in waves passing over submerged 
obstacles has long been known experimentally (Johnson 
et al., 1951; Jolas, 1960; Byrne, 1969; Young, 1989). 
On the theoretical side, Phillips (1960), Bretherton 
(1964), Mei and Unliiatta (1972) and Bryant (1973), 
among others, clarified the basic mechanisms of 
harmonic generation. 
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While for nonbreaking waves the generation of 
high-frequency energy may entirely be attributed to 
conservative nonlinear effects, the role of wave 
breaking in this process has not been clarified. The 
aim of the work reported here is to help resolve this 
question and to contribute to the development of 
capabilities for numerical modelling of the dominant 
processes involved. 

A full account of the work reported here can be 
found in Beji and Battjes (1992a, 1992b) for the 
experimental and the numerical aspects, respectively. 

2. Experiments 

The experiments were carried out in a wave flume of 
the Department of Civil Engineering, Delft University 
of Technology. The flume is 37.7 m long and 0.8 m 
wide. In its midsection, a trapezoidal bar was built. 
See Figure 1. At the downwave end a gently sloping 
spending beach was present from previous experiments. 
The still-water depth was 0.4 m over the original, 
horizontal flume bottom and had a minimum of 0.10 m 
above the bar crest. Periodic and irregular input 
waves were used, the latter with a JONSWAP-type 
spectrum and a very narrow band spectrum. Peak 
frequencies were fp=0.4 Hz, f =0.5 Hz and f =1.0 Hz. 
Measurements of the free surface elevations were made 
with parallel-wire resistance gages at eight 
different locations as sketched in Figure 1. 

Wave-board 

0.40" 

6.00• 

0.75• 

6.00• 2.00• 3.00• 1.95" 18.75" 

0.00• 6.00• 12.00m 14.00• 17.00• 18.95• 37.70• 

Figure 1. Longitudinal sections of wave flume 
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3. Experimental Results 

Experiments with three different wave conditions were 
done: steep but non-breaking waves, spilling breakers 
and plunging breakers. 

In order to make direct comparisons of spectral 
evolutions for different wave conditions, spectral 
estimates obtained at stations 2, 4, 6, and 8 for 
JONSWAP type incident waves (fp=0.4 Hz), for non- 
breaking and plunging breakers, are normalized and 
plotted together. The normalization is such that the 
total area under the spectrum for every case is 
unity. Figure 2 shows these comparisons. Obviously, 
the spatial evolution of the spectral shape follows 
almost identically the same trend regardless of the 
occurrence of wave breaking. The same was observed in 
the case of narrow-banded incident waves with the 
same peak frequency (not shown here). 

0.0 o.. 1.2  1.6 2.0 

requency(Hz) 

0.8 1.2 1.6 2.0 

Frequency (Hz) 

0.0 0.4 0.8 1.2 1.6 2.0 2.4 2.8 

Frequency (Hz) 

0.0 0.4 0.8 1.2 1.6 2.0 2.4 2.. 
Frequency (Hz) 

Figure 2. Normalized spectra at different 
stations; —: Non-breaking waves; +++: Plunging 
breakers. Incident waves: Jonswap-spectrum with 
fp=0.4 Hz. 
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The measurements with the short waves (fp=1.0 Hz) 
revealed little spectral shape evolution over the 
obstacle. See Figure 3. The shape of the input 
spectrum in every case remained nearly intact over 
the entire region and only a relatively small amount 
of high frequency energy was generated. For this 
reason we shall not pursue this case any further. 

1.0 1.5 2.0 
Frequency (Hz) 

1.0 1.5 2.0 
Frequency (Hz) 

0.5        1.0        1.5        2.0 
Frequency (Hz) 

0.5        1.0        1.5        2.0        2.5 
Frequency (Hz) 

Figure 3. Normalized spectra at different 
stations; —: Non-breaking waves; +++: Plunging 
breakers. Incident waves: Jonswap-spectrum with 
fp=1.0 Hz. 

4. Numerical modeling 

4.1 Nonbreaking waves 

A Boussinesq type model with improved dispersion 
characteristics was chosen as the wave propagation 
model. We used it in the following form: 
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ut + uux+gtx = ±h2
Uxxt+hhxuxt+bh2 (ut+sCx). 

Ct+[(ii+C)u]x=o 

where £ denotes the surface displacement and u the 
vertically averaged horizontal velocity. For b=0 the 
momentum equation reduces to its standard form as it 
was derived by Peregrine (1967) for mildly sloping 
bottoms. For b=l/15 a major improvement for the 
dispersion characteristics is achieved. This 
extension to the original Boussinesq equations was 
first suggested by Witting (1984) and further 
elaborated by Madsen et al. (1991). A model with good 
dispersion characteristics is essential in this study 
because of the decomposition of the wavefield behind 
the submerged obstacle into free high frequency 
components which may be regarded as relatively deep 
water waves. 

In the numerical treatment of the governing 
equations, we basically followed the guidelines given 
in Peregrine (1967), except for some minor but 
crucial adjustments. 

In Figure 4, the left column gives measured and 
computed free surface elevations for nonbreaking but 
significantly nonlinear random waves at selected 
stations. The right column shows the comparisons for 
the measured and computed spectra at the same 
stations. The agreement is remarkable and justifies 
our choice of the governing equations. 

4.2 Breaking waves 

The observation that in our experiments the evolution 
of the spectral shape is not significantly affected 
by wave breaking suggests the possibility of using a 
(non-spectral) model for the dissipation of total 
wave energy by breaking (e.g., Battjes and Janssen, 
1978), in conjunction with a conservative (potential- 
flow) model incorporating nonlinear wave-wave 
interactions. 

Results of a fully integrated model of the kind 
indicated here are not yet available. Nevertheless, 
to indicate the potential feasibility of this 
approach we show results for the plunging breaker 
case (JONSWAP spectrum, fp = 0.4 Hz) for which the 
initial surface elevations are reduced (in the 
calculations) with a factor 1.5 so as to ensure 
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Figure 4. Comparisons of measured (—) and 
computed (+++) surface elevations (Left) and 
spectra (Right) at different stations. Incident 
waves: Jonswap-spectrum with fp=0.5 Hz; No 
breaking. 
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non-diverging calculations, as in the case of the 
steep but non-breaking waves simulated at full 
strength. The idea behind this is that the strength 
of the nonlinearities in post-breaking waves is 
expected to be comparable to that in non-breaking 
waves of similar height. 

Figure 5 compares the evolutions of the measured 
spectral shape for plunging breakers with those of 
the computations carried out with the down-scaled 
amplitudes. All the spectra shown have been 
normalized, as in Figure 2, so that their integral is 
unity. (Minor differences between the measured 
spectra in the two figures are due to the fact that 
the spectra in Figure 5 were calculated from a partly 
different set of time series, and with a coarser 
frequency resolution, than those shown in Figure 2.) 
It can be seen in Figure 5 that the spectrum, 
computed on the basis of an artificially reduced 
initial wave height, evolves in a similar manner as 
the observed spectrum does for the breaking waves. 

o.o 0.8 1.2  1 .6 2.0 

Frequency (Hz) 

0.8 1.2 1.6 2.0 

Frequency(Hz) 

0.8 1.2 1.6 2.0 2.4 

Frequency (Hz) 

Figure 5. Comparison of measured (—) normalized 
spectra for plunging waves and normalized spectra 
computed with reduced initial values of surface 
elevations (+++). Incident waves: Jonswap-spectrum 
with fp=0.4 Hz. 
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This is taken as an indication that it is worthwhile 
to develop the combined modeling approach sketched 
above. 

5. Conclusions 

Energy spectra obtained from laboratory measurements 
are analyzed to clarify the effects of wave breaking 
on the inherently nonlinear phenomenon of high 
frequency energy generation and transfer in the 
spectra of waves traveling over submerged profiles. 
For the conditions in these experiments, it is found 
that wave breaking merely dissipates energy in 
averaged manner and does not introduce drastic 
alterations to the spectral shape. 

A practical application of this finding is the 
possibility of combining a weakly nonlinear non- 
dissipative model with a semi-empirical dissipation 
formulation for the total energy. 

Acknowledgements 

Financial support for this project was provided in 
part by the EC-MAST program within the framework of 
the WASP-project under contract number MAST-0026- 
C(MB). 

References 

Battjes, J.A. and J.P.F.M. Janssen, 1978, Energy loss 
and set-up due to breaking in random waves, Proc. 
16th ICCE, pp. 569-587. 

Beji, S. and J.A. Battjes, 1992a. An experimental 
investigation of breaking and nearly breaking waves 
traveling over a bar. To be published in Coastal 
Engineering. 

Beji, S. and J.A. Battjes, 1992b. Numerical 
simulation of nonlinear wave propagation over a bar. 
Submitted for publication. 

Bretherton, F.P., 1964. Resonant interactions between 
waves. The case of discrete oscillations. J. Fluid 
Mech., 20-3, pp. 457-479. 

Bryant, P.J., 1973. Periodic waves in shallow water, 
J. Fluid Mech., 59, pp. 625-644. 



50 COASTAL ENGINEERING 1992 

Byrne, R.J., 1969. Field occurrences of induced 
multiple gravity waves. J. Geophys. Res. 74-10, pp. 
2590-2596. 

Johnson, J.W., R.A. Fuchs and J.R. Morison, 1951. The 
damping action of of submerged breakwaters. Trans 
Amer. Geophys. Union, 32-5, pp. 704-718. 

Jolas, P., 1960. Passage de la houle sur un seuil. La 
Houille Blanche., 2, pp. 148-152. 

Madsen, P.A., R. Murray and O.R. S0rensen, 1991. A 
new form of the Boussinesg equations with improved 
linear dispersion characteristics, Coastal Eng., 15- 
4, pp. 371-388. 

Mei, C.C. and U. Unliiata, 1972. Harmonic generation 
in shallow water waves. Waves on beaches, ed. R.E. 
Meyer, Academic, New York, pp. 181-202. 

Peregrine, D.H., 1967. Long waves on a beach, J. 
Fluid Mech., 27, pp. 815-827. 

Phillips, O.M., 1960. On the dynamics of unsteady 
gravity waves of finite amplitude. Part 1: The 
elementary interactions. J. Fluid Mech., 9, pp. 193- 
217. 

Witting, J.M., 1984. A unified model for the 
evolution of nonlinear water waves, J. Comp. Phys., 
56, pp. 203-236. 

Young, I.R., 1989. Wave transformation over coral 
reefs. J. Geophys. Res., 94, pp. 9779-9789. 



CHAPTER 2 

Transformation of nonbreaking waves over a bar 

S. Beji1, T. Ohyama2, J.A. Battjes3 and K. Nadaoka4 

Abstract 

Data collected from measurements performed in waves 
propagating over a trapezoidal bar on a horizontal 
bottom are used to test a fully nonlinear numerical 
model. The experiments include both regular and random 
waves. Wave form evolutions in the shoaling region, the 
near resonant wave-wave interactions over the bar, and 
finally the decomposition behind the bar are well 
predicted. The results provide assurance for the 
reliability of the numerical model. 

1. Introduction 

Numerical modeling of evolving surface gravity waves 
based on the full nonlinear equations for irrotational 
motion was initiated by Longuet-Higgins and Cokelet 
(1976). Numerous alternative models have been presented 
since (Vinje and Brevig, 1981; Dold and Peregrine, 
1984). Surface profiles predicted by these models are 
in general quite realistic, even in the phases of 
profile steepening and turnover as in plunging breakers 
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(prior to impact). However, quantitative comparisons 
between predictions and observations are rarely given. 
The purpose of the present paper is to give such 
comparisons, for the demanding case of deformation and 
decomposition of near-breaking waves passing over a 
shallow bar. 

It is known that relatively long waves passing 
over a bar or another submerged obstacle decompose into 
shorter components. In the shoaling region the 
amplitudes of the bound harmonics are initially 
relatively small. If the wave field continues to 
propagate into a shallower region, such that the medium 
becomes non-dispersive for this particular wave field, 
then the near resonance conditions for triplet- 
interactions are satisfied (Phillips, 1960). At this 
stage, a rapid energy flow from the primary wave 
components to the higher harmonics is observed and the 
amplitudes of higher harmonic components become 
appreciable. 

The passage into deeper water results in the 
release of the bound harmonics followed by interactions 
taking place among these released wave components, 
which introduces drastic and rapid changes in wave 
forms. During this final stage, the amplitude of higher 
harmonics become comparable with, in some cases larger 
than, the primary wave amplitudes (Kojima, H. et al., 
1990; Ohyama and Nadaoka, 1991; Beji and Battjes, 
1992). Obviously, predicting the evolutions of a given 
incident wave field in such regions poses a real 
challenge; this suggests a good test case for a 
nonlinear numerical wave propagation model. 

The paper presents a brief account of a comparison 
of results of simulations with a numerical nonlinear 
model with experimental data for conditions as 
described above. For details, reference is made to 
Ohyama et al. (1992). 

2. Experiments 

The measurements reported here were carried out as a 
subset of a larger program, an account of which can be 
found in Beji and Battjes (1992). 

The experiments were performed in a wave flume of 
the Department of Civil Engineering, Delft University 
of Technology. The flume is 37.7 m long, 0.8 m wide, 
and 0.75 m high. It is equipped with a hydraulically 
driven, piston-type random-wave generator. The bottom 
profile is sketched in Figure 1. 
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Figure 1. Definition sketch of wave flume and locations 
of wave gages. 

A submerged trapezoidal bar with an upslope of 1:20 and 
a 2 m horizontal crest followed by a 1:10 downslope was 
constructed. The still water depth was 0.4 m in the 
deeper region and 0.1 m in the shallowest part above 
the horizontal section. At the end of the flume 
opposite to the wave generator, a roughened plane beach 
with a 1:25 slope served as a wave absorber. 

Measurements of the free surface displacements 
were made with parallel-wire resistance gages at 7 
different locations as shown in Figure 1. The time 
history of the wave-board displacement was recorded 
also. In each run, data were recorded simultaneously 
from 8 separate channels at a sampling frequency of 
approximately 25 Hz. 

Four different measurements were realized: two 
different spectral shapes (periodic waves with a spike 
spectrum and random waves with a JONSWAP target 
spectrum), and two different peak frequencies (0.5 Hz 
and 0.8 Hz, referred to as the "long" waves and the 
"short" waves, respectively). All the measurements 
reported here were for non-breaking waves. The 
following incident wave heights were selected for 
regular waves: 2.0 cm for 0.5 Hz, and 2.5 cm for 0.8 
Hz. Irregular waves required somewhat smaller incident 
significant wave heights to prevent occasional 
breaking. Thus, for irregular waves the following 
incident significant waves heights (Hli3) were used: 1.8 
cm for 0.5 Hz, and 2.3 cm for 0.8 Hz. 
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3. Numerical model 

Computations have been carried out with a numerical 
model developed by Ohyama and Nadaoka (1991). It is 
based on the time-dependent boundary element method for 
potential flow. The field equations outside the sponge 
layer at the downwave side (Bernoulli and Laplace) and 
the boundary conditions at the bottom and the free 
surface are standard and are not reproduced here. 

Figure 2 is an illustration of the numerical "wave 
tank", specifying the geometry and the labelling of the 
contour around the computational domain. 

^tnnffiiniiil 3^ 

W//////////////)//7^7?. 7Z 
X3 X4 

Figure 2. Computational domain. 

The original version of the model contains a non- 
reflective wave generator, which combines a vertically 
distributed wave-making source with a numerical filter. 
However, in the present calculations the same wave 
generating method (piston-type) is used as in the model 
experiments, as expressed by the following equation: 

dx 
(on Sz) , (1) 

in which <|> is the velocity potential and U is the 
horizontal velocity of the wave board. 

A numerical wave-absorption filter is located at 
the trailing end of the domain for the open boundary 
treatment. The filter is composed of a sponge layer, 
which absorbs the incoming wave energy by frictional 
damping according to the following equation: 
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in which \i is the damping factor of the sponge layer, 
of which the magnitude is distributed linearly in the 
layer, as shown in Figure 2, in order to reduce the 
wave reflection at the leading side of the layer. In 
view of the results of a previous study (Ohyama and 
Nadaoka, 1991), the width of the sponge layer is set 
nearly equal to the incident wave length (corresponding 
to the peak frequency in case of random waves), and the 
maximum value of the damping factor in the sponge 
layers, nmax, is given as Hmax(hD/g) 1/2=0.25. At the 
leeside of the sponge layer, a Sommerfeld type 
radiation condition was applied to absorb whatever wave 
energy would be left after passing through the sponge 
layer. 

Applying Green's theorem and the weighted residual 
method to the governing equations, integral equations 
can be derived; these are discretized spatially by 
using linear elements. In the discretized equations, <|> 
(on SF, Sv, S2 and S4), and dfy/dt, x\ and di\/dt (on SF) 
are invoked as unknown variables. These variables are 
rewritten by using A<|> and ATJ which are the increments 
of <J> and T| , respectively, during the time increment 
At. Linear algebraic equations to be solved for A<|> (on 
SF, Sv, S2, and S4) and AT| (on SF) are consequently 
obtained. 

In all the computations examined, the time 
increment, At, was set to 1/32 of the incident wave 
period (spectral peak period for random waves). The 
horizontal projection of the distance between the 
surface nodes, Ax, on the other hand, was varied in 
space. The values relative to the incident wave 
lengths, Ax/L, were 1/15 for the interval 0 s x s 7.6m 
and 1/40 for x > 7.6m for the 0.5-Hz waves, and were 
1/15 for 0 < x < 10.0m and 1/20 for x > 10m for the 0.8 
Hz-waves. 

The only experimental data used as input to the 
numerical model are the bottom profile, the still-water 
level, and the time history of the wave-board 
displacement (used to calculate the wave-board velocity 
U(t) in eq. 1); on the downwave side, full absorption 
has been assumed. The initial condition for each case 
was the still-water condition, i.e., <t>=Tj =0. Numerical 
results after 10 periods from the cold start are used 
for the subsequent discussion. 
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4. Comparisons of measurements and computations 

For the case of the long (f = 0.5 Hz), monochromatic 
waves, Figures 3a-3d show the comparisons of measured 
and computed wave profiles at the stations 1,3,5,7, and 
Figure 4 shows the spatial evolutions of the lowest 
three harmonics amplitudes of the surface displacement. 
The elevations have been normalized with H0, the target 
value of the incident wave height. 

0.0 1.0 

fot 
Figure 3.  Measured  (—)  and  computed  (oooj  wave 
profiles for monochromatic waves, f=0.5 Hz, at stations 
1,3,5 and 7 (a,b,c and d) 

1.0 

M 
computed  (ooo) 

2.0 

x(m) 

Figure 4.  Measured  (0:  n=l)(«:  n=2)(A:  n=3)  and 
computed (-—: n=l)( : n=2)(—: n=3) spatial evolution 
of harmonic amplitudes for monochromatic waves, f=0.5 
Hz. 
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The overall agreement is excellent, especially in the 
upslope region and over the horizontal part. In the 
downslope region, some minor differences between 
measurements and computations are observed. These 
discrepancies are attributed mainly to the fact that 
the spatial resolution may not have been sufficient in 
the downslope region because in this region waves with 
smaller wavelengths become dominant (see Figure 4) and 
consequently the initially adopted resolution becomes 
relatively coarse. 

Figures 5a-5d and Figure 6 show similar 
comparisons for the short monochromatic waves. The wave 
form in this case (short waves) does not evolve 
appreciably. The wave is closer to being a higher order 
Stokes type wave and does not behave as a shallow-water 
wave. Consequently, even in the shallowest region, the 
near resonant conditions for three-wave interactions 
are not satisfied and the growth rate of higher 
harmonics remains low. 

The agreement between computations and 
observations for the short-wave case is not as good as 
that for the long waves. The reasons for this are 
believed to be as follows. First, the effect of wave 
energy dissipation is not taken into account in the 
numerical model. The error due to this is expected to 
increase with frequency, therefore should be more 
significant for the 0.8-Hz waves than it is for the 
0.5-Hz waves. A second reason is related to the spatial 
resolution of the computation. The adopted relative 
resolution for the 0.8-Hz waves is less than for the 
0.5-Hz waves, and may not have been sufficient, 
especially for the higher harmonics. 

For the random incident waves, comparisons are 
given only for the "long" waves (f = 0.5 Hz) at the 
odd-numbered stations. The results are shown in Figure 
7 (time records) and Figure 8 (spectra). (The surface 
elevations in Figure 7 have been normalized with Hp, 
the target value of H-^.) The spectral evolution is 
substantial and so is the amount of high frequency 
energy generation. 

For the shorter waves (results not shown here), a 
negligible amount of high frequency energy generation 
was observed. The spectral shape was found to remain 
nearly intact at all stations. 
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#0 

-1.0 

Figure 5. Measured (—) and computed (ooo) wave 
profiles for monochromatic waves, f=0.8 Hz, at 
stations 1,3,5,7 (a,b,c,d) 

2M 

x(m) 

Figure 6. Measured (0; n=l)(-: n=2)(A: n=3) and 
computed (•—: n=l) („„.,: n=2)(—: n=3) spatial evolution 
of harmonic amplitudes for monochromatic waves, f=0.8 
Hz. 
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60.0 

Figure 7. Measured (—) and computed ( ) surface 
elevations for random waves, f=0.5 Hz, at stations 
1,3,5,7 (a,b,c,d,) 

Although the overall evolution of the random wave 
forms and energy spectra are well predicted by the 
numerical model, detailed inspection of the time domain 
records shows significant differences in amplitude and 
phases, even in the constant-depth region between wave 
generator and slope. These are ascribed to insufficient 
resolution; the normalized mesh size Ax/L was set to 
1/15 in the initial propagation domain. This may not 
have been sufficient to reproduce the propagation of 
the higher-frequency components in the (incident) 
waves. 
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Figure 8. Measured (—) and computed ( )  energy 
density spectra of random waves, f=0.5 Hz, at stations 
1,3,5,7 (a,b,c,d) 

It may further be noticed that the observed energy 
levels are overestimated in the computations (see e.g. 
the spectra at station 5 and 7 in Figure 8);the 
differences increase with propagation distance. This 
is ascribed to viscous dissipation, which is absent in 
the computations. 

5. Conclusions 

General agreement between the measurements and the 
computations is quite satisfactory, provided the 
computations are done with sufficient resolution. For 
the long waves the numerical model performs very well, 
the discrepancies are usually small. The performance of 
the model is less for the short waves, but still 
acceptable. 

The  comparisons  presented  here  show  some 
discrepancies due the absence of dissipation in the 
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computational model, but that is not considered a 
serious shortcoming for the intended applications, i.e. 
near-field computation of strongly non-uniform and 
steep wave fields near localised topographical 
features. In such cases, the dissipation plays a minor 
role, particularly at full-scale (high Reynolds number) 
instead of the small-scale laboratory situation of the 
observations discussed here. 

Summarising, the results presented here confirm 
the reliability of the numerical model. As the cost of 
computing becomes lower, numerical models such as the 
one tested here will find wider use in engineering 
applications. 
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CHAPTER 3 

PRACTICAL COMPARATIVE PERFORMANCE SURVEY OF METHODS 
USED FOR ESTIMATING DIRECTIONAL WAVE SPECTRA 

FROM HEAVE-PITCH-ROLL DATA 

Michel BENOIT 1 

Abstract 

Twelve methods used for estimating the directional wave spectrum from heave- 
pitch-roll data are compared on realistic numerical simulations. These methods are 
based on different modelling approaches including simple and sophisticated ones : 
Fourier Series decomposition, Fit to unimodal or bimodal parametric models, 
Variational fitting technique, Maximum Likelihood Methods, Eigenvector 
Methods, Maximum Entropy Methods and Bayesian approach. The comparison is 
performed in terms of practical aspects such as estimation error, computation time, 
implementation difficulty... This study must be regarded as a preliminary step 
devoted to the choice of optimal methods for operational in situ measurements. 

1.  Introduction: 

The knowledge of directional properties of waves is of greatest interest in ocean 
and coastal engineering and the directionality of waves has appeared to have a great 
influence for offshore situations : moored vessels, oil-platforms,... as for nearshore 
problems : stability of coastal structures, harbour agitation, coastline 
morphodynamic evolution... A great effort has been devoted in the recent years to 
the determination of the directional wave spectrum. Several measurement 
techniques have been proposed for in situ or laboratory applications. They can be 
divided into several groups depending on the way they proceed : 

- the single-point systems that measure at the same location several properties 
of waves. From this type of sensors one can mention the heave-pitch-roll buoy 
(Kobune et al., 1985 ; Lygre and Krogstad, 1986 ; Mardsen and Juszko, 
1987), the two-component current meter associated with a pressure sensor 
(Briggs, 1984) and the cloverleaf buoy (Mitsuyasu et al, 1975). 

- the gauge arrays that are composed of several sensors set up at various 
locations. The sensors may be either identical or of various types including for 
instance current meters and pressure sensors (Hashimoto et al., 1987) 

- the remote-sensing systems including active microwave radars (Jackson et al., 
1985), aerial stereo-photography techniques... 
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Among these systems the heave-pitch-roll buoy is probably the most widely 
employed for operational use because it is a compact single-point measurement 
system of moderate cost and easy keeping. In the meantime the sampling of wave 
statistics is limited to three properties : the sea-surface elevation (heave) and two 
orthogonal slopes of sea-surface (pitch and roll). Starting with only three measured 
quantities the estimation of the directional wave spectrum is a difficult inverse 
problem for which no unique method can be exhibited. To take maximum 
advantage of these rather limited information, several methods based on various 
modelling approaches have then be proposed. 

The aim of this study is to compare a large number of these methods on 
numerical representative sea-state simulations. In this study we are interested in 
evaluating the ability of the methods to estimate the simulated directional spectra 
(estimation error) and studying practical aspects of their use (implementation 
problems, computing time). This preliminary work aims to exhibit practical 
recommendations for the choice of optimal methods that could then be applied in 
laboratory or in the field. 

2.  Problem formulation 

The directional wave spectrum S(f,9) is a function of wave frequency f and 
direction of propagation 0. The following classical decomposition is used : 

S(f,0) = E(f).D(f,0) (l) 
in which E(f) is the one-sided frequency spectrum that may be estimated by a 

single record of sea-surface elevation. It is related to the directional spectrum by : 
r2% 

1 E(f)= S(f,0)d8 (2) 

D(f,0) is the directional spreading function satisfying two important properties : 

D(f,0) > 0 over [ 0 , 2TT ]      and      I     D(f,0)d0 = l (3) 

Jo 
The following pseudo-integral relation may be written between the directional 

spectrum and the sea-surface elevation r|: 

T|(x,y,t) = I      j     V2.S(f,0).df.d0   . cos[27tft - k.(x.cos0+y.sin9) + (p ]       (4) 

Jo   Jo 
In the present study we assume that the buoy is able to measure the sea-surface 

elavation and two orthogonal slopes on the sea-surface : 

Tl(t) = Xi(t) 

§-(t)=Tlx(t) = X2(t) (5) 

|j-(t)=Tly(t) = X3(t) 
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By applying spectral analysis procedures it is possible to compute the cross- 
spectra Gjj(f) between each couple (Xj, Xj) of the three measured properties : 

RijWe-^ftdt    withRij(T)=    Hm    U   Xi(t).Xj(t-M) dt    (6) 
T->°°  L]Q 

The cross-spectra or spectral cross-correlation coefficients are in the general 
case complex quantities which are often written in the following form : 

Gij(f) = Cij(f) - i.Qij(f) (7) 

Qj(f) is called "coincident spectral density function" or "co-spectrum" and 
Qij(f) is called "quadrature spectral density function" or "quad-spectrum". 

By using (4) and the linear relationship between the elevation and the slopes of 
sea-surface it may be shown that the cross-correlation coefficients for the heave- 
pitch-roll buoy take the following expressions : 

r27t 

Cii© = S(f,9) d9 = E(f) Qn(f) = 0 

(8) 

(-271 

C22(f) = E(f).k2       D(f,e).cos2(8) (16 Q22(f) = o 
Jo 

C33(f) = E(f).k2       D(f,9).sin2(9) d9 Q33© = 0 
Jo 

tin 
C12(f) = 0 Qi2(f) = E(f).k      D(f,9).cos(9) d9 

Jo 
|-2TC 

C13(f) = 0 Ql3(f) = E(f).k      D(ft6).sin(9) d8 
Jo 

C23(f) = E(f).k2       D(f,9).cos(9).sin(9) d9       Q23(f) = 0 
Jo 

From the twelve real cross-correlation coefficients only six are non equal to 
zero. Furthermore Cn(f) does not carry any information about the directional 
distribution and Cn(f), £22(1), C33(f) are tied by the following relation : 

C22(f) + C33(f) = k2.Cn(f) (9) 
that we can use for the calculation of the wave number expression : 

k=JC22(t) + C33(f)~ 
V        C„(f) (10) 

As established so far it is possible to compute by spectral analysis only five 
independent coefficients at each frequency from which one is devoted to the 
estimation of the frequency spectrum E(f) and the four others may be used for the 
computation of the directional spreading function D(f,0) at this frequency. The 
problem of directional spectrum estimation is then to determine a continuous 
function over [0 , 2%\ satisfying (3) with only four independent integral properties 
from (8). It is clear that finding a solution to this difficult inverse problem can not 
be proceeded in an unique way because of the too feeble number of constraints. 
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3.  Review of methods used for estimating the spreading function 
Among the theoretical modelling approaches proposed in the literature to solve 

the above exposed problem, twelve operational methods have been selected and 
implemented in the software PRD-WAS 1.0 (Pitch and Roll Data - Wave Analysis 
Software) developed at LNH (Benoit, 1991). Only a short description of the 
theoretical background of each method is reported below. Further information may 
be found in the mentioned references. 

.!.•...Tr.unc.a.t.ed..F.Quri.er..Series..(.IPS)..; the directional spreading function is 
expressed as a truncated series whose first four coefficients are easily computed 
from the spectral cross-correlation coefficients : 
D(f,8) = J- (i- + ai(f).cos 0 + bi(f).sin 9 + a2(f).cos 20 + b2(f).sin 20 ) (11) 

jc   2 

2,..Weighte^.truncaled.F^urier..Serigs .(WFS)..: Following Longuet-Higgins et al.. 
(1963) a weighting function is used to avoid negative values of the former method : 
D(f,8) = J- (1 + 2.(ai(f).cos 9 + bi(f).sin 9 ) + i(a2(f).cos 29 + b2(f).sin 29))    (12) 

II   2    3 6 
3...Fit.tQ.nnimpdal.Gaus.sian Model..(IMF)..; A unimodal parametric model of 

gaussian type (Borgman, 1969) is used whose two unknown parameters a et o are 
computed from the first two Fourier coefficients of the spreading function : 

i   J.W1 
D(f,0) = —i—expJ-L-^i- (13) 

V2¥o       \   2o2 / 
.4.-..Fi.t..tQ..BimQdaL.M.it.s.ijy.a5H..M.O.d.e.l...(2MF.)..; A bimodal parametric model 

obtained from linear combination of two unimodal Mitsuyasu-type models is used: 

D(f,6) = —^- cos2s' (~^) + -i^- cosM^2-) (W) 
A(si) 2 A(s2) 2 

Its five unknown parameters are calculated from the spectral cross-correlation 
coefficients by using a method based on the least-square method (Benoit, 1991). 

5,. .Vari.a.tiQ.n.al. .Fitting.^ and 
Hasselmann (1979) developed this method by which an initial simple estimate is 
iteratively modified to minimize a "nastiness" function that takes into account the 
various conditions on the spreading function. 

6....Maximum..ykeli.hood.M.ethod...(MLM.)..; By this method the spreading 
function is regarded as a linear combination of the cross-spectra : 

3    3 

D(f,9) = £ £ w*(9).wm(9).Gij(f) (15) 
i=i j=i 

The weighting coefficients wn are calculated with the condition of unity gain of the 
estimator in the absence of noise (Oltman-Shay and Guza, 1984). 

7..Iteratiye.Maximum.LikeH^ The estimator obtained by 
the former method is not consistent with the data cross-spectra. It is also iteratively 
modified to let its spectral cross-correlation coefficients become closer to the ones 
obtained from the data (Oltman-Shay and Guza, 1984). 

8....Eigenvector.^Method..(EYM)..; Mardsen and Juszko (1987) proposed a 
refinement of the MLM in which the data are partitioned into signal and noise 
through the calculation of the eigenvalues of the spectral cross-correlation matrix. 

.9..Iterat.iye.EigenVec.tor.Method..(IEVM)..: the same iterative improvement as 
proposed for trie MLM is applied to the Eigenvector Method. 
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lD....Maximum.EntrQp.y.MethQd..T..Y.eisio.n..l..(ME.Ml)..; Lygre and Krogstadt 
(1986) proposed to find an estimate of the spreading function by maximizing : 

In (D(f,0)) d6 (16) 

under the constraints given by the spectral cross-correlation coefficients. 

l.L.Maximum Entrppy.Method.- Version 2.(.ME.M2)..: The same approach may 
be considered by using Shannon's definition for entropy (Nwogu et al., 1987): 

/•2JC 

% = -{     D(f,G).ln (D(f,0))d9 (17) -[ 
With the former version the expression of the directional estimate is easily obtained, 
but with the latter a non-linear system of equations has to be solved. 

12,. Baye^ian Directional.Method.(BDM)..: With this statistical technique used 
for regression analysis (Hashimoto et al., 1987), no a priori assumption is made 
about the spreading function which is considered as a piecewise-constant function 
over [0 , 2K]. The unknown values of D(f,0) on each of the K segments dividing 
[0 , 2TC] are obtained by considering the constraints of the spectral cross-correlation 
coefficients and an additional condition on the smoothness of D(f,6). 

4.  Description of the performed tests 
Numerical sea-state simulations are performed by following the single direction 

per frequency method (Miles, 1989) based on a discretization of (4): 
N 

T| (x,y,t) =   X   An cos (2n.fn.t - kn(x.cos 9n + y.sin 9„) + (pn) (18) 
n=l 

with: An = V2T(fn7en) Af„ A9n 

cpn  =  2rcU[0,l]    (random phase) 

f„ = (n - 1) Af with Af = & = 1 

(19) 

0n are of the form k.A9, but randomly distributed over [0 , 2ft] 
The frequency spectrum E(f) is a classical JONSWAP spectrum with a significant 

wave height of 4 m, a peak frequency of 0.1 Hz and a peak-factor y = 3.3. 
The directional spreading function is of the form : 

npi,ai,P2,a2,\(e) = ^.npi,ai(e) + (i-unp2)a2(e) with o < x < 1    (20) 

with :   nPitt(9) = -J— cos2P(9-a)       if 9 e   a-S-; a+: 
(21) A(p) L    2 2 

np,a(6) = 0 if 9 e ja-Tt; a-|] u[a+|; a+n] 

A(p) is a normalizing constant to ensure the properties (3). 
A Gaussian real white noise is added to the simulated time series. Its spectral 

density is constant from zero to the Nyquist frequency fc. The noise level is 
expressed in terms of a percentage of the RMS (root mean square) amplitude of sea- 
surface elevation as proposed by Nwogu et al. (1987). 
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The simulated time series have a time step of 0.5 s and a duration of 4096 s 
(8192 points per signal). This represents a record of around 410 waves with 20 
points per wave (at peak frequency). 

The spectral estimator is based on the technique of the averaged periodogram on 
the whole simulated sequence partitioned in segments of 1024 points. An 
overlapping of 25% between adjacent segments is used and a parabolic data 
window is applied to the common part of two adjacent segments. The resulting 
frequency resolution is 0.002 Hz. 

Three test cases are performed with the following characteristics for the 
directional spreading function : 

- case 1 : Unimodal Broad Spreading Function (X=l I pi=l I ai=120°) 

- case 2 : Unimodal Thin Spreading Function (\=1 I pi=10 I oci=70°) 

- case 3 : Bimodal Spreading Function (A,=0.5 I pi=2 I ai=130° I p2=6 I OC2=240°) 

The first case rather represents a wind-sea with a large spread around a main 
direction of propagation. In the second case the spread around the main direction of 
propagation is much lower indicating a rather "old" swell. In the third case we have 
a crossed-sea with two main directions of propagation. The three directional 
spreading functions are presented on figure 1. 

case ) : Unimodal Broad Spreading Functii 

case 2 : Unimodal Thin Spreading Functio 

135 180 225 270 3' 
DIRECTION  (DEC) 

Figure I : The three Directional Spreading Functions 

To perform the comparison of the methods five criterion are taken into account: 
a) the error of the estimate D(6) produced by the method versus the simulated 

spreading function D(9). This error is measured by the Weighted Average Percent 
Error (WAPE) as proposed by Oltman-Shay and Guza (1984): 

£|D(e)-D(6)| 
e WAPE = - •xlOO 

5>(6) 
e 

b) the sensitivity to the shape of the spreading function 
c) the computation time measured on an IBM 3090 Computer 
d) the noise sensitivity 
e) the difficulty of implementation 

(22) 
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5.  Presentation and discussion of the results 
The spreading functions estimated at peak frequency by the various methods on 

the three cases with a noise level of 20% are reported on figures 2, 3 and 4 
respectively. On these figures the target function is represented by a dashed line and 
the spreading functions estimated at both the frequency surrounding the theoretical 
peak frequency are represented by continuous lines with different marker symbols. 
The WAPE and CPU Time are also reported on the same figures. An overview for 
the comparison of the various methods on the three cases is presented on figure 5 
where performance is visualized by points representing WAPE versus CPU Time. 

Because on the great volume of results to be presented in such a comparative 
study only nine methods appear on these figures. Both the Fourier Series methods 
(TFS and WFS) are not reported because it is now well known that they do not give 
good results although they are fast and easy to implement. The former often 
produces negative values which are not acceptable for a spreading function. For the 
latter the suppression of negative values by a weighting function results in an 
important smoothing of the curve and strongly under-estimates the peaks of the 
spreading function. The Iterative Eigenvector Method IEVM is not reported because 
it has sometimes failed to converge during these tests (in particular on case 2) and 
produced spurious peaks. 

The IMF method (Fit to Unimodal Gaussian Model) is the fastest one and 
produces good results on the two first cases where the target spreading function is 
unimodal, but as execpted do not give a reliable estimate on case 3. 

The extension of this approach to Bimodal Model Fitting (2MF) is very 
satisfactory on the three cases, more especially as one has to keep in mind that it is 
tried to determine five model parameters from only four data coefficients. Even if 
more validation cases are needed for this method currently developed at LNH, the 
results on these three cases are very promising. Furthermore the computing time 
may be considered as very short. 

The Variational Fitting Technique of Long and Hasselmann gives good results 
on the unimodal cases because the initial model (based on IMF method) is already 
close to the target model, but in the third case when the iterative algorithm has to be 
activated, the computing time increases rapidly for an estimate that still produces 
50% WAPE. At this point of validation this method has not shown definite 
advantages compared to its rather long and difficult implementation. 

The Maximum Likelihood Method produces rather good estimates on all the 
cases with a very short CPU Time. As it is furthermore rather easy to implement we 
understand why it is so widely used for operationnal measurement. Its iterative 
refinement IMLM improves the estimation on case 3, but also shows a trend to split 
the peak on unimodal cases. Nevertheless it appears better than the MLM on figure 
5 even if the CPU Time is clearly higher. During these tests 10 iterations were 
performed but further tests are required to optimize this value. 

The Eingenvector Method does not reveal here a particular interest: the method 
is fast but on these cases the estimates are not very accurate. This method should be 
probably more interesting on cases where the noise level is much higher. 

The first version of the Maximum Entropy Method (MEM1) is easy to 
implement and needs very little CPU time, but the estimate is not reliable and split 
the peak on unimodal cases. On case 3 the directional spreads are under-estimated. 

The MEM version 2 (MEM2) is clearly superior and gives very good estimates 
on the three cases. On the other hand the CPU time is high and the implementation 
of this method is not simple. 
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f SIMULATED   DIRECTIONAL   SPECTRUM 
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Figure 7 :     COMPARISON   OF   DIRECTIONAL   SPECTRUM   SHAPES   ON 
THE   THIRD   NUMERICAL   SEA-STATE   SIMULATION 
(Bimodal Spreading Function)    - Noise level : 20% 
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The Bayesian Direction Method also produces good estimates on these cases 
although there are very few information on input. This is also an extreme 
application of this sophisticated method and the resulting CPU Time is very high. 
Following its authors we can not affirm this method will always produce reliable 
estimates for so little amount of data. 

From the analysis of figure 5 four methods giving less than 25% WAPE on the 
three cases may be identified : 2MF, IMLM, MEM2 and BDM (ordered following 
increasing CPU Time). These methods are rather stable in the sense that the CPU 
Time is rather constant and the WAPE do not vary in a great manner from a case to 
an other. Meanwhile the CPU Time is changing in a ratio of around 10 from a 
method to the following one. 

The effect of noise is 
sensitive as soon as we try to 
compute the spreading function 
too far from the peak frequency. 
As example the variation of 
directional spread with noise 
level is reported on figure 6. 
Following Nwogu et al. (1987) 
who obtained the same 
conclusions about noise effect 
study, we would advise not to 
compute the spreading function 
out of the range [0.75 fp, 1.5 fp]. 

Figure S : Effect of Noise Level on Directional Width 
(Case 2 : Unimodal Thin Spreading Function) 

Figure 7 shows 3D-plots of the directional spectra estimated by seven of these 
methods on case 3. The most accurate estimates are clearly given by the above 
identified four methods : 2MF, IMLM, MEM2 and BDM. The MLM spectrum may 
be regarded as acceptable. The LHM and EVM spectra are of relative poor quality. 

6.  Conclusion 
As major conclusions the following points have to be highlightened : 

- the determination of the spreading function from heave-pitch-roll data is a 
critical problem that should be undertaken only around peak frequencies while 
on the other hand representative parameters such as main direction, directional 
spread, etc... may be computed over a much larger frequency range. 

- Simple methods as Fourier Series Decomposition (TFS, WFS) or Unimodal 
Fitting (IMF) are not recommended because their estimates are of poor quality. 

- the Maximum Likelihood Method (MLM) may be advised because it is fast and 
rather easy to implement. Its iterative refinment (IMLM) clearly improves the 
method and appears as an acceptable compromise between error and CPU Time. 

- the Maximum Entropy Version version 2 (MEM2) seems to give the most 
reliable estimate but its computing time is rather high. 

- the Bimodal Fitting (2MF) in its form developed at LNH seems very promising 
but has to be validated on more simulations. 

- Sophisticated refinements as Variational Model Fitting (LHM) or Bayesian 
Directional Method (BDM) are not interesting for the case of the buoy where 
only few information are available. 
Of course these preliminary conclusions have then to be confirmed or altered by 

applying the methods to laboratory or field data. Nevertheless guidelines for the 
choice of a priori   optimal methods may be extracted from this study. 
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CHAPTER 4 

The modelling of short waves in shallow waters. 
Comparison of numerical models based 

on Boussinesq and Serre equations. 

M. Brocchinii, M. Drago ' and L. Iovenitti T 

Abstract 

Two different flow models of the surf zone wave-current dy- 
namics based on Boussinesq and Serre equations have been imple- 
mented and tested. Good results were obtained while testing the 
models against many diffent wave and current data sets. A pre- 
liminary calibration was tried but further activities are required 
to define the proper parameters. 

Introduction 

The research in coastal hydrodynamics recently focused its 
attention on the mathematical and numerical modelling of the 
water flows in that region where wave breaking takes place. 

This was to fill the gap that shallow water wave theories 
suffered up to now: they could no longer predict wave-currents 
characteristics while approaching the surf zone. This was a very 
serious limit to the application of predictive models to coastal 
engineering and to environmental problems. 

The latest trend in the modelling of such phenomena is to 
develop flow models that work at space-time scales much smaller 
than the wave length and period. Those models are based on the 
solution of the equations derived from the continuity and approx- 
imated Navier-Stokes equations. Of particular interest are the 
Boussinesq equations, the Su-Gardner equations and a particular 
approximation called the Serre equations. The presence of turbu- 
lence and energy dissipation in the breaking region is introduced 
by the concept of the 'surface roller'. 

t Snamprogetti S.p.A. - Offshore Division 
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The roller is the upper turbulent region of the wave. The 
main hypothesis is that the water mass of the roller does not 
take part in the wave motion, but only contributes to the internal 
pressure field. Its main action is, then, to extract energy from the 
wave motion acting on it, as a first approximation, through an 
hydrostatic pressure contribution in the momentum equations. 

The Boussinesq equations 

In the following an irrotational (the velocity is the derivative 
of a potential </>), inviscid fluid with constant density p is consid- 
ered. The water depth is h and the surface waves are characterized 
by an amplitude A and a wave number k. For shallow waters (the 
depth to wavelength ratio is smaller than one), considering weakly 
non linear and moderate long waves the Boussinesq approximation 
is valid: 

0(e) = 0(/?) < 1, 

where /J, = kh and e = A/h. In the following the unidimensional 
equation including terms in the order of 0(e) and 0(/J,

2
) is con- 

sidered: 
m + i(h + rj)u]x = 0, (1) 

_        h     _ h2 _ 
ut + uux + grjx = -[(hu)xxt) - -r(uxxt), (2) 

where 

n=h^  I V<M" (3) 

-h 

is the horizontal depth-averaged velocity and where the subscripts 
represent partial derivatives. The velocity vertical profile is re- 
lated to the mean velocity through a parabolic equation depending 
on the vertical coordinate z: 

h h2_ _ z2_ 
u(z) = u- ~(hu)xx + —uxx - z(hu)xx - —uxx. (4) 

These equations have a dispersive behaviour as the phase velocity 
depends on the wave number k: 

(7,2 ,2 \ 1/2 

2-^fj (5) 
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This depedance has been introduced by the 0(/i2) term. It may 
be noticed that the same term causes the pressure field not to be 
hydrostatic: 

P = pg(ri- z) + ^(z2 + 2zh) V -ut. (6) 

The Serre equations 

Using the same procedure of Su and Gardner (1969), expand- 
ing the Navier-Stokes equations up to the order 0{ejj?) and con- 
sidering a slowly varying water depth (the horizontal derivatives 
of the water depth are neglected at the higher order) the Serre 
approximation is obtained for O(e) = 1, and 0(fi2) < 1: 

Vt + Kh + V)u]x = 0, (7) 

—       ,L-        h2- ut + gr]x + uux ~ hhxuxt + —uxxt + 

2 h2     _ 
+hrjxuxt + -hrjuxxt + — [uuxx - (ux)2]x . (8) 

The presence of higher order approximation makes the solution 
(solitary or cnoidal solutions for example) to be less peaked with 
respect to the Boussinesq's one (see fig.l) 
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Fig.l - Solitary solution for Boussinesq and Su-Gardner equations 
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The 'Surface Roller' 

The description of the breaking process based on the concept 
of the 'surface roller' was developed by Deigaard (1989). The 
roller is considered to be that portion of water mixed with air 
that is formed on the front region of the wave after breaking. The 
main assumption is that both vertical and horizontal acceleration 
within the roller are negligible as compared to its other effects on 
the water beneath. This also means that the pressure field within 
the roller may be considered hydrostatic. The roller follows the 
wave crest at a celerity C = y/gh. On these bases the roller 
may be considered as a solid body that does not take part in the 
water motion within the wave but only extracts energy from it. 
This sort of description fits well the spilling breaking process as 
the overturning of the wave crest and the air-entrainment play a 
minor role. On the other hand the roller doesn't provide a good 
representation of a plunging breaker: the overturning of the wave 
crest generates a too strong jetting within the whole wave to be 
neglected. Being 6 the roller elevation above the wave crest and r\ 
the wave elevation, the shear stress TS present at the wave crest- 
roller interface (Deigaard and Fredsoe (1989)) is: 

rsdx = -pgS (6X + rjx) dx. (9) 

It may be deduced that the energy dissipated through a shear 
stress term in the wave-roller interface is provided by the whole 
water columns. Considering the spatial derivative Px of the Bous- 
sinesq pressure vertical profile and neglecting terms in the order 
ofO(e//2): 

ft = e (,, + «,) + «,' (zA..* + 2^A, + ±* - «*) .   (10) 

This gradient is averaged over the depth giving: 

__ eg h h2 

Px = € (rjx + 5X) + (rjx +6X) -€/J?- (hu)xxt + e/j,2—uxxt. 

(n) 
It may be noticed that the Boussinesq equations are obtained 
neglecting the terms proportional to 6 and 6X.  The dimensional 
terms due to the roller alone are: 

Px = -pg 
c fi IC 

h + rj 
(12) 
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In the following numerical application this quantity will be mul- 
tiplied by a factor K that globally accounts for other energy dis- 
sipating phenomena and is calibrated as one of the three 'driving 
parameters' used in the models. Finally, including the presence of 
the roller in the mass balance the continuity equation becomes 

(Vx+Sx) + [(h + r1)u + 6Cx}x = 0, (13) 

where Cx is the x-component of the wave celerity. 

The Roller detection and growth 

More consideration is given to correctly represent the surface 
roller growth from the breaking point toward the shore. Raichlen 
and Papanicolau (1988) pointed out that the bubble mass on the 
front face of the wave grows from zero, reaches a maximum and 
then decreases. Moreover the maximum size of the roller is reached 
at different distances X/hbr after breaking in dependence on the 
seabed slope and the breaker type (spilling or plunging). This 
relative distance ranges between one and ten. In the present model 
the growth of the roller is governed by the empirical relationship: 

8'{x) = 6{x) 
tanh (X/hbr) + tanh(/3) 

1 + tanh(/3) 
(14) 

where X = distance from the breaking point, h)>r = breaking point 
water depth, /3 = calibration parameter. 

The numerical model 

Generally speaking, along the curve C bounding a certain 
domain D both open and closed boundary conditions may be en- 
countered. The latter covers all those situations ranging from 
total reflection to complete absorption. At the open boundaries 
radiation conditions are applied. They are schematized according 
to the following relationship: 

fm-Cr) = -2Cmf(a), (15) 

<h + V) = fnU (16) 

where 
fni= outgoing normal flux 

rj= actual sea surface elevation 
r)i= elevation of the incident wave 



MODELLING SHORT WAVES 81 

C= wave celerity 
a= the angle between the incident 

wave and the boundaries 

The wave celerity C is calculated by the appropriate theory: 
second order cnoidal wave theory. On the other hand the linear 
theory for shallow waters is applied to determine the celerity for 
irregular waves. The function f(a) was firstly evaluated as f{a) = 
1 + sin a. A numerical analysis carried out with unidimensional 
and bidimensional models snowed that the validity of the above 
relationship is limited to angles a close to 90°. The function 
f(a) is now considered a calibration parameter of the model, and 
is empirically evaluated depending on the value of a. For closed 
boundaries two different schematizations are used. Total or partial 
reflection is schematized by the relationship 

fn2 - C{\ - 7)»7 = 0, (17) 

u(h + ?]) = fn2, 

where 
fn2= incident normal flux 

7= reflection coefficient (< 1; 1 for total reflection). 

In this case, too, the wave celerity C is calculated by the 
appropriate theory: cnoidal for monochromatic waves and linear 
for irregular waves. Complete absorption is schematized accord- 
ing to a 'sponge layer' approach (Larsen and Dancy, 1983). The 
'sponge layer' is simulated by an extension of the model behind 
the absorbing boundary. In this extension, after each integration 
time step, the surface elevations and the fluxes are divided by a 
dumping factor fi(x) which is a function of the distance x from 
the boundary: 

fji(x) = exp [(2-(*.-*)/A* _ 2-*-/A') ln(a)l , (18) 

where As is the size of the grid mesh and a is a constant that 
depends on the number of the grid lines in the 'sponge layer'. 
As for the behaviour of the roller at the boundaries, it is as- 
sumed that there are no incoming rollers from the open bound- 
aries and that they are completely absorbed at the closed bound- 
aries. The basic equations are numerically integrated by a semi- 
implicit multistep finite difference technique (Brocchini,Cherubini 
and Iovenitti,(1991)). 
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The variables are defined on a space-staggered square or rect- 
angular grid. The integration too is staggered in time as the ele- 
vations and fluxes are evaluated at half time steps (2n + 1) At/2. 
From the continuity equation (explicit scheme) the water eleva- 
tion r/ is calculated, then from the water surface profile a test on 
the local slope defines the location and thickness of the surface 
roller. The fluxes are evaluated through the momentum equation 
(roller contribution included) by a semi-implicit technique made 
of three different calculation steps. 

Test cases and preliminary calibration 

The model has been widely applied to many data sets made 
available from different European Institutes (Broechini,Drago and 
Iovenitti (1992),Drago (1992)). The data sets are relative to wave 
elevation (Liberatore and Petti (1988), Schaffer (1991),Dette and 
Oelerich (1991)) and velocity (Quinn et al. (1991)) flume mea- 
surements. The waves used in the tests are both monochromatic 
and irregular; wave breaking occurs over different bottom profiles 
(sloping or barred). In table 1 a scheme on the analyzed data sets 
within the validation activities is reported: 

Institute       Profile Type/(Number of tests)    jf- 

Padua Un. Slope 1/30 Irregular (4) 0.0310-0.0380 
D.H.I. Barred Regular (3) 0.0212-0.0522 
Hannover Un. Slope 1/20 Irregular (4) 0.0316 
Edinburgh Un. Slope 1/30 Regular (2) 0.0220-0.0330 

Tab. 1 - Validation data sets. 

Table 2 summarizes the percent error (Hexp — Hcomp)/Hexp from 
outside the breaking region to the shore for both Boussinesq and 
Serre equations. 

•§- Bouss. Serre 
L>b 

1.5 +5 +8 
1.0 +7 +11 
0.6 -15 -8 

Tab. 2 - Average percent (%) error on wave height. 
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Fig.2 - Wave elevations comparison. 
(Data shifted for better comprehension). 

Figure 2 shows an example of computed and measured wave 
elevation comparison (inside the surf zone) while figures 3 and 4 
represent, respectively, a typical comparison of the wave spectra 
and of the decay pattern for the wave height over a barred profile. 
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Fig.4 - Wave height decay pattern. 

Comparison on velocity data has been worked out both on 
mean velocity spatial series and on vertical profiles. In fig.5 a 
typical pattern for mean velocity is shown. 
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*cornp)I 'eip   E>e Table 3 sums up the percent error (Vexp 

tween experimental and computed velocity profile for two different 
wave phases and for both Boussinesq and Serre model. 
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Dist. from Crest Trough 
bottom(cm) Bouss. Serre Bouss.              Serre 

4.0 -15 -2 -20                    -13 
6.0 -14 -1 -10                   -3 
8.0 -9 +3 -5                     -5 
10.0 -13 -2 +40                 +50 
12.0 -8 +3 
14.0 -5 +6 

Tab. 3 - Percent error on velocity profiles. 

It may be seen that for the maximum phase the Serre model 
oscillates around the experimental pattern with errors of about 
5% while the Boussinesq model gives an almost constant over- 
estimation of the velocity of about 10%. Within the calibra- 
tion activity typical relationships between wave-seabed character- 
istics and model breaking parameters (an,r,K,/3) were looked for. 
Thirteen monochromatic wave decay patterns were modelled and 
compared against the experimental data (Liberatore and Petti 
(1991)). The experimental waves were characterized by a deep 
water wave steepness ranging from 0.03 to 0.07 and broke over 
a submerged bar while eight wave gauges recorded the free wa- 
ter surface from the breaking point to the shoreline. Moreover 
video camera recordings all along the flume were taken to better 
evaluate the roller area and the breaking point location. 
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The adopted methodology was to minimize both the differen- 
cies between the experimental and the computed wave shape and 
to reproduce the wave height decay pattern all along the flume 
within a percent error of about 15%. Once the best represen- 
tation of the wave decay pattern obtained, a first comparison of 
the results against those coming from wide data sets (Easson et 
al.(1988)) was tried (see fig.6). 
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Fig.7 - Preliminar calibration curve for at,r. 
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Fig.8 - Preliminar calibration curve for K. 

The underestimation of the H/h ratio (mainly for the Boussinesq 
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model) is related to the adopted experimental set-up where the 
gauges were spaced too far apart to exactly determine the break- 
ing point location. The preliminary calibration curves for the 
breaking slope a^r and the dissipation factor K are shown in fig- 
ures 7 and 8. The correlation factors are not so high as to suggest 
that the performed calibration is sufficiently reliable. Anyway it 
is clear that the Boussinesq model needs much higher values for 
the dissipation parameter with respect to the Serre model to ob- 
tain the same energy decay. This is due to the presence of terms 
proportional to 0(e^2) which act as a smoothing factor within the 
surf zone. 

Conclusions 

A quite good fit of the experimental wave elevation and spec- 
tra has been obtained through the model based on both Boussi- 
nesq and Serre equations. A satisfactory description of the wave 
height decay process in the surf zone was reached (errors of about 
15%). The Serre equations give a much better representation of 
the velocity field than the Boussinesq's. A preliminar calibration 
of the main parameters was tried but some uncertanties in the 
determination of the experimental breaking point force a more 
accurate evaluation on the basis of the camera recordings. 
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CHAPTER 5 

COMPUTATION OF BREAKING WAVES 
WITH A PANEL METHOD 

Jan Broeze1 

Abstract 
Some basic properties and computational results are presented of a 
solution method for potential flow problems, with nonlinear waves at 
the free surface. The results show that stable and accurate results can 
be obtained for nonlinear wave propagation problems, up to the stage 
of breaking waves, though no numerical smoothing is applied. Also 
the interaction with constructions on the bottom can be computed 
well. 
For efficient usage of the available CPU-time, a suitable condition for 
the time increments in nonlinear computations is given. 

1. Introduction 

In this paper we will consider the description of propagating and breaking waves 
with a potential model for the fluid flow. 

For the description of potential flow problems in two-dimensional and three- 
dimensional domains, we have developed an accurate panel method. One of the 
boundaries of the domain is the free surface, on which nonlinear boundary condi- 
tions are imposed for the description of the solution in time. 

For accurate descriptions of highly nonlinear wave evolution in complex 
three-dimensional regions, a model should be used that includes the behaviour of 

^elft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, The Netherlands. 
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the solution in vertical direction. This can be achieved by discretizing the whole 
fluid domain. Such an approach makes computations on extreme problems like the 
development of breaking waves possible. 

For incompressible potential flow problems, the field equation reduces to 
Laplace's equation for the potential. This is an elliptic equation, so that solving the 
problem on the boundaries of the domain is sufficient. Green's third identity 
provides a boundary integral relation for the solution on the boundary. 
Boundary element methods and panel methods are based on a discretization of 
Green's third identity in the physical domain. That is why they can be used for 
modelling the fluid flow in domains with arbitrary boundary shapes. 

Time dependence comes into the problem by the time-dependent boundary 
conditions. These give expressions for the evolution of the free surface position 
and the velocity potential in time. 

Many computations on breaking waves have been discussed in literature (see 
Peregrine, 1990). However, due to restrictions of the numerical methods, in most 
cases the chosen initial solution is not physical. For example, an exact solution of 
a periodic high wave is imposed on a geometry with a smaller depth. In such 
situations, the numerical results are useful for studying the local solution near the 
tip of the wave. However, the global solution is not valid in physical situations. 

Computations on highly nonlinear wave problems in three-dimensional 
domains are still very rare. One example can be found in the work by Xfl & Yue 
(1992). They computed the evolution of a breaking wave with a three-dimensional 
method. A breaking wave was generated by prescribing a non-physical pressure 
distribution at the surface. However, for practical applications, a method for 
computing wave evolution due to interactions with a bottom profile is more useful. 

Romate has developed a higher order panel method for the computation of 
three-dimensional potential flow problems with a free surface. As far as the results 
were presented in his thesis (see Romate, 1989), the method was very well capable 
of computing the evolution of linear wave solutions and weakly nonlinear waves. 
However, stable computations of highly nonlinear waves were not possible yet. 

On the basis of Romate's work, we have further developed the method for 
the evolution of highly nonlinear waves. By the improvements, stable results can 
be obtained for highly nonlinear wave problems up to the stage of the development 
of breaking waves. For an extensive analysis of algorithms used in the method, the 
reader is referred to Romate (1989) and Broeze (1993a, 1993b). 

In this paper we will briefly describe the method of computation. Further- 
more we will show some numerical results on three-dimensional wave propagation 
problems, including the development of a breaking wave. 
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2. Numerical solution method 

The fluid motion is modelled with a higher order panel method. This method is 
based on the assumption of a potential flow, i.e. the velocity can be derived from 
a potential 4>: 

v = V4> (1) 

Due to incompressibility, the velocity potential satisfies Laplace's equation: 

V20 = 0 W 

In our panel method, the field equation problem is solved by using a bound- 
ary integral equation formulation, where Green's third identity is applied: 

| *fe) = | [0© Gn(x,B -<£„(£) G(x,B]dS    (x on 30) (3) 

da 

For the discretization of this equation, the boundary of the domain is divided into 
a number of smooth panels, with one collocation point near the centre of each 
panel. Values in the collocation points of a number of adjacent panels are used to 
determine tangential derivatives. 
Green's identity is solved in the physical domain. Up to quadratic variations of the 
velocity potential and linear variations of its normal derivative are assumed in the 
discretization of the boundary integral equation. Also contributions due to curva- 
ture of the panels are included in the expressions for the influence coefficients. 
This provides very accurate solutions of the field equation. 

Time dependence comes into the problem by the time-dependent boundary 
conditions. 
In our Lagrangian method, at the free surface & we have the kinematic condition, 
expressing that a fluid particle remains at the free surface: 

—^ = v = V4>     at Sf (4) 

and the dynamic boundary condition, expressing zero pressure: 

^ = -SZ + i(V0)2    at 57 (5) 

where g is the gravitational acceleration, and z is the vertical coordinate. 
On the bottom Sp on fixed constructions and on symmetry boundaries, the 

no-flux condition should be satisfied: 
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4>n = 0    at Sb (6) 

where n is the outward directed normal with respect to the fluid domain. 
On a moving structure Ss, or a wave maker, the normal velocity is pre- 

scribed according to the motion velocity V of the structure: 

<j>n = V-n    at S, (V) 

In order to represent large physical domains with a small computational 
domain, we can truncate the domain with artificial boundaries Sa. Radiation 
boundary conditions, that only allow waves travelling out of the domain with 
minimal reflections, are needed on these boundaries. A simple example is 
Higdon's (1987) first order condition: 

?± = - _L_ H±     on Sa (8) 
dt cos a dn 

where n is the normal with respect to the vertical boundary, positive in outward 
direction. This condition perfectly radiates waves that travel at phase speed c and 
at an angle a with the normal n. For second order conditions (that can perfectly 
radiate waves from different directions) the reader is referred to Romate (1992) 
and Broeze & Romate (1992). 

The above described boundary conditions provide values for the time deriva- 
tives of the potential and the positions of the collocation points as a function of 
spatial derivatives of the potential and the vertical coordinate. 

Various methods can be used for integrating the problem in time. We have 
considered the classical fourth order Runge-Kutta method, a third order Taylor 
method and a 2-stage 2-derivative Runge-Kutta method (that uses first and second 
order time derivatives on the original and one intermediate time level). We have 
concluded that the latter method is most favourable for our problem, because it 
provides accurate results in relatively short CPU times. 

An adaptive grid evolution technique was used to obtain desirable grid 
distributions in time. This is especially important in 3-D computations, where a 
strongly deformed grid on the lateral boundaries may have negative influences on 
the accuracy of the solution. 

Our method is very suitable for computations of the interaction of highly 
nonlinear waves with constructions, because there are no restrictions on the shape 
of the boundaries of the domain. Another favourable property is the stability of the 
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method, so that no artificial dissipation or smoothing terms need to be added 
(which may have a large influence on the solution during breaking). 

Time-step restrictions 
One important aspect that we want to discuss here is the chosen time increment in 
the numerical computations. 

We found that stability restriction based on linear theory (see e.g. 
Dommermuth et al., 1988) are not suitable in computations on highly nonlinear 
wave propagation problems. 
Another frequently applied condition is that the highest order terms in the Taylor 
time integration method should be below a given value (see e.g. Nakayama, 1990). 
Such condition is rather arbitrary, and lacks a theoretical basis. 

We have derived a more appropriate condition for the full nonlinear prob- 
lem. 
From a perturbation analysis of the solution around the nonlinear solution, the 
following evolution equations for small disturbances (e,f) in the potential 0 and 
elevation ij can be derived: 

_d 
dr 

(9) -i<M     -g 

\k\ cosy    0 

where s represents a tangential coordinate to the surface, k is the wave number of 
the disturbance and y is the local angle of inclination of the free surface. 
For stability of the numerical method for nonlinear problems, the eigenvalues of 
the matrix in eq.(9) should be in the stability region of the domain: 

i ( - <j>sk ±^skf^Ag\k\ cosy  ) At € Rmb        V* G [0, TT/AX]       (10) 

This is a straightforward condition for the time increment. From numerical test 
computations we found that it is very appropriate: satisfying this condition pro- 
vides a stable evolution of the solution, whereas instabilities occur if it is violated. 
For an extensive description of the derivation of condition (10), the reader is 
referred to Broeze (1993a, 1993b). 

Eq. (10) can reduce the required amount of CPU time in highly nonlinear 
computations with large velocities and fine grids. A maximal time increment can 
be chosen then. 
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3. Computational results on periodic wave propagation 
problems 

The panel method provides stable and very accurate results for linear (see e.g. 
Broeze and Romate, 1992), mildly nonlinear and highly nonlinear wave problems 
(see Broeze, 1993a, 1993b and Broeze et al., 1993). Computations can be per- 
formed on highly nonlinear steady propagating waves near the maximum wave 
height without instabilities, with errors in the elevation of only a few percents after 
a large number of wave periods. 

Fig. 1 shows results of computations on a typical highly nonlinear propagat- 
ing plane wave problem. The wave height is 5m on 10m water (over 80% of the 
maximum), with wave length 60m and Eulerian period 6.5s. This figure shows the 
results of the computations after 0, 1, 2 and 4 Lagrangian periods. The errors in 
the elevation are within 2 % of the wave height. 
The results illustrate that the method is well-capable of accurately describing 
highly nonlinear propagation. 

In order to analyze the accuracy of the method for three-dimensional prob- 
lems, we have computed the same wave solution, where the propagation direction 
of the wave is at an angle T/6 with one of the grid lines. 
Fig. 2 shows the numerical boundary shape from 0 to 6s at intervals 2s. Again the 
results illustrate that no large growing errors occur in the solution. 

4. The interaction of a solitary wave with a mild slope 

A solitary wave is generated on a numerical wave flume with depth 5m. A weak 
slope (1:10) truncates the domain in horizontal direction. The solitary wave has a 
height 3.5m (84% of the maximum) and a phase velocity of 9.0m/s. Initially the 
fluid is at rest. We computed the interaction of the solitary wave and the slope 
with a two-dimensional variant of our panel method. 

The shape of the domain boundaries after 2s, 4s and 6s is given in Fig.3. 
This figure shows how the wave starts deforming on the slope. When the wave 
approaches the end of the slope, it starts to break, and a plunging breaker devel- 
ops. The shape of the jet from t=6.6s to 7.3s is given in Fig.4. A finer grid 
would be needed to further continue the computations. 
It is noted that in our method, no collocation points occur at the intersection. Also 
no special condition is applied at the intersection of the slope with the free surface. 

In order to analyze the quality of the numerical results of these computati- 
ons, we have considered a number of theoretical models for the description of 
breaking waves. 
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A few theoretical models exist for the evolution of the tip of a breaking 
wave and the surface region below the jet (see e.g. Longuet-Higgins (1980) and 
New (1983). These models were developed for breaking waves on deep water. 
They cannot be applied to our situation, because of the influence of the slope on 
the solution. 

Peregrine (1990) suggested to check the motion of the tip of the wave (it 
should be in free fall). 
Fig.5 shows the evolution of the coordinates of the tip of the wave during the final 
stage of computation. Obviously, the free-falj model holds very well from t=6.95s 
(when the jet has developed) to 7.3s. 

5. Results on breaking wave computations 
with the three-dimensional method 

We have used the three-dimensional panel method to compute the interaction of the 
highly nonlinear solitary wave with a smooth construction the bottom. Fig. 6 shows 
the bottom profile in these computation. 
Fig.7 shows the grid on surface and on the lateral boundaries of the domain when 
the wave front has started to overturn. Obviously, the method is capable very well 
to compute the evolution of the solution so far. The well-arranged grid on the 
lateral boundaries illustrates the suitability of our adaptive grid motion algorithm. 
The forming of the jet is more clearly illustrated in Fig. 9. 

In order to show the height of the construction in comparison with the 
domain dept, in Fig. 8 the bottom profile and the surface are depicted. 

The computations on this wave cannot be further continued due to the small 
number of panels near the tip of the wave. A large number of extra panels would 
be needed to increase the grid density near the jet. However, this cannot be 
achieved due to memory restrictions on our supercomputer. 

6. Conclusions 

In this paper we have seen that highly nonlinear waves can be very well described 
with an accurate panel method. Also real three-dimensional effects can be com- 
puted. Efficient solution methods for the spatial problem, for the time integration 
and for the grid motion are of crucial importance for the success of the method. 

The results show that even extreme problems like the development of break- 
ing waves due to a construction on the bottom can be modelled. We think that 
such models offer new possibilities for studies on nonlinear wave propagation 
problems in complex three-dimensional domains. 
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Abs. error in elev. 
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Fig. 1. Numerical results from computations on highly nonlinear wave problem. 
Shape of boundary and errors in elevation after Os, 7s, 14s and 28s. 
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Fig. 2. Numerical results from computations on highly nonlinear wave, propagat- 
ing at angle w/6 with one grid direction. 
Shape of boundary and errors in elevation after 0s, 2s, 4s and 6s. 
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Fig. 3. Shape of the domain boundaries in the 2-D computation of the interaction 
of a solitary wave with a slope at t=2s, 4s and 6s. 

Fig. 4. Jet of the breaking wave in two dimensions from t=6.6s. to 7.3s (every 
0.1s). 
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Fig. 5. Evolution of the position of the tip of the wave jet from 6.6s to 7.4s (exact 
data for particle in free-fall are dotted. 

Fig. 6. Shape of bottom profile in 3-D computation on interaction of solitary wave 
with construction. 
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Fig. 7. Shape of the grid on surface and lateral boundaries in computation of a 
breaking wave in three dimensional configuration. 

Fig. 8. Surface and bottom profile in computation of breaking wave. 

Fig. 9. Surface profile near jet of wave. 



CHAPTER 6 

BAR/TROUGH EFFECTS 
ON WAVE HEIGHT PROBABILITY DISTRIBUTIONS 

AND ENERGY LOSSES IN SURF ZONES 

Maolong Cai1, David R. Basco2 (Member, ASCE) 
and Joe Baumer3 

Abstract 

Laboratory measurements of irregular wave heights across a bar/trough 
beach profile are being studied to develop improved probability distributions 
including the subset of breaking waves. The energy dissipation in breaking waves 
modeled as a periodic bore is inversely proportional to the wave period and this 
may explain why the bore model appears to underestimate measured average 
energy dissipation rates. The study is ongoing and preliminary results for one 
wave period are presented in this paper. 

1.     Introduction 

The transformation of irregular waves across surf zones is dominated by 
wave breaking. In contrast to regular (single frequency) waves, irregular 
(multiple frequency) waves can break almost anywhere depending upon the wave 
characteristics (heights, periods) and the water depth. Thus some waves break 
because of their steepness, i.e., they behave as if in "deep" water while others 
break due to a depth limiting criteria for "shallow" water. The nearshore 
bathymetry, especially the presence of bars dominates the wave transformation 
process. 

The traditional, wave transformation method assumes a slowly-varying, 
quasi-uniform wave field as represented by the time averaged and depth- 
integrated wave energy flux per unit surface area and the wave energy balance 
equation including rate of energy dissipation per unit area. For irregular waves, 
two different approaches are possible for solving the multiple frequency, wave 

1 Graduate Student, 2 Professor, Coastal Engineering Program, Old Dominion 
University, Norfolk, VA (USA), 23529-0241, and 

3 Coastal Engineer, Shoreline Programs Bureau, Commonwealth of Virginia, 
Gloucester Point, Virginia (USA) 
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energy balance equation. 

One approach randomly selects offshore waves from a known joint (height, 
period) distribution, transforms individual waves with the energy balance 
equation and then reassembles the wave heights into probability distributions 
across the surf zone. This approach is called the wave-by-wave or Monte-Carlo 
method and requires computation for hundreds of waves. Dally (1990,1992) 
presents an excellent review paper and application to field data of this approach. 

A second approach, herein called the probability density function (pdf) 
approach, assumes a priori, the wave height distribution functions for all the 
waves and the subsets of breaking waves. The energy balance equation is then 
solved only once for the transformation of a single, statistical descriptor wave 
through the surf zone. 

This paper focus on the pdf approach. For coastal engineering applications, 
especially for two-dimensional wave transformations, it is felt that this approach 
is more practical. Section 2 briefly reviews the literature and summarizes the 
objectives of an ongoing study to learn more about the pdfs for bar/trough 
beach profiles and methods to estimate the breaking wave energy dissipation 
rates. The laboratory facilities and experimental design is presented in Section 
3. Early test results are presented in Section 4. Section 5 gives some conclusions 
and future directions for the research. 

2.     The Probability Density Function(pdf) Approach 

2.1.   Literature Review 

Battjes and Janssen(1978) were the first to integrate the energy flux balance 
equation using the pdf approach and calculate wave heights over non-monotonic 
bottom profiles. Previous random wave transformation models (see Thornton 
and Guza, 1983 for review) used a cut-off model for the pdf when waves broke 
so that calculated wave heights depended only on the local water depth. On 
bar/trough beaches this produced physically unrealistic lower energy levels over 
the bar and energy gains in the adjacent trough. 

Thornton and Guza(1983) extended the work of Battjes and Janssen(1978) 
by including a semi-empirical expression for the breaking wave distribution, 
pb(H) that was a subset of the theoretical, Rayleigh distribution, p(H) for all the 
waves. The average rate of energy dissipation e„, in each breaking wave is 
modeled after a periodic bore (Stoker, 1956) in both these models. However, 
Thornton and Guza (1983) derived an analytical expression for the ensemble 
average, <eb> for an irregular wave train by integrating the product eb * pb(H) 
for all the waves. The final expression for <eb> includes two coefficients (y, B) 
that require field verification as discussed later in this paper. The ensemble 
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average,  <eb>  is also inversely proportional to the wave period and the 
implications of this result are also reviewed at the end of this paper. 

These modelers use the root-mean-square wave height, H^, as the 
statistical, descriptor wave and both models give good prediction's for the H,,,,, 
transformations occurring over real (field) beach profiles (see Battjes and Stive, 
1985 for laboratory and field calibrations with Northsea waves, Tm„ < 8.7 sec; 
and Thornton and Guza, 1983 for West Coast swell waves, T= 13-17 sec). 
However, this agreement between calculated and observed Hms required the use 
of physically unrealistic coefficients as discussed below and also does not mean 
that the underlying pdf s are correct as noted by these researchers. 

2.2.   Research Objectives 

A laboratory study is underway that focuses on the wave height probability 
distributions for all the waves, p(H) and the breaking waves as a subset, pb(H) 
as they pass over a synthetic, bar/trough beach profile. One objective is to 
compare the measured pdfs with those predicted by the Thornton and Guza 
(1983) theory and to make improvements in the theory, if warranted. 

The second objective is to investigate the apparent underestimation of the 
average rate of wave breaking energy dissipation when using the periodic bore 
model as claimed by some researchers (Svendsen et a]., 1978; Stive, 1984). 

3.     Laboratory Facility and Experiments 

Experiments are being conducted in the new 18m long by 0.9m deep by 
0.9m wide wave tank in the Coastal Engineering Laboratory at Old Dominion 
University. This facility is equipped with a random wave generator as designed 
by the Danish Hydraulic Institute (DHI) that includes an automatic wave 
absorption system at the wave board to remove reflected wave energy in the 
tank. Wave generation, recording, and analysis is accomplished through a special 
software package also developed by DHI. Wave heights up to 30cm and a period 
range between 0.7-3.5sec is possible in this facility. 

Fig. 1 schematically shows the 1:20 beach slope with 1:10 artificial bar and 
dimensions such that the bar crest lies 22cm below the SWL in 60cm water 
depth. Seven wave gauges are positioned as shown across this synthetic 
bar/trough beach profile with all dimensions in meters. Four additional locations 
for wave gauges are shown in the trough region (vertical dashed lines) to provide 
details in this location. 

A JONSWAP spectrum with standard shape parameters is generated at the 
wave board. The irregular wave train is constructed by a random number 
generator that always begins with the same seed to permit repetition of the time 
history of sea surface variation. For the results reported in this paper, the 
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wave gauge 

wave 
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#2 #3  #4       #5        #6       #7 

FIG   1.  SCHEMATIC  OF BEACH  PROFILE AND TEST ARRANGEMENT 
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FIG   2.  MEASURED WAVE  PROFILES  8c  BREAKING  WAVE  SIGNALS 



SURF ZONE BAR/TROUGH EFFECTS 107 

spectral significant wave height, Hm0 was 15.0cm with peak period, Tp = 1.30sec. 
These input conditions were verified at wave gauge no. 1 and convert to a 
relative water depth (d/L) ratio of 0.249 and wave steepness of 0.0569 at this 
position as given from linear wave theory. 

Waves were generated for six minutes and approximately 300 were 
distinguished by the zero-down-crossing method. The number of waves passing 
each wave gauge was relatively constant. A spectral analysis of the sea surface 
at each wave gauge location produced similarly-shaped spectrums with reduced 
energy content. Therefore, the bar/trough shape, position, water depth and wave 
spectrum chosen did not generate higher frequency wave energy after the bar. 

Fig. 2 shows an example of the wave train measured over a 30 second 
interval with an enlargement below it for a 4 second span. Also shown is the 
impulse voltage signal generated manually into the record by an observer 
whenever a breaking or broken wave event passed the gauge. This somewhat 
subjective observation of which waves were classified as "breaking waves" was 
confirmed by running replicate sets and using different observers. A special, 
software program has been developed to automatically distinguish the broken 
waves as a subset of all the waves identified in the record. Note that the largest 
waves are not always the breaking/broken waves identified in the record. 

4.     Test Results 

4.1.   Probability Distributions - All Waves 

Wave height histograms were calculated using the DHI software package 
and checked with specially developed software that also computed histograms 
for the breaking waves identified as a subset of all the waves. Fig. 3 shows the 
measured histograms for all the waves at four, representative gauge locations, 
namely: Gauge 2 on the horizontal bottom before the beach slope; Gauge 4 near 
the bar crest; Gauge 5 in the trough; and Gauge 7 on the plane beach slope. 

Also shown are the theoretical, probability distribution functions for all the 
waves, p(H) as given by the Rayleigh distribution (dotted line) and the Beta- 
Rayleigh distribution (solid line). Thornton and Guza (1983) showed that the 
Rayleigh distribution produced an reasonable description of all surf zone waves 
(mean period about 14 seconds) transforming over a monotonically decreasing 
profile (Torry Pines, CA). These authors also reviewed the works of others 
attempting to explain why the Rayleigh distribution overpredicts the number of 
large waves in the tail when compared with observations. 

The Beta-Rayleigh distribution has been offered by Hughes and Borgman, 
1989 to ". . . better characterize the wave height distributions for shallow water 
waves." It is semi-empirical and requires that the p(H) be bounded by Hmax; be 
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skewed toward the larger waves; become the Rayleigh distribution in deep water 
and; be physically justified. Using the calibration parameters identified by 
Hughes and Borgman, 1989, we have also presented the Beta-Rayleigh, p(H) 
distributions in Fig. 3. 

At Gauge 2 in "deep" water, the Rayleigh distribution is found to give a 
good fit to the measured data. Near the bar crest (Gauge 4) the measured 
distribution flattens out (or becomes double peaked) and both theoretical curves 
give a reasonably good fit. In the trough (Gauge 5) both theories give a relatively 
inaccurate shape compared with the measured distribution, but in different ways. 
Finally, on the plane beach slope, the Beta-Rayleigh distribution is found to give 
an excellent fit to the measured histogram, especially for the peak value and in 
the tail where the Rayleigh distribution overpredicts the number of larger waves 
as discussed above. 

4.2. Probability Distributions - Breaking Waves 

The measured, breaking wave histograms are plotted in Fig. 4 for the same 
four gauge location (2, 4, 5, and 7) as discussed above. The scales are constant 
for each location and reveal that most waves break near the bar and on the 
plane beach, as expected. Many waves breaking on the bar continue through the 
trough region as broken waves to account for the totals displayed at Gauge 5. 

The theoretical, breaking wave distributions, pb(H) shown have been 
computed from the theory of Thornton and Guza (1983). Here, pb(H) = W(H) 
• p(H) where p(H) is the Rayleigh distribution and W(H) is a semi-empirical, 
weighting distribution (model M2) that includes two coefficients (y, n). Field 
calibration values of these coefficients (y = 0.42, n = 2) are used to determine 
the theoretical curves shown in Fig. 4. Except for Gauge 7 on the plane beach 
where the shape of pb(H) is satisfactory but too large, the theoretical pb(H) 
appears to under predict the large wave heights that are measured to be 
breaking. However, ensemble average, breaking wave energy dissipation, <eb> 
is determined from the integration of the pb(H) distribution so that , at least 
qualitatively, the areas under the distributions are modeled correctly, except for 
Gauge 7 on the plane beach. 

The length of the test run was doubled to 12 minutes giving approximately 
600 waves but no significant difference in the measured histograms for all the 
waves and the breaking wave subsets were noted. 

4.3. Energy Dissipation and H^,, Distribution 

The measured variation of the root-mean-square wave height, Hm,(x) for 
eleven positions across the bar/trough profile is shown in Fig. 5(a). The H^x) 
variation is relatively flat up to the bar crest (near Gauge 4), drops rapidly in the 
trough region, then recovers again and afterwards drops again as all the wave 
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energy is dissipated on the plane beach. Shoaling of individual waves on the 
slope approaching the bar takes place but so does wave breaking for some of the 
waves so that the Hms(x) variation actually decreases slightly as the waves 
approach the bar crest. 

Numerical integration of the energy flux balance equation by a simple, 
finite-difference approximation using the ensemble average, breaking wave 
energy dissipation, <eb> from Thornton and Guza (1983) gives the theoretical 
curve (dotted line) also shown in Fig. 5(a) for the laboratory bar/trough beach 
profile. The coefficient chosen to give the fit shown for this laboratory data is B 
= 0.8 where B is the ratio of the broken wave height to the height of turbulence 
on the front of the broken wave. Thus B i 1 is physically realistic for this 
laboratory-scale model. Local wave energy flux is computed from linear wave 
theory for both the average wave energy, E per unit surface area (i.e. Vspg Hy 
and the group celerity, Cg for the local water depth. The theory with B = 0.8 
and all other approximations (y = 0.42, n = 2) gives a "smoothed" fit to the data 
for H^x) but misses the more rapid changes occurring in the trough and wave 
recovery region on the plane beach. Therefore, even though the theories for the 
probability distributions p(H) and pb(H) were somewhat inadequate, the results 
translated into the Hms(x) distribution are fairly representative of the measured 
data. 

Fig. 5(b) shows the calculated distribution of <eb> across the bar region. 
The large spike in energy loss at the bar is apparent. The modeled energy loss 
term then drops way off again in the trough region, as physically expected. 
However, the theory as presently formulated does not appear to permit the 
Hn„s(x) variation to increase again in the trough region as wave shoaling takes 
place on the plane beach. The <eb> theory extracts too much wave energy in 
the inner surf zone region on the plane beach and this is postulated to be due 
to the excessively large area beneath the pb(H) theory (see Fig. 4, Gauge 7) as 
compared to that actually measured. 

5.     Future Directions 
5.1.   Bores and Breaking Waves 

Following LeMehaute (1962) many researchers use the theory for the 
energy dissipation across a moving hydraulic jump (bore) to approximate the 
rate of energy dissipation in a single breaking wave, eb per unit width. 
Thornton and Guza (1983) took 

e   -lpgC   (g//>3 (1) 
*      4 *       d 
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where Cb is the wave celerity, B is the breaker coefficient as discussed above and 
d is the local water depth. The average rate of energy dissipation per unit 
surface area of each wave of length L is then determined as 

(2) 

(3) 

so that eb is inversely proportional to wave period, T. 

Consider three waves all of equal height but with periods, T of 5, 10, and 
15 seconds. After breaking in shallow water due to depth-limiting effects, 
Equation (3) says average wave energy is dissipated but only at one-third the 
rate for the 15 second wave compared with the 5 second wave. This seems 
physically unrealistic because the energy dissipation is concentrated between the 
trough and crest regions and for trough Froude numbers relative to a moving 
observer, the lengths of hydraulic jumps, Lj are far less than the wave length, L. 

Fig. 6 is taken from the field calibration efforts of Thornton and Guza 
(1983) for their theory discussed above. Long period swell waves (T = 13 - 18.2 
seconds) were present and each required a different calibration coefficient, B 
ranging between 1.3 - 1.7 to get the best fit between measured H^x) in the 
field and their model computation. In essence, the longer period waves reduced 
eb in (3) and consequently require a larger B coefficient to extract enough energy 
to get a proper fit for Hms(x). Note also that B values greater than unity are 
physically unrealistic by definition and that B3 values needed for "calibration" 
ranged from 2.2 to 4.9 for these field results. Thornton and Guza (1983) also 
report setting B = 0.8 to calibrate the laboratory measurements of Battjes and 
Janssen (1972). For laboratory wave periods, Lj is closer to L. 

Svendsen, et al. (1978), Stive (1984) and others have argued that the bore 
model underestimates the actual rate of energy dissipation in breaking waves 
because pressure, momentum and energy distribution coefficients are neglected 
along with the flux of turbulent energy into and out of the control volume. These 
factors may account for some of the discrepancy in the use of the bore theory, 
but using L to define e„ may be the most important reason. 

5.2.   Current Research 

Tests are being conducted with a peak wave period of 2.3 seconds to study 
longer period effects on eb and hence B in the theory. The ratio (L/Lj) used as 
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FIG  6.  Variation  of  Calibration  Coefficient,  B, 
with  Wave  Period  (from Thornton  &  Guza,   1983) 

a coefficient (keeping B » 1) will remove the strong dependency of eb on the 
wave period. Various ways to estimate Lj are being investigated. 

Modifications to the probability density functions for all the waves and the 
breaking waves are also being made to more closely represent shallow water 
effects on p(H) and deep water effects (wave steepness) on pb(H). 

Field data sets from Duck, NC at the Corps', Field Research Facility 
(Ebersole and Hughes, 1987) are also being used in this effort. 

6.     Summary and Conclusions 

The transformation of an irregular wave train across a bar/trough beach 
profile by using the (1) energy flux balance equation including the bore model 
for breaking waves and (2) a single, statistical wave height, Hm, together with 
probability functions for all the waves and those breaking as a subset, is a 
powerful tool for coastal engineers. Laboratory measurements reveal that 
refinements in the underlying theories are necessary to improve the Hms(x) 
prediction especially in the wave height recovery region in the trough. These 
improvements include incorporating physically realistic coefficients for both 
laboratory and field data sets that are used to modify and verify the theory. 
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The completed results will be reported in the Proceedings of the next 
Conference on Coastal Engineering. 
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CHAPTER 7 

THE MEDITERRANEAN SEA WAVE FORECASTING SYSTEM 

Luigi Cavaleri, Luciana Bertotti 

Abstract 

We describe the sea wave forecasting system presently operational at ECMWF. 
After a short description of the meteorological and wave models, we address 
specifically the problems connected to their application to the Mediterranean Sea. 
We consider in particular two storms, a Mistral and an African storm, whose 
results provide clear indication of the present forecasting capability in this area. 

Background 

Following the opening to Optional Projects by the Council of the European Centre 
for Medium Range Weather Forecasts, Reading, U.K. (henceforth referred to as 

ECMWF), a project for real time forecast of the sea wave conditions has been 
proposed and approved by the Centre in May 1991. The aim is to make use of 

the daily meteorological forecast to produce a corresponding wave forecast on a 
global basis by means of an advanced wave model. Due to the lack of sufficient 
resolution the Mediterranean Sea cannot be properly represented on a global grid. 
Consequently a separate version of the model, with a sufficiently high spacial 
resolution but otherwise the same physics and numerics of the global version, has 
been implemented in this basin. 

Istituto Studio Dinamica Grandi Masse, S.Polo 1364, 30125 Venice, Italy 
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In this paper we briefly describe the meteorological and wave models used for 
the forecast. Then we point out the problems specifically connected to the 
Mediterranean area. These are well illustrated by the analysis and forecast of two 
storms of different characteristics, a Mistral and an African storm. We conclude 
with an outlook on the expected future developments of the models and their 

effect on the actual forecast. 

The meteorological and wave models 

A 213 components spectral meteorological model is daily run at ECMWF on a 
global basis for analysis and up to days forecast (Tiedtke et al, 1988). The results 
are provided at 6 hour interval. Among a wide variety of products the model 
provides U10, the 10 m height wind, with an effective resoolution of 

approximately 80 km. This wind is used as input to the wave model. 

The third generation WAM wave model is used for wave evaluation. The model 

(amply described in the literature, see e.g. The WAMDI Group, 1988 and 
Cavaleri et al, 1991) is based on the energy balance equation, and on the physical 
description of the processes that affect the growth and decay of wind waves. In 
the present version 300 components, 12 directions and 25 frequency bins, are 
considered. For each component and at each integration step the balance equation 

is solved at the knots of a spherical grid with 3 degree resolution, both in latitude 
and longitude, providing information on the two-dimensional spectrum at each 

grid point. For application to the Mediterranean Sea a limited area geographical 

grid, with 0.5 degree resolution, is used. The grid includes 930 sea points. With 
0.3*10**3 CPU second for each point and each integration step, a 5 day forecast 
in the Mediterranean Sea requires about 100 second of CPU on a CRAY C90. 

Application to the Mediterranean Sea 

The main problem for a correct evaluation of wind wave conditions is the 

correctness of the input wind field. This is particularly true in basins with 

complicated geographical shape, as it is the case for the Mediterranean Sea. 
Limited shift of location or direction of an intense wind distribution can lead to 
substantial change of fetch in a certain area, and consequently to drastically 
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different wave conditions. The practical difficulties are also increased by the 
presence of a complicated orography. Cavaleri et al (1991) and Dell'Osso et al 
(1992) have discussed the problem of an accurate description of the wind field in 
the Mediterranean Sea, and they have clearly shown the fundamental role of the 

surrounding orography in shaping the meteorological situation, in particular the 

wind field, inside the basin. The present resolution of the ECMWF meteorological 
model has been shown to be the minimum required for a proper description of the 
surface wind fields in the Mediterranean basin. 

In the following we show different applications of the WAM model, both with 
analysis and forecast wind. We call attention to the fact that for a wave model 
there is no difference if operating in hindcast (analysis) or forecast mode. An 
input wind, however produced, is just an "input wind", and the wave model reacts 
accordingly, independently of where the wind information comes from. Given the 
basic characteristics and the intrinsic accuracy of a wave model, its results plainly 

reflect the accuracy of the input wind fields. 

The wave measurements used to verify the results discussed in this paper have 
been obtained with the italian network of directional buoys. The network is 

described in a companion paper in this conference (De Boni et al, 1992). 

Mistral case 
On 17 November 1991 (see figure 1) a strong Mistral wind was blowing across 
the Western Mediterranean Sea. The Mistral wind is a cold north-westerly wind 
that, associated to energetic flows from the Atlantic Ocean, enters the 
Mediterranean Sea across the Carcassone Passage, north of the Pyrenees between 
Spain and France. The analysis at 12 UTC 17 November 1991 is shown in figure 

la. Figure 2a shows the corresponding wave field. The peak conditions are 
reached on the west coast of Sardinia, with significant wave height Hs larger than 

6 metre. Figure 3a compares the WAM output at Alghero, indicated with a dot 
(A) in figure 2a, with the data obtained from the WAVEC wave measuring buoy. 
The closest grid point to the measurement location was chosen for comparison. 
Given this approximation and the time variability of the Hs record, the 
comparison is quite satisfactory. 

Figure lb,c,d shows the corresponding wind fields evaluated as forecast at day 

N-l, N-2, N-3 respectively. Remarkably we see that the storm was well described 
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till 3 days in advance. The associated wave forecasts stress further this point. 
They are shown in figure 2b,c,d. We note only a limited (a few hours) 

anticipation of the storm in figure 2d, with wave energy already protruding into 

the Tyrrhenian Sea. 

Note that the actual ECMWF forecast would be much better than this. In routine 

operations a wave forecast uses as input the analysis wind until time 0 (beginning 
of the forecast), and then the wind forecast at +ld (day), +2d, etc. We have 
used a different tecnique. Considering p.e. the +ld wave forecast (one map of 
which is shown in figure 2b), for each day N of the run the input wind has been 

Figure 1 - Wind field on the Mediterranean Sea at 12 UTC 17 November 1991. 
10 m height wind; speed is given as m/s. a) analysis, b) 1 day forecast. 
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given by the wind forecast produced at day N-l. So doing, the wave forecast 

becomes very sensitive to even small but permanent error in the wind forecast, 
certainly much more than in the standard routine operation. This leads to a better 
appreciation of the wave forecast shown in figure 2 and figure 3. 

African storm 
A week after the Mistral case a different condition arose, characterised by an 
intense African storm. The main feature of African storms is a small minimum 
that, born over the Sahara desert, moves then northward. When entering the 
Mediterranean Sea the minimum rapidly intensifies, producing a very localised but 
deep low. The dominant characteristics of the African storms, at least for what 

Figure 1 - (cntd) c) as b), but for 2 day forecast, d) 3 day forecast. 
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concerns the evaluation of wind waves, are the extremely strong winds and the 
large spatial and temporal gradients. Mutatis mutandis, they resamble small 

hurricanes. 

The meteorological situation at 00 UTC 24 November 1991 is shown in figure 4a. 
The minimum is located on the western end of Sicily, producing a strong 
southerly wind on the whole Ionian Sea, south of Italy. The associated wave 

conditions are represented in figure 5a. Large waves, with Hs larger than 5 metre, 
affect the south-eastern coast of Italy. 

Figure 2 - Wave field on the Mediterranean Sea at 12 UTC 17 November 1991. 

Significant wave height, in m. a) analysis, b) 1 day forecast. The dots in a) show 
the position of the wave measuring stations at Alghero (A), Mazara (M), Catania 



122 COASTAL ENGINEERING 1992 

The comparison of the WAM model output with the measured Hs at Mazara and 
Catania (points M and C in figure 2a, respectively) reveals several interesting 
aspects. The underestimate of Hs at Mazara and the overestimate at Catania 
suggest that the analysis has misplaced the actual track of the low to the East. 
Also, as discussed by Dell'Osso et al (1992), the strength of these storms is often 
underestimated. The main reason for this is the limited resolution of the 
meteorological models, consequently unable to resolve the details of the storm and 
to correctly represent its physics. The limited dimensions of the African storms, 
and the substantial lack of information on the African territory where they come 
from, make their prediction a very difficult task. This is apparent in the Id, 2d, 

3d wind forecast in figure 4b,c,d. The storm is present, but weaker and misplaced 

Figure 2 - (cntd) c) as b), but for 2 day forecast, d) 3 day forecast. 
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Figure 3 - Timeseries of the significant wave height (m) at the three locations 
shown in figure 2a. Measured data, and wave model output for analysis wind and 
1 and 2 day forecast are shown. 
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in b, barely discernible in c, absent in d where the minimum over Sardinia has a 

different genesis. As previously said, the consequences of these poor forecasts are 
stressed by the corresponding wave forecast (shown in figure 5b,c,d). There is 
virtually no resamblance with the analysis field in figure 5a. This conclusion is 
backed by the Hs comparison in figure 3b,c. Note that the 3d forecast has not 
been drawn to avoid an unnecessarily large number of diagrams in the figure. 

Conclusions and outlook 

The tests carried out until now suggest that in most of the cases the T213 spectral 

Figure 4 - As figure 1, but at 00 UTC 24 November 1991. 
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meterological model presently used at ECMWF provides acceptable surface winds 

on the Mediterranean Sea. This is true for extended storms with a well defined 
shape and distribution. It is not the case for small storms, e.g. the African storms, 
whose structure cannot be resolved in the present resolution of the meteorological 

model. A similar argument holds for the predictability of the storms, with the 
further point that the western storms are well documented from several days in 
advance, while in practice the African storms are not detected by the scarse and 
scattered meteorological network present on the North-African continent. 

In general terms the meteorological and wave predictability is expected to improve 
in the future, both for the increase of resolution of the models, and for the large 

Figure 4 - (cntd). 
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amount of information provided by the satellite like ERS-1. However, once more 
the argument is much weaker for the African storms, because of the lack of 
sufficient information (the ERS-1 scatterometer and altimeter provide estimates of 
the wind distribution only on the sea). It is true that a better definition of the 

global meterological situation will help in detecting the conditions that are at the 
origin of the African storms. However, the surface observations, providing the 
truth for the short term accurate forecasts, will still be missing. Similar conditions 
are found in many parts of the world (Bengtsson, 1991). If the general forecast, 
and the one on the Mediterranean Sea in particular, is to be substantially improved 
in the near future, this problem will have to be addressed with will and decision. 

Figure 5 - As figure 2, but at 00 UTC 24 November 1991. 
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CHAPTER 8 

Current-Depth Refraction and Diffraction 
Model for Irregular Water Waves 

Jang Won Chae1 and Shin Taek Jeong2 

Abstract 

A numerical model is presented for the prediction of combined 
refraction-diffraction of waves propagating in the region of slowly varying 
current and topography. For steady waves, two elliptic-type model 
equations are derived from the mild-slope equation which can be solved in 
a similar way to an initial value problem without stability restriction. 
Therefore, the present model appears to be an efficient tool for irregular 
wave propagation problem in a large coastal area. Some examples of 
numerical computations are given for the cases concerning wave-current 
interaction on a sloping beach and over a mound. 

Introduction 

Waves propagating near a tidal inlet will be transformed due to 
currents and irregular water depths. The wave-current interaction is one of 
the most interesting and important phenomena for the prediction of wave 
climate and resultant sediment transport in coastal areas. The 
approximation of irregular waves by a monochromatic wave in modeling of 
wave transformation in coastal areas often introduces large errors in wave 
heights. There is a definite need for an efficient method for the 
calculation of irregular wave transformation over large coastal 
area(Panchang et al., 1990). 

1 Principal Res. Engr., Head of Coast. Engrg. Lab., Korea Ocean Res. & 
Dev. List., Ansan P.O. Box 29, Seoul 425-600, Korea. 

* Senior Res. Engr., Coast. Engrg. Lab., Korea Ocean Res. & Dev. Inst. 
Ansan P.O. Box 29, Seoul 425-600, Korea. 
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Recently, a number of studies have been made for the analysis of 
wave-current system. Booij(1981), Liu(1983), and Kirby(1984) proposed 
hyperbolic wave equations governing the propagation of waves in water 
of varying depth and currents in the mild-slope approximation. They used 
parabolic approximation in order to circumvent the difficulty in calculation 
of elliptic equations for regular waves. Ohnaka et al.(1988) provided a set 
of mild-slope equations based on Kirby's equation, which consists of two 
first-order equations describing the water surface elevation and flow rate. 
This model includes partially reflective boundary condition. 

The models mentioned above employ parabolic- or hyperbolic-type 
differential equations which are in general not so efficient to use in large 
area (order of hundreds of wave length). In shallow water they need fine 
grid resolution to meet sufficient accuracy of numerical results, which is 
more crucial condition for the high frequency components of wave 
spectrum. 

In the present study, a new set of mild-slope equations describing the 
deformation of regular waves by a large-scale current field in water of 
irregular depth is derived, and an efficient numerical method is also 
presented. The elliptic type governing equations are solved in a similar way 
to an initial value problem. The accuracy of the numerical method does not 
greatly depend on grid size and computation time is comparatively short. 
Therefore, this method is extensively applied to several spectral components 
in order to simulate irregular wave transformation due to combined 
refraction-diffraction. Linear superposition of monochromatic-wave 
calculation is made to obtain spectral estimates. Some results of the 
computation are compared with analytical solutions, and numerical 
examples concerning the interactions between waves and currents over a 
mildly sloping beach and also over a mound are presented. 

Derivation of Governing Equations 

The mild-slope equation has been used successfully as a model 
equation for describing surface water waves propagating over a seabed of 
mild slope(eg. Berkhoff, 1972). For a wave-current interaction Kirby(1984) 
derived a general equation. Recently Chae et al.(1990) and Jeong(1990) 
have rederived the mild-slope equation using variational principle and 
Green's theorem for linear water waves following Booij's method(1981). 
The equation can be written as 

 +(V-U) V(CCgVO) + (a2-k2CCg)0+W = 0 (1) 
Dt2 Dt at 

where D/Dt = d/dt + LJ-V, V = [(d/dx) i, (d/dy) j], and U = (u , v), O the 
complex velocity   potential   at the mean   surface level, a the intrinsic 
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angular frequency, k wave number, C and Cg are the phase and group 
velocity respectively, which are defined according to C = ovk, 
Cg = dovdk, o-  = gk tanh kh , and W dissipation coefficient, 

co = cr + MI (2) 

where co is absolute angular frequency. The velocity potential at an 
elevation z is given by 

0(x , z , t) = f(z) cKx , t) (3) 

where f(z) = (cosh k(z+h))/(cosh kh). Since the bottom is mildly sloping, 
the derivative of f with respect to x. will be small. 
For purely periodic waves the velocity potential is given by 

c)>(x,t) = Re[cf>(x)e-itotj (4) 

Substitutions of eq.(4) into eq.(3), and further them into eq.(l) produce 
an elliptic equation as follows: 

- ico[ai-V$ + tRV-U)] + (U-V) (JJ-Vc^) + (V-IJ) (U-Vcf,) 

- V-(CCgV^) + (a2 - co2 - k2CCg) - icoWcf. = 0 (5) 

If II = (0, 0), eq.(5) reduces  to  Berkhoff's(1972)  mild-slope equation. 

Here the complex velocity potential 4> can be written in terms of the 
amplitude a and the phase S as 

4> =  -igfeis (6) 

where g is acceleration due to gravity, and S(x) phase function given by 

Sfo) - k% ~ cot (7) 

Then eq.(5) with the substitution of eq.(6) reduces to a set of elliptic 
equations by separating the resulting equation into real and imaginary parts 
as follows 

r       2 2       i 2 la, . a      1 a 
V-lli—(co - U-VS) + CCg—VS| + W— = 0 (8) 

I    cr2 a2      J * 

CCg-§KVS)2 - OJ-VS - co)2f + (cr2 - k2CCg)-|- 

- V-(CCgf) + (V-LJ) (LJ-Vf) + II-V(U-V£) = 0 (9) 

These are the final forms of the wave equation for this numerical model 
study. In the present paper, we are concerned with the problems where W 
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is assumed zero for simplicity and the mean current is in the following 
condition 

ILII2 « CCg (10) 

Eq.(9) then can be simplified as follows: 

CCgJL(VS)2 - (1I-VS - a))2 #• + (a2 - k2CCg) J, 
- V-(CCgVf) = 0 (11) 

If we set II = (0, 0), eqs.(8) and (11) reduce to the Ebersole's(1985) model 
equations for depth refraction-diffraction. Further, the equation of wave 
action conservation for steady waves can be simply obtained from eq.(8). 

The main wave direction 9 can be given from eq.(12) with the 
combination of eqs.(8) and (11). The irrotationality condition of wave 
number vector is 

a(|VSlsin8) = a(|VS|cos6) 

ax ay 

Numerical Computation 

Both eqs.(8) and (11) are of the elliptic type and can generally be 
solved as a boundary value problem using finite element method. K we 
neglect wave reflections from boundaries, and also if approximate 
intermediate values of wave properties can be provided at all grid points 
using a refraction model, the problem can be converted into an initial value 
problem for the wave diffraction (eg. Ebersole, 1985). 

Finite difference method is adopted to solve the governing equations 
(8), (11) and (12). The coordinate and grid systems as shown in Figure 1 
are employed. Forward difference scheme is used in x-direction and 
centered scheme in y-direction to approximate the eq(8), which yields the 
following difference equations. 

(a!)2 bj = (aj+1)2 b|+1 + ~ [(aj+1f bj+1 - (a}.,)2 b^] (13) 

where 

b}= |—] [u(a)-U-VS)+CCg|VS|cos9+V(a)-LI-VS)+CCg|VS|sine]1 

}  ia2y i 
(aj   ) bj     = T(aj_!) bj_1 + (1 - 2T) (a,-   ) bj     + T(aj+1) bj+1 

where T is Abbott's dissipative interface factor (O^TSIO.5). 
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Figure 1. Definition of coordinate system, grid cell 
and wave angle conventions. 

Eq(ll) can be rearranged in the standard form of quadratic equation 

pflvsir + Q(|VS|) + R = 0 

The solution at a point (i , j) is given as follows 

ii' r 

|vs|j 
! -Q+(Q2-4PR)2 j 

2P J. 

where details of P, Q, R are given in Jeong(1990). 

Differentiation eq(12) for wave direction 6 can be written as 

.-i( r \i+l 6j = sin_1|  T(|VS|ane)|_i + (1 - 2T) (|VS|sm8)j 
I |VS|| 

A 1 \ 

+ Tdvslsine)^1 - -JL((|vs|cose)j+1 - (ivslcose)^) 11 
2Ay \) 

(14) 

(15) 

(16) 

Boundary conditions are now discussed to solve the governing 
equations. Input wave conditions are to be given along the offshore 
boundary, which are wave height, period and direction. At the side 
boundaries waves will be transmitted without reflection. Near the land 
boundary wave will break and be fully absorbed. Wave breaking criteria 
Hb = 0.78hb is used for simplicity, where Hb is breaker height and hb 

breaker depth. 
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Initial wave field is defined at all grid points using the SnelPs law. 
For the calculation of wave diffraction we need intermediate values of wave 
heights and directions over the modelled area. These can be provided from 
a refraction model based on energy balance equation for the waves 
propagating on currents(eg. Chae and Song, 1986). 

The computation is made row by row and proceeds toward the 
shoreward direction as in the method for an initial value problem. 

As we use steady-wave iteration approach, the simple iterative 
method for the solution of the equations may have no stability restrictions 
(Roach, 1982). From the sensitivity analysis for the waves propagating over 
a circular shoal, variation of computed wave heights is less than 10% for 
relative grid sizes(L^Ax) from 4 to 32 and L,/Ax = 4 gives the best fit to 
the experimental data. It can be said that the grid size of the present model 
does not significantly depend on wave length. However the restriction is 
strictly applied to parabolic models. This is one of the major advantages of 
the present model. 

Iterative solution procedure is carried out until the solutions converge 
to the criterion given as follows 

max 
(Xj)new      Qtydd 

(Xj)old 

<   0.005 (17) 

where Xj is the computed value at a grid point (i, j). Then the solutions 
become coupled ones with three governing equations. 

The validity and accuracy of the above mentioned numerical scheme 
have been proved in Chae et al.(1990) through the comparison with 
experimental data for depth refraction-diffraction problem of 
monochromatic waves. 

Calculation of Wave Spectral Changes 

As the present monochromatic wave model is computationally fast 
and stable especially for short period waves, it may be valuable to simulate 
spectral transformation of irregular waves propagating in water of complex 
bathymetry and with ambient currents. Input spectrum S0(f, 6) is given as 
below 

s0(f, e) = s0(f) G(f, e) (is) 

where 

So(f)=0.25Hj3 T^T^fT5 exp[- lSBCTyfT*] (19) 
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is the Bretschneider-Mitsuyasu(B-M hereafter) frequency spectrum, and the 
directional spreading function G(f, 8) is given by 

(1   2s_ir2(s+l)l     ~m 
G(f, 8) = I — T* *— 1 cos251 -1 (20) 

lir r(2s+l)J \2) 

T : gamma function 

Ismax-(wp)5      : fsf
P 

SH 2^     *   * (21) 
[WC^p)"" : f*fP 

fp : Peak frequency of S(f),   (fp = 1/1.05 7h3 used) 

The frequency spectrum and directional spreading function are 
divided into equal segments. The lower and upper frequency limits of the 
spectrum are 0.07Hz and 0.37Hz.   Af = 0.02Hz(15 frequency bins) and 

A8 = 10°(17 directional bins) are used. 

The input wave amplitude for a particular frequency-directional 
component is a0 = [2S0(f, 8) Af AS]1'2. The resulting wave amplitude at 
any location can be computed using the model, and then the transformed 
spectrum S(f, 8) can be obtained as 

S(f, 8) = [a/aJ2S0(f,8) (22) 

Computation Results and Analysis 

To demonstrate the applicability of the model numerical 
computations are made for two cases. The first case is for the refraction- 
diffraction due to rip-current in a mildly sloping beach as shown in Figure 
2(studied by Arthur, 1950). 

The computational domain is divided into square grids 
( Ax = Ay = 10 m) and numerical calculations are performed. Normal 
incident waves of HQ = 1 m, T = 8 s are used as an incident wave 
condition at the offshore boundary. The background(of initial and 
intermediate) wave field are specified using the Snell's law and the 
refraction routine in the program, respectively. The dimensionless wave 
heights H/Hj, for two transections are plotted in Figure 3. For the purpose 
of comparison, parabolic model results(Kirby, 1984) are also shown in the 
same figure. A comparison of the figures shows that they are in good 
agreement. 
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Figure 2. Rip-current field.        Figure 3. Wave height relative to incident 
wave for waves interacting with rip 
current. 

The second case is for irregular wave propagation over a shoal as 
shown in Figure 4, which was recently simulated in a hydraulic laboratory 
equipped with multi-directional random wave generators(Hiraishi, 1991). 
The shoal is similar to that used in the experiments of Ito and 
Tanimoto(1972) with a minimum water depth of 0.05 m at the center of the 
shoal and constant depth(0.15 m) in the region outside the shoal. B-M 
spectrum is used for the input spectrum for which H^3 = 0.1 m, Tw = 1.5 
s, and SJJ^ = 75(narrow directional spectrum) are used. The grid sizes 
used are Ax = Ay =0.1 m. The results are presented in Figure 5, in the 
form of normalized wave height against the input wave height. The 
computations agree very well with experimental data which are for the case 
of non-breaking waves. As the frequency and directional spectra are not 
available, the comparison for those spectra between computation and 
experiment can not be made. However, the spectrum can be simulated by 
linear superposition of monochromatic wave components(eg. Panchang et 
al, 1990). From those comparisons, the present model appears to be used 
effectively for the calculation of irregular wave propagation with respects to 
computation accuracy and time(26 min. with IBM 386 PC). 

The present model is used for the analysis of irregular wave 
transformation due to combined refraction-diffraction while the waves 
propagate over a circular shoal(Ito and Tanimoto, 1972). The input 
spectrum is descretized into segments of Af and A0. H^,3 = 1.0m and 
Ti/3= 5.0 s are used for the frequency spectrum(Figure 6) and angular 
spreading parameter S,^ = 25 and 75 for the broad and narrow 
directional spectra, respectively. Current velocity fields are generated using 
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Figure 4. Experimental configuration(Hiraishi, 1991). 
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Figure 5. Comparisons between present model results 
and observed  data. 



138 COASTAL ENGINEERING 1992 

a standard depth-averaged flow model, and assumed frozen during the 
wave propagation over the field. A uniform current field is assumed at 
the incoming boundary where the maximum velocity is 0.5 m/s. 

The results are shown in Figures 6 and 7. The frequency and 
frequency-directional spectra are for opposing and following current 
conditions, and also for broad and narrow directional spreading conditions 
at a specified point(x/L0 = 7, y/LQ = 3) behind the circular shoal. 

As shown in Figure 7, we can clearly see the differences in spectral 
shapes of input S0(f, 0) depending on the value of S,,^. The smaller value 
of Sjnax yields less peaky spectral shape and broader band of energy 
distribution than those with larger Smax. When the waves propagate on a 
current field, the wave height and direction are strongly dependent on the 
magnitude and direction of the current. 

In the following current field the velocities over the shoal are 
generally larger than those in other region. This will increase the celerity 
and decrease focusing effect of wave rays propagating over that region, but 
in the opposing current the effect will be adverse. Such a wave-current 
interaction causes a large peak around centered direction in the opposing 
current field and a small peak with side humps in the following current. 
The waves with directionally narrow banded spectrum will produce very 
sharp peak, which is contributed mainly from the peak region. 
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Figure 6. Input frequency spectra(S0(f)) and output frequency 
spectra(S(f)) at x/L0 = 7, y/L0 = 3. 



IRREGULAR WAVE MODEL 139 

Figure 7. Input directional spectra(So(f,0)) and output directional 
spectra(S(f, 6)) at x/LQ = 7, y/L0 =3 for different Sj^ and 
current conditions, (a) So(f,0), (b) S(f,0) with following 
current, (c) S(f,0) with opposing current. 
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Figure   8.  Wave  height   comparisons,   for  narrow 
and  broad  directional spectra. 

The computed frequency spectra are shown in Figure 6. The spectral 
peaks are almost at the same frequency, the amplification is prominernt in 
the peak frequency region, where the current effects are also dominant. 

The propagation of wave spectra with narrow or broad directional 
spread shows a little difference between the wave heights in the following 
and opposing current conditions. The wave heights in the opposing current 
field are generally larger than those in the following current field(Figure 8). 

Conclusions 

A set of elliptic type mild-slope equations has been derived for 
wave-current interactions over a slowly varying topography. Numerical 
computation method to solve the equations has been presented. The model 
solves the elliptic equations in a way similar to an initial value problems. 
Accuracy of numerical computation does not greatly depend on grid size. It 
can be said that the present model is efficient for wave propagation 
problems in a large coastal area. Numerical results are shown for 
transformation of the waves propagating on a rip-current in a mildly sloping 
beach. They are in good agreement with published ones(Kirby, 1984). 

It is also shown that spectral transformation of irregular waves can 
be satisfactorily simulated by summing up the results from a monochromatic 
refraction-diffraction model for component waves of a spectrum. From the 
analysis of frequency-directional spectrum for waves propagating on 
currents flowing over a mound we can see large differences in spectra 
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depending on current directions, but there is a little difference in wave 
heights. When the waves propagate on strong currents in shallow water, 
non-linearity of the waves and wave breaking will be significant, and 
therefore this model should not be applied. 
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CHAPTER 9 

TRANSIENT PROPAGATION OF WAVES IN A FLUME 

Kwok Fai Cheung1, Michael Isaacson2, Member ASCE, and Etienne Mansard3 

ABSTRACT 

A recently developed numerical method is applied to the study of transient, 
nonlinear wave propagation in a flume. The nonlinear free surface boundary 
conditions and the wave generator boundary condition are expanded about the 
corresponding equilibrium positions by perturbation expansions. The boundary 
conditions are then satisfied to second order by a numerical integration in time, and the 
field solution at each time step is obtained by an integral equation method based on 
Green's theorem. The propagation characteristics of regular, trichromatic and irregular 
waves are studied numerically, and the significance of nonlinear effects is highlighted. 

1.    INTRODUCTION 

The numerical prediction of transient wave propagation in a flume has been the 
subject of investigation for a number of years. To a first approximation, linear wave 
theory may be used to describe the transient wave field. However, there are a number 
of shortcomings associated with this approach, which are mainly due to the neglect of 
higher order forced and free wave components. Although the amplitudes of these 
higher order components are generally small, these may become important for wave 
flume and basin tests involving wave interactions with harbours, floating breakwaters 
or moored vessels. 

To account for nonlinear effects, the transient wave problem may be treated 
numerically by a time-stepping procedure, in which the full nonlinear free surface 
boundary conditions are applied on the instantaneous free surface and a new system of 
simultaneous equations is generated and solved at each time step as the free surface 

1 Design Engineer, Ports and Marine Department, Sandwell Inc., 1190 Hornby 
Street, Vancouver, B.C., Canada V6Z 2H6. 
2 Professor, Department of Civil Engineering, University of British Columbia, 
Vancouver, B.C., Canada V6T 1Z4. 
3 Senior Research Officer, Hydraulics Laboratory, National Research Council of 
Canada, Ottawa, Canada K1A 0R8. 
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moves to a new position (e.g. Longuet-Higgins and Cokelet, 1976; Kim et al., 1983; 
and Brorsen and Larsen, 1987). On the other hand, a second-order model defined on 
fixed boundaries can be obtained by the application of a perturbation expansion so that 
a solution to the system of simultaneous equations is required only once rather than at 
each time step. The boundary conditions to second order are then satisfied on the 
corresponding equilibrium positions by a numerical integration in time. Based on this 
approach, Isaacson and Cheung (1991, 1992) have treated the second-order diffraction 
problems in two and three dimensions respectively. 

The theoretical treatment for the extension of the second-order diffraction method 
in two dimensions to include the effects of a moving wave generator has been 
described by Isaacson et al. (1993). The computed free surface elevations have been 
validated through comparisons with experimental results. The present paper 
summarizes the theoretical and numerical formulations of the method, and places 
emphasis on numerical results for the propagation of various transient wave trains and 
wave packets. 

2. THEORETICAL FORMULATION 

A description of the theoretical and numerical formulations has been given in 
detail by Isaacson et al. (1993) and only a brief outline of the method is given here. 
With reference to Fig. 1, the two-dimensional problem is defined with respect to a 
right-handed Cartesian coordinate system (x,z). The wave generator is located above a 
fixed vertical plate and extends from a distance h above the floor of the flume to the 
water surface. The generator may produce a combined piston/paddle motion defined 
by the generator's horizontal displacement 8 at the still water level together with a 
rotation 0 measured clockwise from the z axis. With the fluid assumed incompressible 
and inviscid, and the flow irrotational, the fluid motion is described by a velocity 
potential 0 which satisfies the Laplace equation within the fluid domain and which is 
subject to boundary conditions on the generator surface Sw> the instantaneous free 
surface Sf at z = r\, the flume floor z = -d, and a radiation surface Sc. 

When the amplitude of the wave generator displacement is small compared to the 
height of the generator, and the water depth is not small compared with a typical 
wavelength, it is possible to apply Taylor series expansions to reduce the wave 
generator and free surface boundary conditions, originally derived on the 
instantaneous surfaces, to conditions evaluated at the corresponding equilibrium 
positions. The problem may then be defined with respect to a time-independent 
domain D which is bounded by the equilibrium generator surface Sg, the still water 
surface S0, the flume floor and the control surface Sc. The first-order and second- 
order quantities in the formulation are further separated by introducing perturbation 
expansions for 0 and r\ and taking the specified generator motion variables 8 and 6 to 
be first-order quantities: 

0 = e 0i + e2 02 + -• (1) 

T| = erii + e2r]2 + - (2) 

8 = eSi (3) 
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0 = e8i (4) 

where e is a perturbation parameter related to the amplitude of the horizontal 
displacement of the wave generator which is small. 

Substituting the power series representations for (j), r\, 8 and 0 into the Laplace 
equation and the boundary conditions, including the expanded generator and free 
surface boundary conditions, separate boundary value problems may be developed for 
each of the e and e2 terms in the power series. In the k-th order problem (k = 1, 2), 
the potential fa satisfies the Laplace equation 

V2^ = 0 in D (5) 

and is subject to the boundary conditions applied on the flume floor, the equilibrium 
generator surface and the still water surface. These are given respectively as 

at z = -d (6) 

on Sg (7) 

on S0 (8) 

on S0 (9) 

Here t denotes time, g is the acceleration due to gravity and n is distance in the 
direction of the unit normal vector n directed outward from the fluid region. Each of 
the terms fk, f^ and f£ represents known expressions which can be evaluated from the 
specified motion of the wave generator and the solution at first order. In addition, the 
potential has to satisfy a radiation condition 

f • c* - « »n St (.0, 

where c is the time-dependent celerity of the radiated waves on the control surface (see 
Orlanski, 1976; and Isaacson and Cheung, 1991). With the boundary conditions on 
each of the boundaries properly defined, the solution to the boundary-value problem is 
obtained by the application of a boundary integral equation involving a Green's 
function. 

Initial conditions correspond to a stationary generator and still water in the 
computational domain. A wave train is subsequently generated by applying a 
prescribed time series for the generator motion. The generator boundary condition, the 
free surface boundary conditions and the radiation condition, which together govern 
the development of the flow, are satisfied by a numerical integration in time. Since the 
boundaries are invariant in time, the matrix equation obtained through a discretization 

^ = 0 
dz 

3$k     ^Hk 
dz   "   3t = fk 

90k = 4' 
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of the integral equation need be inverted only once rather than at each time step, with 
variations in time only affecting the input vector of the matrix equation. The maximum 
time-step size for a given discretization and excitation wave frequency can be 
determined by the Courant criterion, cAt/AS < 1, where At and AS denote respectively 
the time-step and facet sizes. This criterion has been tested numerically in the context 
of the second-order diffraction problem, and has been found to provide reasonable 
estimates (Isaacson and Cheung, 1991). 

3. EXPERIMENTAL SET-UP AND PROCEDURE 

In order to verify the present numerical model, a series of physical experiments 
were performed at the Hydraulics Laboratory of the National Research Council of 
Canada. The experiments were carried out in a flume of dimensions 1.2 x 1.2 x 67 m. 
A beach of uniform slope 1:25 was located at one end of the flume, and consisted of a 
sub-layer of coarse sand covered by a 10-cm layer of sharp stones (2-3 cm). Earlier 
measurements of wave reflection by the beach indicated that the reflection coefficient 
was below 5% over the wave frequency range 0.3 to 1.3 Hz. However, long waves 
with a frequency range 0.04 to 0.05 Hz encounter a relatively high degree of 
reflection, corresponding to reflection coefficients of the order of 40 to 50%. 

The flume is equipped with a hydraulically driven wave generator which was 
operated in piston mode only. In the experiments described here, waves were 
generated in a water depth of 0.7 m and the free surface elevations at 12 different 
locations along the flume were monitored using twin wire capacitance wave probes. 
Data acquisition and analysis were performed using the Generalized Experiment 
control and Data Analysis Package (GEDAP; Miles and Funke, 1989) and the Real- 
Time Control (RTC) software packages (Crookshank, 1989). These allow all required 
probes to be sampled simultaneously. The sampling rate was chosen to be 0.05 sec, 
while the total sampling time for a typical test was chosen to be 100 sec. 

4. RESULTS AND DISCUSSION 

In the numerical and experimental results presented, a generator surface extending 
from the flume floor to the water surface has been adopted (i.e. h = 0 in Fig. 1) and 
the piston mode of the generator motion has been applied (i.e. 9 = 0). The 
computation was performed on an IBM 3090/150S computer at the University of 
British Columbia and double precision was used throughout. The variations of the 
free surface profiles in time and space are presented and the propagation characteristics 
of various transient wave trains are described. For the case of an irregular wave 
packet, simulated nonlinear free surface elevations at twelve different locations along 
the flume are compared with experimental results. 

In the development of a regular or bichromatic wave train, there is a continuous 
influx of energy from the generator. In order to avoid an abrupt initial condition and 
allow a gradual development of the wave field, the periodic generator displacement is 
multiplied by a modulation function Fm such that the generator develops its motion 
gradually from zero to the prescribed amplitude over a specified modulation time Tm. 
For the case of regular wave diffraction to second order, testing by Isaacson and 
Cheung (1991) has indicated that, as a suitable choice, Tm may be taken to be equal to 
a typical wave period. 
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4.1   Regular Wave Train 

Prior to an examination of results for irregular waves, the development and 
propagation of a regular wave train in time and space are first examined. For the case 
considered, the wave generator undergoes a sinusoidal displacement defined by 
8(t) = A sin(cot) Fm, where co = 2TC/T is the angular frequency, T is the wave period 
and A is the amplitude of the generator displacement. For a given wave frequency and 
water depth, the value of A can be related to the wave height by linear wave generation 
theory. Figs. 2 and 3 show the variations of the linear and nonlinear free surface 
profiles in space and time respectively. The incident wave conditions correspond to kd 
= 2 and H/L = 0.08, where k, H and L are respectively the wave number, the wave 
height and the wavelength of the resulting regular wave train. In the figures, A = H/2 
is the wave amplitude. To ensure stability of the simulation, the facet and time-step 
sizes were taken respectively as AS = L/30 and At = T/60, which correspond to a 
Courant number, cAt/AS = 0.5. 

Fig. 2 shows linear and nonlinear free surface profiles along the flume at selected 
instants. At t = 0, the initial condition corresponds to still water everywhere in the 
computational domain. With the imposition of the generator motion over the first 
cycle, incident waves are gradually generated and propagate away from the generator 
at the corresponding group velocity. A steady state solution is developed near the 
generator after the first cycle, while the flow further from the generator takes 
somewhat longer to reach a steady state. It is noted that the initial waves of the wave 
train are unsteady with elongated lengths and smaller amplitudes, and appear to 
propagate at faster speeds. Without a radiation condition applied at the control surface, 
the reflection of these elongated initial waves would affect the flow near the test section 
well before a steady state solution has been developed. 

Fig. 3 shows the time histories of the linear and nonlinear free surface elevations 
at four different locations along the length of the flume. For the location nearest to the 
wave generator, a stable steady-state solution for the free surface elevation is obtained 
for the entire period of simulation after a short duration of transient effects. Further 
down the flume, the duration of transient effects increases, and the initial waves are 
found to have longer periods as indicated above. It is also observed that a modulation 
is induced to the initial portion of the wave height envelope for the records at locations 
far away from the wave generator. At the last record, corresponding to a location 7 
wavelengths away from the generator, a slight fluctuation of the free surface elevation 
is observed immediately after the modulation. These phenomena of wave front 
modulation and fluctuation have been examined analytically and similar results have 
been discussed by Mei (1983). 

The numerical data also indicates that a system of second-order free waves at 
twice the incident frequency is also generated at the wave generator and propagates 
into the computational domain at the corresponding group velocity. These high 
frequency free waves are due to nonlinear interactions between the second-order free 
surface and the wave generator, and have also been observed in laboratory tests. 
Generally, the amplitude of these second-order free waves is small and does not have a 
significant effect on the overall wave profile. Since the numerical model is based on a 
second-order approach, the most obvious nonlinear effect in a regular wave train is to 
give rise to wave profiles with steeper crests and flatter troughs, whereas nonlinear 
effects on the celerity and group velocity are of higher order and cannot be reproduced 
here. 
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4.2 Bichromatic Wave Train 

A bichromatic wave train at first order is composed of two primary harmonics 
propagating independently of each other, and each with a behaviour identical to a 
regular wave train. At second order, cross-interactions between the two harmonics 
give rise to a wave field which is modified to a greater extent. 

Figs. 4 and 5 show the development of a bichromatic wave train in space and time 
respectively. The driving signal of the bichromatic wave train is obtained by adding a 
side-span harmonic signal to the excitation described in Section 4.1, such that the 
resulting signal is given by 5(t) = A [sin(cot) + sin(0.8cot)] Fm. Similar to the regular 
wave train, the bichromatic wave train develops its steady state solution rapidly. In 
Fig. 4, after a steady state solution has been developed, the same free surface profile 
repeats itself at an interval of 5T near the generator, which corresponds to the beat 
frequency of the signal. The free surface profile is also shown to repeat itself along 
the flume at a fixed interval. In Fig. 5, the time histories of the free surface elevation 
at selected locations along the flume are found to be virtually identical after an initial 
duration of a transient signal, which is greater for locations further along the flume. 

Nonlinear effects associated with the super-harmonic interactions are indicated in 
Figs. 4 and 5 at locations where the amplitude of the free surface elevation is high, 
giving rise to steeper crests and flatter troughs than the linear theory predictions. 
However, a more careful inspection of the numerical results also indicates the presence 
of a second-order sub-harmonic component, which is phase-locked to the wave group 
structure, with troughs beneath the high waves and crests in between the wave groups. 
In addition, low-frequency spurious free waves which are generated nonlinearly 
through the second-order boundary conditions are also present in the numerical 
solution. Although the amplitudes of these second-order components are generally 
small, the correct reproduction of the second-order wave field is critical in the testing 
of systems with relatively low natural frequencies. Such considerations have given 
rise to research into the development of suitable second-order control signals 
(e.g. Barthel et al., 1983). 

4.3 Regular Wave Packet 

The examples studied so far represent a steady-state influx of energy at the wave 
generator. Despite a short duration of transient effects associated with the propagation 
of the initial waves, a steady-state solution near the wave generator can be developed 
rapidly in time and space. To further illustrate transient effects in wave propagation, 
the development a regular wave packet is considered here. 

The modulation function applied to the regular and bichromatic wave trains is 
modified to incorporate a gradual decline from unity to zero during the fourth cycle. 
The regular wave packet is then generated by applying this modulation function to the 
regular wave signal described in section 4.1. Figs. 6 and 7 show the development of 
the regular wave packet in space and time respectively. In Fig. 7, immediate adjacent 
to the generator at x/L = 1, the amplitude of the wave packet is quite uniform and 
corresponds to that of a regular wave train. Further away from the generator, the 
amplitude of the packet increases slightly and then decreases gradually with time and 
distance away from the generator. The decrease in wave amplitude is associated with 
an increase in the length of the wave packet as the energy is dispersed to a greater 
extent. 
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Despite the changing wave amplitude, the period and wavelength in the core of the 
wave packet remain relatively constant. In addition to the elongated initial waves, a 
trail of short waves is also observed to lag behind the packet. Nonlinear effects 
associated with the superharmonics are more obviously observed, especially at 
locations of high waves. Due to the decrease in wave amplitude, nonlinear effects also 
decrease with distance away from the wave generator. On the other hand, the forced 
and free sub-harmonic components associated with the wave packet is not clearly 
observed here. 

4.4   Irregular Wave Packet 

To verify the present numerical procedure, the model has been applied to the 
simulation of a wave flume experiment performed at the Hydraulics Laboratory of the 
National Research Council of Canada. The experiment was carried out with a still 
water depth of 0.7 m. The generator was operated in piston mode and was used to 
generate an irregular wave packet by applying the generator displacement time history 
shown in Fig. 8. A spectral analysis of the displacement time history indicated two 
dominant peaks at 0.48 and 0.64 Hz. For the specified water depth of 0.7 m, these 
two frequency groups correspond to relative water depths kd = 0.92 and 1.32 
respectively, and to celerities c = 2.30 and 2.12 m/s respectively. In the numerical 
model, the time-step and facet sizes were selected as 0.025 sec and 0.1 m respectively. 
On the basis of the Courant criterion, these values correspond to the capability of 
simulating celerities of up to about 4 m/s. 

The measured and simulated nonlinear free surface elevations at twelve different 
locations along the flume are plotted as functions of time in Fig. 9. In general, 
comparisons between the numerical and experimental results indicate good agreement 
with respect to both the amplitude and phase, except for the portions of the records 
after the occurrence of the maximum amplitude. This may possibly be due to wave 
breaking that occurred near the generator in the experiment after the highest wave was 
generated. The discrepancies are first observed in the record corresponding to a 
location 4.11 m from the generator, with the simulated free surface elevation found to 
be higher than the measured elevation near time t = 25 sec. These differences appear 
to spread to a greater extent in the records for locations further down the flume. The 
discrepancies between the simulated and measured free surface elevations appear to be 
in the form of high frequency waves which travel at slower speeds, and appear to 
affect the later part of the records more significantly. 

Even though the high and low frequency components in the applied displacement 
function are generated simultaneously, in the results presented the lower frequency 
components with higher amplitudes and celerities propagate ahead of the higher 
frequency components, so that the randomness of the wave profiles as shown in Fig. 
9 appears to decrease with time. Although the frequency content of the entire record 
(100 seconds long) measured at various locations along the flume remains basically the 
same, the time-histories of the free surface elevations at different locations as shown in 
Fig. 9 are modified more significantly. Since components of similar frequencies 
propagate at approximately the same speed, after a long duration of simulation the free 
surface profile and elevation are characterized by a series of beat phenomena with 
successive frequencies and amplitudes. The overall decline in wave amplitude with 
distance from the generator is partly attributed to the segregation of the different 
frequency components and partly to the amplitude dispersion of a wave packet as 
discussed in section 4.3. 
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In addition to predicting the linear and nonlinear wave fields, the present 
numerical model provides a useful alternative approach in the study and analysis of the 
various transient, nonlinear wave phenomena. A potential application of the method is 
to the calculation of suitable first and second-order generator control signals which 
may be required prior to carrying out particular flume tests. 

5.    CONCLUSIONS 

A time-domain second-order method for the simulation of transient, nonlinear 
wave propagation in a flume is summarized. The boundary conditions are satisfied to 
second order by a time-stepping procedure, and the field solution at each time step is 
obtained by an integral equation method based on Green's theorem. Since the 
boundaries are invariant in time, the solution to the matrix equation obtained through a 
discretization of the integral equation is required only once and can be applied to 
different time histories of generator motion. The method is applied to a study of the 
transient propagation of various wave trains and wave packets. 

Free surface profiles along the flume and time histories of the free surface 
elevation are obtained for a regular wave train, a bichromatic wave train, and regular 
and irregular wave packets. For the case of a regular wave train, the numerical model 
is shown to be stable and robust, and is capable of maintaining a steady state condition 
for a sufficiently long duration of simulation. The propagation of a bichromatic wave 
train is similar to that of a regular wave train, but includes an additional second-order 
sub-harmonic component. The propagation of the regular and irregular wave packets 
is found to be unsteady and transient, given its varying wave profile along the length 
of the flume. For the case of an irregular wave packet, time histories of the water 
surface elevation along a wave flume are compared with those predicted by the 
numerical model and these indicate favourable agreement. Second-order effects in 
transient wave propagation have been highlighted and potential applications of the 
second-order wave model are indicated. 
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Fig. 2. Free surface profiles along the wave flume at various instants for a regular 
wave train. , linear solution;  , nonlinear solution. 
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Fig. 4. Free surface profiles along the wave flume at various instants for a bichromatic 
wave train. , linear solution; , nonlinear solution. 
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Fig. 8. Time history of wave generator displacement (piston mode) for an irregular wave 
packet. 
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CHAPTER 10 

Irregular Wave Transformation Processes in Surf and Swash Zones 

Daniel T. Cox1, Nobuhisa Kobayashi1 and Andojo Wurjanto2 

ABSTRACT: A frequency-domain model is developed for elucidating the 
nonlinear transformation processes of the Fourier amplitudes and phases of 
normally incident random waves in surf and swash zones. The vertically- 
integrated continuity and momentum equations which have been used to describe a 
turbulent bore on a beach are rearranged to derive the equations expressing the 
cross-shore variations of the Fourier components of normally incident random 
waves. The derived equations are solved numerically using forcing terms 
computed from a previously developed time-domain model. The frequency- 
domain model attempts to quantify the importance of the nonlinear forcing due to 
the cross-shore variations of instantaneous radiation stress and bottom shear stress 
as well as the seaward boundary condition related to incoming low frequency 
waves for generating two-dimensional surf beat in the surf and swash zones. 

Introduction 
The quantitative understanding of the transformation processes of breaking or broken 
irregular waves is essential for predicting wave-induced currents and sediment 
transport in the surf and swash zones. A number of researchers {e.g., Guza and 
Thornton, 1985) have observed that the low-frequency wave components are 
dominant near the shoreline of gently sloping beaches. The mechanisms by which 
these oscillations are generated is not fully understood. Guza and Thornton (1985) 
explained their observations with a standing wave model on the basis of correlations 
of the incident wave to measured free surface elevations and velocities in the 
nearshore region. Their analysis was inconclusive, however, regarding the detail 
mechanisms by which the incident wind waves are modulated to produce the low 
frequency motions. Symonds et al. (1982) explained the generation of low frequency 
waves with a time-varying breakpoint model; that is, fluctuations in surf zone width 
and wave setup lead to the surf beat motions. This model results in a standing wave 
shoreward of the breakpoint and a progressive wave radiated seaward. More 
recently, List (1992) proposed a model for two-dimensional surf beat to separate the 
contributions to the low frequency band by the bound long wave of the wave group 
envelope and the breakpoint-forced long wave. 

In the work presented herein, a frequency-domain model is developed to quantify 
the importance of the nonlinear forcing due to the cross-shore variations of 

1 Center for Applied Coastal Research, Department of Civil Engineering, University of Delaware, 
Newark, DE 19716 
2 Department of Civil Engineering, Bandung Institute of Technology, Jalan, Ganesha 10, Bandung 
40132, Indonesia 
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instantaneous radiation stress and bottom shear stress as well as the seaward 
boundary condition related to incoming low frequency waves. 

First, the time-domain model (TDM) is briefly introduced, including the 
specification of the incident wave train at the seaward boundary. Next, the computed 
results are compared with the measured data of Cox et al. (1991) to show that the 
TDM reasonably predicts the cross-shore variation of the free surface oscillation in the 
shoaling and surf zones, including the generation of the low-frequency components as 
well as the shoreline oscillation on a mild slope for irregular waves. The formulation 
of the frequency-domain model (FDM) is presented in detail, including the model 
domain, governing equations and boundary conditions. The continuity and 
momentum equations used in the TDM are rearranged to obtain a linear ordinary 
differential equation for each Fourier component with nonlinear forcing terms 
resulting from the interaction of Fourier components. The linear boundary value 
problem for each harmonic is solved using the nonlinear forcing terms computed by 
the TDM to avoid solving nonlinear simultaneous equations for Fourier amplitudes 
and phases. The computed cross-shore variations of low-frequency Fourier 
amplitudes and phases of the FDM are shown to match those of the TDM. The FDM is 
then used to examine the effects of each of the nonlinear terms as well as the seaward 
boundary condition related to incoming low-frequency waves. 

Time-Domain Model 
A numerical model based on the nonlinear shallow water equations including the 
effect of bottom friction (Kobayashi et al., 1989) is probably the simplest one- 
dimensional, time-dependent model for predicting the nonlinear time-dependent 
irregular wave characteristics in the surf and swash zones. Kobayashi and Wurjanto 
(1992) showed that the TDM could predict available field data on shoreline 
oscillations fairly well. Moreover, Wise et al. (1991) compared the numerical model 
with the laboratory data of Roelvink and Stive (1989) and obtained reasonable 
agreement except for undertow and odd velocity moments probably because the 
model does not account for the vertical velocity variation and is not accurate enough 
to predict small values of the odd moments. 

Cox et al. (1991) conducted a hydraulic model test in a wave flume to obtain 
detailed data on the cross-shore variations of the free surface oscillations and 
shoreline oscillation on a 1:20 smooth impermeable slope. Six wave gages were 
positioned in the shoaling and swash zones at d'= 15.0, 12.5, 10.0, 7.5, 5.0 and 
3.0 cm, where a" is the depth below the still water level (SWL). Additionally, a runup 
meter provided the time series of the shoreline oscillations. The target spectrum was 
based on the Pierson-Moskowitz spectrum, and the waves were generated without 
regard to nonlinear effects or wave reflection. The data were collected at a sampling 
interval of 0.04 s with a duration sufficient to include roughly 600 waves. 

The seaward boundary of the time-domain model was taken at the location of the 
most seaward gage at d'= 15.0 cm, immediately outside the breaker zone. The TDM 
requires that the incident wave time series and not the total time series be specified, 
where reflection can be significant even for mild slopes, particularly at the lower 
harmonics. The standard spectral technique of separating incident and reflected 
waves using an array of gages was not employed since the experiment was originally 
intended for other purposes (Cox et al., 1991). Instead, the incident wave train to be 
specified was determined by an iterative technique based on a modification of the 
measured time series at a" - 15.0 cm as follows. From previous work on this data set, 
it was estimated that the reflection coefficient was near unity for harmonics less than 
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half of the peak frequency and near zero for harmonics greater than half of the peak 
frequency. As a first approximation, the Fourier coefficients of the measured time 
series were modified as follows: 

[-*= an ; n=l, 2,.... Npl2 \~ bn ; n=l, 2,.... Np,2 

(an)mod = 1 and   (bn)mod = \ 

U„ ;    n=Np/2 +1,..., Nnyq ib„ ;    n=Np/2 +1,..., #w 

where a„ and b„ are the real and imaginary parts, respectively, Npi2 indicates the 
harmonic corresponding to half of the peak frequency, and Nnyq indicates the 
harmonic corresponding to the Nyquist frequency. The modified time series, 77 'mod, 
was recovered by an inverse Fourier transform. To begin the iterative procedure, the 
modified time series 77 'mod was specified as the incident wave time series, rj ';. For 
subsequent iterations, the computed reflected wave time series was subtracted from 
the assumed (modified) wave time series to obtain the new incident wave time series. 
After the second iteration, an incident wave time series was obtained that when added 
to the computed reflected wave time series nearly equaled the total measured time 
series at d' = 15.0 cm. This incident wave time series after the second iteration is 
used in the following. 

The reference wave height, H', and period, T', for normalization of the TDM 
computations (Kobayashi and Wurjanto, 1992) were chosen as H' = 6.094 cm and 
T' = 1.72 s, respectively, based on the spectral estimate of the significant wave height 
and spectral peak period of the incident wave train, T7i = Tfi'/H', at the seaward 
boundary. The prime denotes a dimensional quantity unless otherwise stated. The 
duration of the time series specified to the TDM was -20< t S 520, where t is the time 
normalized by t-t'IT' and f=-20 is the start of the computation. To eliminate 
transitional effects in evaluating the TDM and FDM, the initial part of all the time 
series was truncated for -20 < t < 0. All spectral calculations in this paper are based 
on the truncated time series for 0<f<520. The corresponding band width of the 
normalized frequency,/*, is A/*= .00192, where/* = 1 corresponds to the spectral 
peak of the incident wave spectrum. The spectra presented herein are smoothed using 
ensemble averaging to give 40 degrees of freedom and corresponding band width of 
A/&-.0384. 

The friction factor,/', is the only empirical parameter specified to the TDM. The 
value /'= 0.01 was used in the computed results presented herein. The model was 
not sensitive to/' for the range 0.01 </'<0.05 for most of the shoaling and surf 
zones, although it did have some effect in the swash zone where frictional effects are 
noticeable (Kobayashi and Wurjanto, 1992). 

Figs, la to If compare the normalized spectral densities, S,,, of the measured and 
computed free surface elevation, 77, plotted for the frequency range A/j*, </* < 3.5 at 
the six locations in the shoaling and surf zones. The normalized horizontal 
coordinate, x, is defined as x=x'/(T'VgH'), and the still water shoreline is at 
x= 2.26. The agreement in Fig. la, located at the seaward boundary, indicates the 
necessity and partial justification of the iterative technique to specify the incident 
wave train. It is noted that the computed results using the measured time series as the 
incident wave train showed an overprediction of the lower harmonics by a factor of 
roughly two in a figure similar to Fig. la. Figs, lb to If show that the TDM can be 
used to predict the free surface oscillations of irregular waves over a mild slope, 
including the low frequency components. The disagreement in Figs, le and If in the 
low frequency components may be partly due to the measurement difficulties at small 
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water depths. Fig. 2 shows the measured and computed cross-shore variation of 
setdown or setup,7), as well as the node locations where the TDM output was stored. 
The storage of the TDM output is discussed in further detail in the next section. 

Fig. 3 shows the normalized spectral densities, Sz, of the measured and computed 
shoreline elevation above SWL for the range A^</*<3.5. The shoreline 
oscillations are well predicted by the TDM over the entire frequency range of interest, 
and Fig. 3 shows the dominance of the low-frequency motion. The friction factor 
/'= 0.01 is used for Fig. 3, and the computed shoreline oscillations for/'= 0.02 and 
0.05 were somewhat smaller than that shown in Fig. 3. 

Frequency-Domain Model 
A frequency-domain model for normally incident irregular waves on a beach of 
arbitrary geometry but alongshore uniformity is developed herein to examine the 
nonlinear wave interactions and elucidate the generation mechanisms of low- 
frequency waves in the surf and swash zones. The FDM is based on the same 
continuity and momentum equations as the TDM of Kobayashi and Wurjanto (1992). 
These equations, where the primes indicating the dimensional variables are omitted 
for brevity, are rearranged as 

^^ + ^ = 0 (i) dt OX v ' 

dq^   Td(T}-r\) drj        -drj   dS   % n. 

with 

S = qu + \g(n-ri)2 (3) 

and 

%=2pf'\u\u (4) 

where t = time; x = horizontal coordinate taken to be positive in the landward 
direction; 77 = free surface elevation above the SWL; q = volume flux per unit width; 
g= gravitational acceleration; h = total water depth given by h = (r)+d) with d= water 
depth below the SWL; u = depth-averaged horizontal velocity defined as u-qlh\ 
Xb = bottom shear stress; p = fluid density; and/' = empirical bottom friction factor. 
The overbar in Eqs. 1-3 denotes time averaging. S jlefined by Eq. 3 may be termed 
the instantaneous cross-shore radiation stress since S is the usual radiation stress for 
the adopted momentum equation (Kobayashi et al., 1989). The time-averaged 
continuity equation obtained from Eq. 1 yields q = 0. The time-averaged momentum 
equation obtained from Eq. 2 is the standard equation used to predict the wave setup 
7} where % is normally neglected. % is retained herein since the computed low- 
frequency wave motions in the swash zone may be sensitive to the bottom friction. 
Subtraction of the time-averaged momentum equation from Eq. 2 yields 

dR+*x<>Mz3.+ f,lr.   nil-   2<2=A    ^LZ% » 
dt+gh     dx     +s{rl-r1)dx--    dx     '    p 

(5) 

If the water depth h below the mean water level is known, Eqs. 1 and 5 are linear in 
terms of the oscillatory components (77 - r\) and q with zero mean except for the 
nonlinear terms on the right hand side of Eq. 5, which account for the wave-wave 
interaction effects. 
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MEASURED        COMPUTED 
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Figure 1:  Smoothed spectral densities of normalized free surface elevation, rj, as a 
function of normalized frequency,/*, at six locations. 
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The time series q, t], S and % represented by v(t,x) in the following equation are 
expressed as Fourier series, viz., 

N 

v(tjc) = v + X { Re[v„(x)] cos(co„ f) + Im[v„(x)] sin(G>„ t) } (6) 
n=l 

in which v„(x)= complex Fourier coefficient with Re and Im indicating the real and 
imaginary parts of vn ; con= angular frequency where (On = 2nn A/*, for n = 1, 2,..., N 
and A/* is the frequency band width without any smoothing; and N is the number of 
harmonics. For the FDM proposed herein, Eqs. 1 and 5 are rewritten in terms of the 
complex Fourier coefficients as follows: 

-«flV7»+%=0 (7) 

Tdr]n dr)       dSn   Zn ... 

Eliminating q„ from Eqs. 7 and 8 gives 

rd2r]n      d(h+r\) dr]n        2      d
zJ). d fdSn    rn\ 

zhl^ + z^W + (a"+Zd¥-)rin = -dx{l£+-}        <9> 
The resulting ordinary differential equationfor each harmonic is solved using h(x) 
and the complex Fourier coefficients of (S-S) and (TJ,- fj,) obtained from q(tjc) and 
h(tjc) = [d(x)+ri{t,x)\ computed by the TDM. As a result, the FDM in this paper is not 
an independent model but supplements the TDM in interpreting the computed results. 
For the boundary conditions, (77 -rf) is assumed to be given at the seaward boundary 
x = 0, while (77 - 77) is taken to be zero at the location of h = 0. Since h > 0 in the 
region wetted by water, h approaches zero asymptotically such that h = 0 at the 
maximum runup location during the specified computation duration. This 
formulation allows the FDM to be evaluated throughout the swash zone, past the still 
water shoreline (SWSL) to the point of maximum runup, i.e. from x- 2.26 to x = 3.46 
in the subsequent figures. Further, Eq. 9 can be solved efficiently using a finite 
difference method of constant grid spacing and a tridiagonal matrix solver (e.g., Press 
et al, 1989). 

The TDM was run twice. First, the model was run to locate the furthest node 
wetted by water and to determine the locations of the nodes where the output of q(t) 
and h(t) should be stored with the same sampling rate as the data collection. For the 
work presented here, there were 461 computational nodes in x with a spatial 
resolution of Ax= 0.00752. The model was run a second time storing q(t) and h(t) at 
every four nodes or 116 locations as shown in Fig. 2. Cubic splines were used to 
interpolate the numerical output from 116 to 461 nodes, and a standard IMSL 
subroutine was employed to compute the derivatives in Eq. 9. 

To evaluate the FDM, a large number of harmonics were chosen from the low- 
frequency band. The computed results for/* = 0.198 and/* = 0.258 are shown as 
examples in the following. The frequency f* = 0.198 represents a harmonic for 
which x= 0 appears to be an antinode of the cross-shore variation of 1%!; and the 
frequency/* = 0.258 represents a harmonic for which x= 0 is nearly a node. It is 
noted that the FDM did not agree with the TDM for frequencies higher than about 
/* = 0.3, probably due to difficulties in computing the cross-shore derivatives of the 
instantaneous radiation stress at higher frequencies. In the figures to follow, 
comparisons are made of the magnitude \rjn\ and phase, 6n, where Eq.6 for t](t,x) is 
rewritten 
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JV 

ti(tjc) = r\(x) + JJrin(x)\ cos[«)„ t +6n(x) ] (10) 

with 

\r\n\* {Re[r7„(x)P + Im[77„W]2}2 (11) 
and 

, f-Im[7?„(x)]| (1 gH = tan-M   """'"— 
I Re[Jj„(x)] 

where Eq.12 is computed such that -n<Qn< n. 
Fig. 4 shows the cross-shore variation of \r\n\ and 6n from the TDM and FDM 

solutions with the measured data for (a)/* = 0.198 and (b)/* = 0.258. The ability of 
the TDM to simulate the free surface elevations of irregular wave in the surf and 
swash zones is further exemplified by the agreement between the TDM solutions and 
measured data. It is emphasized that the TDM and FDM yield continuous solutions 
landward of the SWSL located at x= 2.26. The agreement between the TDM and FDM 
solutions shows the ability of the FDM to compute the free surface variation of lower 
harmonics from the nonlinear forcing of the radiation stress and bottom shear stress 
terms calculated by the TDM. In Fig. 4a, the seaward boundary, x = 0, appears to 
correspond to an antinode of the free surface for a standing wave in the nearshore, 
with a phase shift of n at the nodal location near x= 1.3. Similarly, Fig. 4b shows 
that the TDM, FDM and measured data are in good agreement. Further, the seaward 
boundary nearly corresponds to a node of the free surface but the non-zero value of 
\i]n\ and gradual phase shift nearx= 1.8 indicates that the low frequency motions are 
not purely standing in the inner surf zone. The FDM was reformulated to solve for the 
volume flux, q„, instead of the free surface displacement, T]n, from Eqs.7 and 8. The 
reformulation was also intended to examine the sensitivity of the solutions to the 
number of differentiations of Sn and %n with respect to x. Solutions for the cross- 
shore variation of the magnitude \qn\ and its phase Bn from the TDM and FDM for 
f* = 0.258 are shown in Fig. 5. Figs. 4b and 5 further exemplify the apparent 
standing wave pattern with nodes of the volume flux corresponding to antinodes of 
the free surface displacement. 

To assess the importance of the nonlinear forcing terms on the right hand side of 
Eq. 9, the magnitudes of the instantaneous radiation stress and bottom shear stress are 
examined. Fig. 6 shows the cross-shore variations of \Sn\ and ltnl for input to FDM 
for (a)/* = 0.198 and (b)f* = 0.258. The maximum value of instantaneous radiation 
stress occurs in the breaker zone while the bottom shear stress may become as large 
as the radiation stress in the swash zone. The oscillations in Fig. 6 are probably 
caused by the spurious numerical oscillations in the TDM. 

A primary purpose of the FDM is to assess the relative importance of the seaward 
boundary condition and the nonlinear forcing terms. Fig. 7 shows the cross-shore 
variations of l77«l and 9n from the FDM for the solutions without and with 
modifications to the seaward boundary condition and to the nonlinear forcing for (a) 
f = 0.198 and (b)/* = 0.258. In Fig. 7a, the FDM solution modified by specifying 
rjn = 0 at x = 0, is greatly affected since x = 0 corresponds to the antinode. 
Interpretation is somewhat limited, however, because both incident and reflected 
waves are affected by this boundary condition. It is interesting to note that this 
solution in the swash zone for x S 2.5 is not affected by the boundary condition at 
x = 0, suggesting the dominance of the nonlinear forcing terms in the swash zone. 
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This result is consistent with all other lower harmonics examined. The FDM solution 
modified by zeroing both of the nonlinear forcing terms is basically unaffected except 
in the swash zone. This implies that the wave motion at/* = 0.198 is essentially a 
standing wave except in the swash zone. In Fig. 7b, the FDM is modified similarly for 
f* = 0.258. Because x = 0 roughly corresponds to a node of the free surface, the 
solution is affected only slightly by imposing the condition TJ„ = 0 at x = 0. It is 
noted that the solution in the swash zone for x > 2.5 is unaffected by the seaward 
boundary condition. By zeroing the nonlinear forcing terms, \r)n\ is reduced, but the 
basic standing wave pattern is apparent with only a slight shifting of the nodal 
location near JC = 1.8. As a whole, Fig. 7 suggests that the wave motion in the swash 
zone is dominated by the nonlinear forcing rather than the seaward boundary 
condition and that the relative importance of these two throughout the surf zone 
depends on the frequency. 

In a further attempt to quantify the relative importance of the radiation stress and 
bottom shear stress, the FDM is evaluated with modifications to these two terms 
separately. Fig. 8 shows the cross-shore variations of \r)n\ and 6n from the FDM for 
the three solutions without and with modification to the Sn and xn terms. Fig. 8a for 
f* = 0.198 shows that the forcing terms do not affect the solution much, consistent 
with Fig. 7a. Hence, the solutions for Sn = 0 or xn =0 are similar except that Sn 

seems to be the more important of the two in the swash zone. Fig. 8b for/* = 0.258 
shows that the forcing terms individually increase the magnitude \r\n\ over most of the 
surf zone, whereas in Fig. 7b their combined effect is to reduce the magnitude \r]n\ by 
roughly a factor of two. Additionally, Fig.8b shows that T„ affects the magnitude 
\r\n\ but not the phase 6n . For this frequency, Sn affects the phase 6n somewhat 
more. 

Conclusions 
Accurate prediction of the low-frequency motions in the surf and swash zones 

requires specification of incident low frequency waves immediately outside the 
breaker zone. At present, no reliable theory is available to predict incident bound 
long waves immediately outside the surf zone except for the simplified model by List 
(1992). The TDM was shown herein to predict the temporal and cross-shore 
variations of the free surface elevation in the surf and swash zones fairly well; 
however, it does not reveal how and where low-frequency waves are generated or 
transformed in the surf and swash zones. Additional analyses are hence needed to 
interpret the computed results. The FDM was proposed to elucidate the nonlinear 
transformation and generation processes of the low-frequency waves in the surf and 
swash zones. Important to the formulation of this model was the use of h, 
eliminating the singularity problem of the free surface elevation in the swash zone. 
The limited computation for one test run suggests that the low-frequency wave 
motions in the surf and swash zones appear to be standing waves, qualitatively 
consistent with the field data and analysis of Guza and Thornton (1985), but modified 
by the forcing terms associated with the instantaneous radiation stress and bottom 
shear stress. The degree of modifications depends on specific frequencies. 
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CHAPTER 11 

Numerical Modelling of Waves and 
Currents with regard to 

Coastal Structures 

M. Fischer 
J. Juhl 

E.B. Rasmussen1 

Abstract 

This paper describes a two-dimensional numercial 
model capable of simulating non-stationary flows. 
Special emphasis has been put on wave motion on and in 
porous structures, e.g. a rubble mound breakwater. Com- 
parisons of numerical simulations with analytical sol- 
utions and model test results have confirmed the appli- 
cability of this model for studies of waves and 
currents with regard to coastal structures. 

Introduction 

In the past coastal structures such as breakwaters 
mainly have been studied by means of physical modelling 
and simplified numerical calculations. Recent develop- 
ments in numerical techniques and methods, however, 
have implied that advanced numerical tools may be 
adopted in such studies. These numerical models dedi- 
cated to coastal structures are still in their infancy 
but likewise other branches of the hydraulics it is 
envisaged that numerical models will play an increasing 
role in future studies. 

In the present paper, a special 2D (x-z) version 
of Danish Hydraulic Institute's three-dimensional model 
is described. Details on the three dimensional model 

Danish Hydraulic Institute, Agern Alle 5, 
DK-2970 Horsholm, Denmark 

170 
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adapted here are given in Rasmussen et al. The x-z ver- 
sion is designed especially for flow with regard to 
coastal structures and porous media. The numerical 
model is based on the Reynolds-averaged Navier-Stokes 
equations and the equation for conservation of mass. 
The equations are discretized into a finite difference 
scheme imposed on a rectangular, space-staggered grid. 
The finite difference equations are solved through a 
non-iterative ADI (Alternating Directions Implicit) 
technique using the artificial compressibility method. 

The energy loss due to both laminar and turbulent 
effects in porous media is included through the Forch- 
heimer equation. Furthermore, an inertia term has been 
included in the Forchheimer equation for the case of 
non-stationary flow. 

The free surface boundary in the model has been 
described applying a subgrid modelling in which the 
instantaneous position is calculated for each time step 
by use of linearized momentum equations and kinematic 
boundary conditions. This implies that the computa- 
tional domain varies from time step to time step. 

The numerical model is applicable to a large range 
of both dynamic and stationary flow problems with 
regards to coastal structures such as flows in break- 
waters consisting of layers with different porosity, 
flows through and/or beneath dams and stability of 
slopes etc. protected by impermeable surface layers 
likewise. 

Model simulations have been compared with both 
analytical solutions and physical model tests. 

Description of Flows in Porous Media 

It is common to apply a macroscopic point-of-view 
of a porosity layer by describing the porous matrix 
through characteristic constants. These properties are 
related both to the fluid and to the granular material 
in order to describe the penetration of the fluid. This 
implies that the basic problem is reduced to establish 
a relation between the pressure gradient and the bulk 
velocity. 

It can be argued as to whether this description is 
suitable or a microscopic point-of-view is needed. How- 
ever, such an approach would imply the necessity of a 
description of each stone with connected geometry and 
roughness factors. Furthermore, highly sophisticated 
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turbulence descriptions would be required. This leads 
to unrealistic demands to both model set-up for a simu- 
lation of flow in porous media and to the performance 
of the model itself, since the computational grid 
should be very fine in order to produce the required 
resolution of the geometry. 

A breakwater normally consists of three porous 
layers, i.e. core, filter, and armour layer. This 
implies the necessity of a porosity description, in 
which multiple layers with different properties can be 
specified. Physical model tests have shown the necess- 
ity of a description of the energy dissipation includ- 
ing both laminar and turbulent flow as well as energy 
dissipation due to dynamic effects. 

The relation between the bulk velocity, u, and the 
pore velocity, V, is given by 

u = V-n 

where n is the porosity. 

Forchheimer equation 

The Forchheimer equation consists of two terms 
expressing the hydraulic gradient due to both laminar 
and turbulent flow, respectively 

i = a-u + b-u2 

where, 
i is the hydraulic gradient 
a is the laminar dissipation factor 
b is the turbulent dissipation factor 

Since the linear term, a, accounts for the laminar 
effects, it depends on the viscosity. The non-linear 
term, b, represents the fully turbulent flow and is 
only dependent on the granular matrix material. 

Several relationships of a and b have been pro- 
posed in the literature, of which many have been based 
on a dimensional analysis. In the presented model the 
relationship proposed by Engelund has been adopted. The 
laminar and turbulent dissipation terms are described 
by the constants a and b: 
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,-,.<i-*>3-v 
n2gd2 

b=  p (1-n) 

where 
v  is the viscosity of the fluid 
g is the gravity 
d is the stone diameter 
a is an empiric constant 
|8 is an empiric constant 

The formulation of the hydraulic gradient pres- 
ented above is only valid for a steady state flow. A 
model for unsteady flow would be to add a time depend- 
ent term to the Forchheimer expression 

i = a-u + b-u2 + c-^i 
at 

The factor c can be expressed in the following 
way: 

where j  is the inertia coefficient. 

Implementation of porosity description 

The model presented solves the Reynolds-averaged 
Navier-Stokes equations and the continuity equation in 
a staggered finite difference grid. The prognostic var- 
iables are the three velocity components together with 
the fluid pressure. The adopted porosity description is 
based on macro parameters of porosity, stone size and 
dissipation factors. The implementation of this macro 
scale porosity description involves two changes to the 
original balance equations 

1)   Redefinition of terms including velocity with 
respect to the influence of the porosity. 
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2) Adding of dissipation terms due to the microscopic 
flow resistance, i. e. flow between stones. The 
expression given by Forchheimer together with an 
additional term for the dynamic effect is applied. 

The continuity equation reads 

_J^.|E +vvi = o 2 at   J 
p-c 

where, 
p is the density 
cs is the speed of sound 
p is the excess pressure 
V is the pore velocity 

The momentum equation reads after introduction of 
the bulk velocity: 

du,        i     du< *i  _ 
dt n' dxi 

l.dP   - 9i-g.a.Ui - g.b.\UiWl  + ±'*{*p 
p dx±        

x x ' 1[   1       n dxA     dxj 

where E is the eddy viscosity 

Free Surface Description 

The applied free surface description of waves is 
presented in the following. The method is inspired by 
the VOF method proposed by Nichols and Hirt but splits 
the volume fraction into space increment fractions in 
the three coordinate directions, and can as such be 
considered as a surface tracking method rather than a 
volume tracking method. 

The presented description includes three dependent 
variables in addition to the velocity components and 
the fluid pressure. The variables noted a, $ and y rep- 
resent fractions of space increments in the x-, y- and 
z-direction, respectively, and thus describe the loc- 
ation of the free surface within the current grid cell, 
see Fig. 1. In the present model the instantaneous pos- 
ition of the water is directly calculated, which is the 
main difference to the VOF method. The fraction of vol- 
ume in each cell can be found as 
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V  =  a-p-y 

A free surface cell is identified as a cell con- 
taining a non-zero value of V and having at least one 
neighbouring cell that contains a zero value of V. 
Cells with zero V values are empty cells whereas cells 
with non-zero V values are treated as full or interior 
fluid cells. 

*Z 

Fig. 1 Description of the free surface by a frac- 
tion of volume of fluid technique. The corners 
represent pressure nodes. For the two-dimensional 
description /3 = dy. 

Briefly,  the basic procedure for 
solution in time consists of three steps: 

advancing a 

1) From the previous time step the dependent vari- 
ables form the basis for a new discretisation of 
the conservation of mass and the conservation of 
momentum equations. The system is solved implicit- 
ly taking into account closed boundaries, open 
boundaries and free surface boundaries. 

2) By use of the fractions calculated in the previous 
time step and on the basis of the newly found dep- 
endent variables the fractions a, (3 and y are com- 
puted . 

3) Finally, the fractions defining fluid regions must 
be used to update the fluid location taking into 
account the fluid in the adjacent cells and the 
boundaries of the computational domain. 

The theory presented in the following is developed 
in three dimensions. For reasons of simplicity the imp- 
lementation of the free surface into the three-dimen- 
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sional model has been done in two dimensions only - one 
horizontal and one vertical direction. 

The Continuity Equation 

In general the continuity equation reads 

where p is the density and u, v and w are the velocity 
components. 

In order to obtain a hyperbolicly dominated system 
the pressure is introduced into the continuity equation 
through an equation of state. 

1  dP+du+dZ+^i -  o 
pcs

2 ' 3c dx   dy   dz 

where c„ is the speed of sound and p the excess pres- 
sure. In the top layer of the computational domain a 
cell may not be full of fluid. To obtain the continuity 
equation for the computational cell at the surface an 
integration over the fraction of fluid volume is done: 

_l  f f  fV_i . |B+|" +|r+!?) dxdydz = 0 a  P Y {   {   { [pca
2    dt   dx   3y   BzJ 

The result of this integration is the continuity 
equation described in terms of the fractions of volume 

l  JP+^H+^Z+^i^ _ 0 
pcs

2 " 3t 3a 3p dy 

The compressibility of the fluid is expressed by 
the speed of sound cs. In order to make the coefficient 
matrix of the system diagonally dominanted, an artifi- 
cial value of c,  should be used. 

The Momentum Equations 

The conservation of momentum reads: 
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dt dx-j p   Sxj 2 dxA    dxj) 

where u is the velocity, P the total pressure, p the 
density, g the gravity and E the eddy viscosity of the 
fluid. 

For reasons of simplicity regarding the space and 
time discretisation only the linear momentum equations 
are modelled in the surface cells. 

The applied momentum equation for a cell contain- 
ing a free surface in the x-direction reads 

|H =-A d  (p+pgh) 
dt p ox 

where h is the local, vertical distance to the sur- 
face. 

Wave Boundary Condition 

In order to make simulations of wave impacts on 
coastal structures an open boundary condition forming 
propagating waves in the simulation area has been 
developed. The wave boundary is a mixture of the 
general Dirichlet type boundary conditions of velocity 
and level boundaries in the sense that both the level 
and the velocity are specified. This is presently done 
by applying a first order wave theory. 

Verifications and Simulations 

A number of simulations have been performed in 
order to verify and study the applicability of the 
model. A few examples are shown in the following: 

Simulation of Steady state Flow in Porous Media 

Verification of the porosity description in the 
case of steady state flow is carried out by a compari- 
son to experimentals made by Burcharth. The character- 
istic flow properties, such as the hydraulic gradient 
and the discharge velocity, have been measured in the 
case of penetration of water through three different 
gravel materials. For all three cases the principle 
model set-up both for the experimentals and for the 
numerical simulations is shown in Fig. 2. 
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Constant 

velocity boundary 
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Porosity layer Constant 

velocity boundary 

Fig. 2 Model set-up for steady state flow through 
a porous layer. 

The comparison is done in accordance with the fol- 
lowing description: 

1)   Since the hydraulic gradient is given as 

i = a-u + b-lul-u 

where, 
i 
a 
b 
u 

is the hydraulic gradient 
is the laminar dissipation factor 
is the turbulent dissipation factor 
is the bulk velocity 

a straight line is expected when (i/u) is plotted 
against u. The slope of the line equals b and the 
intersection with the (i/u)-axis equals a. 

2) For the experimentals a and b are deduced as 
described above. In accordance with the 
Forchheimer expression and by use of the proper- 
ties of the gravel material measured by Burcharth 
the dissipation factors a and j3 are deduced. For 
the case of steady state flow the dynamic dissipa- 
tion term equals zero. 

3) With the properties of the gravel material and the 
fluid, simulations of the flow through a porous 
layer is carried out. Velocity boundaries with a 
constant value are imposed at both ends of the 
model area. For each of the three gravel materials 
the boundary velocity is varied in order to obtain 
a suitable number of points. The simulations are 
made with "full slip" closed boundaries, which 
implies that the pressure gradient is zero outside 
the porous layer. For all the simulations the 
kinematic viscosity of the fluid equals 1.34-10"6 
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4) 

m2/s, which is in accordance with the viscosity of 
the water used by Burcharth. 

The comparisons of the experimentals and the nume- 
rical simulations for two of the gravel materials 
are shown in Fig. 3. 

CASE 1 

n = 0.471 
d  =  0.0385m 
a = 8131 

2.21 

••••   SYSTEM3 
    EXPERIMENTALS 

1~ ~T 
0.05     0.1      0.15     0.2      0.25     0.3 

u (m/s) 

14 • 

12 

10 • 

"E    8 

0.388 
0.0376m 
7817 
1.74 

••••   SYSTEM3 
    EXPERIMENTALS 

~T- ~r~ ~T 
0.05     0.1      0.15     0.2      0.25     0.3 

u (m/s) 

Fig. 3 Comparisons of experimentals and numerical 
simulations for two cases of steady state flow. 

The comparisons show that the model, including a 
bulk description of the porosity layer, is able to re- 
produce the measurements for the case of steady state 
flow. 

Simulation of a dam break 

Testing of the free surface description is done by 
simulation of a dam break. Initially a column of water 
is confined between two vertical walls. When the calcu- 
lation starts the right wall is removed, and gravity 
forces the fluid to propagate along the dry floor. 

At the beginning of the simulation the fluid is 
described by 20x20 cells with a size of 0.1 m in both 
the vertical and horizontal direction. The applied time 
step is 0.01 sec. Examples of results showing the fluid 
position and the velocity is presented in Fig. 4. 

Experimental results for a dam break test case 
have been reported by Martin and Moyce and form a basis 
for a comparison to the model generated results. 
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Fig. 4. Example of results for the dam break test. 
The plots represent the surface location and the 
velocity for each grid node at time 0.3 sec. and 
0.7 sec. 

A comparison between model generated results and 
the experimental results of the toe position vs time is 
shown in Fig. 5. The largest deviation from the exper- 
imental results is everywhere less than one grid spac- 
ing. 

1.00      2.00      3.00      4.00 

Time t(2y/a)° 

Fig. 5  Comparison of a numerical simulation with 
experimental data for a dam break. 
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Wave Run-Up on a Permeable Structure 

The combination of porosity layers and a free sur- 
face is tested by simulation of wave run-up on a rubble 
mound breakwater. The breakwater has a sea side slope 
of 1:2.0 and consists of three porosity layers with the 
following characteristics: 

a = 14.4, 4.9, 2.0 s/m 
b = 1820.0, 109.0, 50.0 (s2/m2) 
C = 0.0, 0.0, 0.0 
n = 0.35, 0.37, 0.39 

The model grid consists of 100 x 3 x 50 nodes and 
the general parameters of the simulation are: 

Ax = Ay = Az =  0.015 m 
At = 0.002 sec 

At the right end of the model area a wave boundary 
is applied with the following parameters: 

H = 0.06m, T = 1.0s 

The still water depth for the simulation is 0.3 m. 

An example from a model simulation is shown in 
Fig. 6. Time series plots of horizontal velocities in 
three points (as defined in Fig. 6) are shown in 
Fig. 7. 

i 

65 

Fig. 6  Example of surface position and velocities 
during wave run-up on a permeable breakwater. 
After t = 1.8 s. 
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o.i 

0.0 

-0.1- 

u(85,H) 
u(65,14) 
u(45,14) 

5 s 

Fig. 7 Time series of horizontal velocities (m/s) at 
three locations, one outside the breakwater, one at the 
edge of the breakwater and one in the coarsest porosity 
layer as shown in Fig. 6. 

Conclusions 

A 2D (x-z) numerical model has been developed for 
description of flows on and in coastal structures. The 
model includes a description of the energy loss in 
porous media taking into account both laminar and tur- 
bulent effects as well as the inertia effect. Compari- 
sons with analytical solutions and measurements from 
physical model tests with waves and currents have shown 
promissing results. 

In order to correctly simulate the flow on and in 
porous coastal structures, it will be necessary to 
establish a better knowledge of the coefficients 
involved in the energy loss equation and to describe 
the energy loss due to wave breaking on a slope which 
implies a formulation of the hereby induced air 
entrainment. 
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CHAPTER 13 

THE INTERACTION OF DEEP-WATER GRAVITY WAVES AND 
A CURVED SHEARING CURRENT 

MARIUS GERBERi 

1. ABSTRACT: 

The interaction of steady deep-water gravity waves with a pre- 
existing large-scale curved current has been investigated. In 
order to investigate the influence of the curvature of the current 
on the wave field, the current field was represented by a section 
of an annular current with a particular non-dimensional radius R. 

As a first approximation the interaction of a family of linear 
axi-symmetrical waves and the current was investigated. Exact 
linear ray solutions were obtained which, in the limit when R - «>, 
reduce to the analytical straight current solutions of Longuet- 
Higgins and Stewart (1961). 

2. INTRODUCTION: 

The emphasis of this paper is on the linear theory of the 
interaction of deep-water waves, generated on still water, and 
pre-existing large scale currents. Longuet-Higgins and Stewart 
(1960, 1961) were the first to give an accurate description of 
linear wave-current interactions and introduced the concept of 
radiation stress. Further contributions in our understanding of 
the interaction of linear waves and large scale currents came 
from, among others, Whitham(1962), Bretherton and Garrett(1968) 
and Peregrine (1976), who examined a number of different 
situations. 

In almost all of the above studies the analysis was confined to 
two special situations of steady currents, namely (i) straight 
currents, varying with distance along the stream or (ii) straight 
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currents varying across the stream. Exact linear solutions for 
these situations were derived by Longuet-Higgins and Stewart 
(1960, 1961). 

The purpose of this paper is to extend the linear theory of the 
interactions of waves with a large scale current to more general 
current situations. Here we extend the range of known linear 
solutions by considering the simplest formulation of interaction 
with a curved current, namely steady axi-symmetrical waves on an 
axi-symmetrical annular current. This restriction simplifies the 
mathematics, but even so, solutions have been found for a wide 
range of cases. 

3. MATHEMATICAL FORMULATION 

Consider, in polar co-ordinates, an annular current of the form 

U = u>(r) e8 (3.1) 

where r and 6 are the polar coordinates and e^ is a unit vector in 
the 6 direction. Equation (3.1) describes an axi-symmetric 
current with arbitrary velocity profile which is only a function 
of the radial distance. 

For the annular current (3.1) the basic equations of wave 
kinematics are given by: 

DISPERSION: 

gk or c2 = g/k, k (3.2) 

where a  is the intrinsic frequency of the waves and k is the cor- 
responding wavenumber. The celerity of the waves is denoted by c. 
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DOPPLER SHIFT: 

The apparent frequency, i e the frequency of waves passing a fixed 
point, is 

u = a(k) + k.U 

= a + k sin a Uj 

k[c + Ug  sin a], (3.3) 

where a is the angle between the wavenumber k and the unit vector 
er in the radial direction (see figure 1). 

ANGULAR WAVENUMBER: 

rk sin a, (3.4) 

with m a constant. 

Non-dimensional variables may now be introduced to simplify the 
solutions. Consider a wave ray initially outside the influence of 
the current and denote, when U^ = 0, the wavenumber k by kQ and 
the wave celerity c by c0 A scaled wavenumber K = k/k0, as well 
as a scaled celerity C = c/c0, may then be introduced. Also let 
V = U^/CQ denote the scaled current velocity. 

In order to depict the outside (or inside) radius of the annulus 
at the point of entry of the ray, let the radius of the current 
at this point be rn. Assume further that U^ = 0 just outside (or 
inside) the annulus, i e where r - TQ. This suggests a logical 
choice for the non-dimensional radius is R = r/rQ. 

From the symmetry of the current it is clear that, without loss of 
generality, a polar angle 6Q = 0 can be selected for the point of 
entry rp. Since a = <j> - $, where <t> is the angle between k. and g_j, 
«n = (0- 0)n> and the angle between k and the x-axis at TQ IS 
then </>Q  (see figure 1). 



INTERACTION OF GRAVITY WAVES 187 

igure 1 : Definition diagram of rays interacting with an annular current. 
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Equations (3.3) and (3.4), by using (3.2), then become: 

R cosec <j>n 
C = — (3.5) 

R cosec <f>Q  " v 

R cosec tin  - V n2 

R cosec 
(3.6) 

R cosec #o 
sin a =  (3.7) 

[R cosec <j>Q -  Vr 

so that, for a current field given by V(R), the wave properties 
may be found from (3.5), (3.6) and (3.7). 

We now also introduce the description that for rays initially 
outside the annulus, which then penetrate the circular current at 
R = 1, so that R < 1 within the annulus where V + 0, the term 
convex current (to the direction of wave approach) will be used. 
Conversely, concave currents have waves that originate inside the 
annulus before they penetrate the annulus at R = 1. R will then 
become greater than unity within the annulus where V + 0. Figure 
2 is a schematic representation of convex and concave currents as 
defined above. 

4. SPECIAL SOLUTIONS 

It is clear that the right hand side of equation (3.7) can have a 
magnitude greater than one for a range of V values This defines 
upper and lower limits to V for which solutions exist. 

The critical velocities bounding the region without waves are: 

R cosec 0O ± (R cosec ^0)^      (4.1) 

At these critical velocities a = 90° so that the waves travel 
parallel to the current. In practise the rays are tangent to a 
caustic curve, concentric with the eddy, and reflection of the 
rays result. It is important to note that with this model the 
wave motion along rays is entirely reversible. Note also that 
"reflection" in this paper imply a = 90° and V f    0. The 
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corresponding circular caustic curve is thus at a fixed radius 
from the origin within the current. For axi-symmetrical wave 
fields caustics can, however, also occur in the absence of 
"reflection". This is when the wave rays cross within the core of 
the annulus and although a = 90°, V = 0. 

For currents opposing the direction of wave approach two other 
refraction configurations, at other a angles, may also be 
identified. "Blocking" is when the component of the group 
velocity in the direction of e^, Cg sin a, becomes equal to |u^| 

Cg sin a + Ue  = 0 (4.2) 

and the waves are blocked in the e« direction. As in the case of 
"reflection" a fixed "blocking" radius from the origin may also be 
identified. 

The second, or "stopping", configuration results when the local 
group velocity of the waves becomes equal and opposite to the 
convection velocity of the current: 

Cg + Ufl sin or = 0 (4.3) 

The crests of the waves are refracted to be parallel to the ray 
direction and the waves are stopped in the k direction. As 
before, a fixed "stopping" radius from the origin may be 
identified. 

By using equation (3.7) the resultant a values may be contoured in 
the (R cosec 0n, V) plane. Superposition of the current profile, as 
a function of the radius and the initial angle, V(R cosec <j>n), 
then provides an easy mechanism to study the variation of the 
waves. For equation (3.7) the contours of figure 3 are obtained. 
The intersection of the various contours with the R cosec 0Q axis 
then indicate the cosec <t>n values of the initial 0n entry angles, 
that is where R = 1 ana V = 0. As before, since for concave 
(convex) currents R > 1 (R < 1), the abscissa values in figure 3 
will be increasing (decreasing) from the initial cosec 0Q value 
when rays penetrate the annulus from the concave (convex) side. 

The a = 90° contour in figure 3 is of particular interest since it 
represents the linear caustic curve where reflection of the wave 
rays take place. Other important contours in figure 3 are those 
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which indicate where the rays are blocked or stopped by the 
current. These contours were obtained from equations (4.2) and 
(4.3). It is clear that only the lower branch of the blocking 
contour in figure 3 is relevant. Figure 3 also shows that for 
waves initially on still water, for both concave and convex 
currents, the blocking condition will always occur before the 
stopping condition can be satisfied. Furthermore, in practical 
application the linear stopping velocity condition will only be 
satisfied for waves of relatively short period. This is due to 
the relatively large opposing current values needed for (4.3) to 
apply. 

5. NUMERICAL RAY SOLUTIONS 

Waves interacting with a shearing current can, in general, exhibit 
four different types of behaviour. That is, the waves can (i) 
penetrate the current, (ii) be reflected by the current, (iii) 
become blocked by the current or (iv) are stopped by the current. 
Whereas all four these types of behaviour can be expected from 
waves opposed to the flow direction of the current, waves that 
propagate in the same direction as the current can not be blocked 
or stopped by the current. 

The information contained in figure 3 is very useful since it 
allows us to illuminate the different features of straight, 
concave and convex shearing currents. For example, for given 
initial angle of incidence, <j>Q, different annular current 
distributions of the form (3.1) may be superimposed on the 
(R cosec 0Q, V) plane and the variation of the waves followed 
graphically. Various numerical ray simulations of an axi- 
symmetrical wave field interacting with an annular current of the 
form (3.1) are shown in figures 5 - 11. The point of entry of the 
rays in each of these figures is marked by "E" while the maximum 
current velocity within the annulus is indicated by a dashed line. 
The wave crests are also shown in some of these figures. For each 
of these figures the corresponding parabolic current profile is 
shown in figure 4. In particular instances where the waves are re- 
flected by the current the relevant part of the current profile is 
indicated by a bold line. Also, the position on the ray where the 
waves are blocked, reflected and stopped by the current are shown 
by the filled circles marked "B", "F" and "S" in figures 5 - 11. 

Figure 5 shows a family of rays penetrating the following concave 
annular current marked (a) in figure 4. The initial angle between 
the ray and the x-axis, 0Q, was taken as 45°, corresponding to 
R cosec 0O 

= 1-41. The maximum value of the parameter V occurs at 
the dashed centerline-radius of the annulus and for this example 
vmax " °-28- 

Figure 6 is an example of two rays interacting with the opposing 
convex current marked (b) in figure 4. The initial angle <j>n  = 120° 
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so that R cosec 0Q = 1.15. Only the bold part of the profile is 
relevant since the waves are reflected by the current. The filled 
circles in figure 6 correspond to the positions where the waves 
are blocked before being reflected by the current. Since the wave 
motion along the rays are reversible, the blocking contour is 
crossed twice (figure 4) before the waves exit the annulus. 

It is interesting to note that on a straight opposing current, 
such as the current marked (c) in figure 4, reflection of the 
waves is not possible. This is also shown in figure 7. As before, 
the filled circles indicate the positions where the waves are 
blocked and stopped by the current. The waves are only stopped at 
relatively large values of V; in this example Vmax = -0.96. 

Figure 8 is another example of waves interacting with an opposing 
convex current. Here the dimensionless current velocity, V, is 
such that the waves are both blocked and stopped before they 
reflect. The initial angle of incidence is, similar to that of 
figure 6, taken as <j>a =  ^20° and the relevant current profile is 

max marked (d) in figure 4. The value of Vm,x = -0.96 

The current profile marked (e) in figure 4 was used to generate 
the rays in figure 9. This profile is similar to that used in 
figure 8, except that here the waves approach the opposing current 
from the concave side. 

Waves may also be trapped by an annular current. Waves generated 
on still water, before interacting with a concave current, may 
undergo multiple reflections within a certain radius and thus 
become trapped inside the annulus. Figure 10 is a trapped ray 
solution corresponding to the current profile marked (f) in figure 
4. The angle of initial incidence 0O = 45° while Vmax = 0.64. 

For this annular configuration, and for waves initially inside the 
annulus, while propagating in the same direction as the current, 
it can also be seen from figure 4 that profiles that reach up to 
the upper branch of the caustic line a = 90° may have trapped 
waves on them for chosen initial conditions. Figure 11 is an 
example of such a single trapped ray. The bold part of the current 
profile marked (g) in figure 4 corresponds to the ray solution 
shown in figure 11. It is clear that relatively large V values 
are needed to trap the waves. In this example Vmax =1.4. 

6. CONCLUSIONS 

Exact linear solutions for the interaction of steady, axi- 
symmetric deep-water gravity waves and an axi-symmetric annular 
current have been derived. Two important non-dimensional 
parameters, namely a current velocity parameter, V = U^/CQ, and a 
radius-angle parameter, R cosec <j>Q,    where R = r/rQ, were 
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identified. For R > 1 concave currents were considered while 
convex currents have R < 1. 

Wave reflections, as well as blocking and stopping of the waves by 
the current, were investigated. Both positive convex currents and 
positive concave currents admit reflections, but reflections are 
only possible for negative convex currents. Reflections may also 
occur on opposing convex currents before the waves are blocked. On 
negative concave currents the linear waves may also be stopped by 
the current. However, very large opposing current velocities are 
required to do so. Furthermore, reflections on an adverse convex 
current will occur more frequently than the "stopping" velocity 
criterion can be satisfied. This is so since large negative 
values of V are needed to stop the waves. 

Wave rays may also be trapped within the boundaries of the 
current. Waves that are generated on still water inside the 
annulus, and which penetrate the annulus, while travelling in the 
same direction as the concave current, may undergo multiple 
reflections and remain trapped within a certain reflection radius 
of the current. Only waves generated within the boundaries of the 
annulus can be trapped so as to remain within the annulus. The 
theory presented in this paper limits the waves, and therefore 
also the current distributions, to cases where R cosec <J>Q > 1. 
Figure 4 then shows that it is not possible to construct an 
adverse current configuration which can trap waves. 
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CHAPTER 14 

TRANSFORMATION OF WAVE CREST PATTERN 

IN SHOALING WATER 

Yoshimi Goda1 

Abstract 

Spatial distributions of wave crests are examined through numerical 
simulations of directional random sea surface. As the directional spreading 
of wave energy becomes narrow, the wave crests become long and the spread 
of individual crest directions become narrow. Simulations are extended to 
waves propagating into a planar beach. The areas of wave breaking are 
identified as the zone of surface elevation higher than the breaking thresh- 
old. The lateral spreading speed of breakers is analyzed from consecutive 
scenes of breaker crest patterns. It is about 30% of the forward advance 
speed of breakers. 

Introduction 

Directional random sea waves are generally described with the directional 
wave spectrum. The wave field is represented as the superposition of an infinite 
number of infinitesimal component waves, as illustrated by Pierson, Neumann, 
and James (1955). The theoretical expression for the root-mean-square wave 
number in an arbitrary direction has been given by Longuet-Higgins (1957), who 
introduced the long-crestedness parameter as the ratio of the smallest to the 
largest wave numbers in the directions 90° degree apart. Isobe (1988) introduced 
a theory of the joint distribution for the direction, height, and period of individual 
waves, based on the orbital velocities of water particles on the surface. Such 
statistics on individual wave directions are the subject to be examined in more 
details in the present paper. 

A direct approach to the statistics of individual wave directions is to analyze 
the spatial distributions of sea surface elevations. The data of real sea surface 
elevations are hard to obtain, but the simulation technique can provide as many 
data as necessary. The contours of simulated wave surface make it possible to 
identify the areas of wave crests, on which the lengths, heights, and directions of 
wave crests are examined. The information on the statistics of wave crests will 
be utilized for the analysis of surfing climate, the necessity of which has been 
pointed out by Dally (1990). 

1 Prof., Yokohama National Univ., Dept. Civil Eng., Hodogaya-Ku, Yokohama 240, 
Japan,   M. ASCE 
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Analysis of wave crest statistics has been undertaken by Goda and Tokiwa 
(1991) and by Goda and Mizusawa (1992), but the results are reported in Japanese. 
The present paper introduces the directional characteristics of wave crests in both 
uniform and shoaling waters. The aspect of crest length statistics will be reported 
elsewhere (Goda 1993). 

Directional Wave Spectrum Employed for Simulation 

A combination of the modified JONSWAP frequency spectrum and the Mitsu- 
yasu-type directional spreading function was employed as the directional spec- 
trum for numerical simulations. For a given wave height #1/3 and spectral peak 
period Tp , the modified JONSWAP spectrum is expressed by Goda (1988) as 

S(f) = /?JF1/3
2r-*r5«p[-1.25(ri(/)-*]7eipt-(T'/-1),/,'Jl (1) 

where 
a  _      0.0624[1.094~ 0.01915m7] 

0.230 + 0.03367 - 0.185(1 + 7)-1 

0.07   :f<fp 

0.09   :/>/„ (3) 

Throughout the simulations, the following height, period, and peak enhance- 
ment factor were employed: 

(#1/3)0 = 2.0 m,        (T,)0 = 8.01s,        7=3.3 (4) 

where the subscript 0 indicates the values of deepwater waves. The spectral peak 
period of 8.01 s corresponds to the deepwater wave length of (Xp)o = 100.0 
m. The significant wave period is estimated as Ti/3 = 7.59 s. Because the wave 
linearity is assumed and the results are all presented in dimensionless forms, 
the above values of height and period merely indicate the input conditions for 
simulations. 

The Mitsuyasu-type directional spreading function is expressed as 

G(f;e) = G0cos2S(9/2) (5) 

where 

G0 = r*"" cos2S(6/2)de (6) 

C     )    \J/Jp)     '-'max : /   S Jp (IJ\ 

I (f/Ur%b Smax   :/>/„ (n 

The directional spreading parameter 5max was given the values of 10, 25, and 
75 to represent wind waves, medium-distance swell, and long-distance swell. 

Simulations of Directional Random Wave Profiles in Water of 
Uniform Depth 

The surface elevation of directional random waves i~j{x,y) is computed by 
means of double series of the following form: 

M     N 

ri(x,y)= 21 J2 am<n cos(kmx cos an + kmy sin an + emtn) (8) 
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where am<n denotes the amplitude of component wave, km the wave number, an 

the directional angle, x and y the cartesian coordinates, and (.m{n the random 
phase angle which is uniformly distributed between 0 and 2-K. The time t is 
dropped in Eq. 8, because the wave profiles in steady state condition is examined 
in the water of uniform depth. 

The number of frequency components was set at M = 50, while that of 
directional components was N = 30. The wave number km was computed by the 
small amplitude wave theory for the following frequency fm : 

fm = 1.007 T^1 {ln[2M/(2m - I)]}"1/* (9) 

The directional angle an was set by equally dividing the directional range between 
[(ap)o — 90°] and +90° in deepwater, where (ap)o denotes the incident wave angle 
to the depth contour in deepwater. In shallow water, the directional range was 
reduced by considering the wave refraction effect. 

Wave simulations were carried out in deepwater and also in shallow water with 
the depth h = 20,10, and 5 m, which corresponded to the relative water depth 
h/L0 = 0.2,0.1, and 0.05, respectively. The shoaling and refraction effects were 
taken into account in wave simulations in shallow water, by assuming the depth 
contours being parallel and straight lines. The bottom slope was assumed nearly 
horizontal so that the area of computation could be considered of the uniform 
depth. 

The computation area was a square with the side length equal to 20(Lp)0, and 
the grid spacing of Aa; = Ay = 0.1(ip)0 was employed. For a given condition 
of wave simulation, 25 surface wave profiles were created by changing the initial 
phase angle by means of a pseudo random number generating program. 

Detection and Definition of Wave Crests 

Wave crests can be defined in many ways. In this paper a wave crest is defined 
as an enclosed area above a certain threshold elevation. The outermost boundary 
of this wave crest area defines the length, width, direction of the wave crest. The 
procedure to detect and define the outermost boundary is as follows. 

First, the surface elevation at every grid point in the computed space is cheked 
if it is above the threshold level, and the grid point is marked accordingly. The 
closed circles in Fig. 1 indicate the point being below the threshold level, while 
the open circles being equal to or above the threshold level. 

Second, a search is made for a change from the open to closed circles or vice 
versa between the adjoining grid points. The search is made from the left to the 
right and from the top to the bottom along every grid line. When the change 
from a closed circle to an open circle takes place, the numeral 1 is assigned to 
the section of grid line there. The change from an open circle to a closed circle is 
marked with the numeral 2. No change is marked with N. 

Third, a line is drawn by connecting the sections of grid lines marked either 
with 1 or 2. When such lines are drawn, they are numbered as Q), (2), (3), and so 
on. These lines are examined if they encounter the peripheries of the computation 
area. When a line does not form a closed loop by ending up at the peripheries, 
it is not considered as a complete boundary of wave crest and discarded in the 
following analysis. 
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Fourth, the exact location of the 
wave crest line is determined at each       02»N<IN»N»N» 
grid line section by a linear interpo-        N   (!)   N          1 N          1          N 
lation between the surface elevations             Y           / ^®, / ^ 
at the adjoining grid points.  The in-       O  2   •   X   O   2 •   1   O   2   • 

2          ,1           N N           2           N 

•    10N02»N«N« 

N N 2 N 1. N '.X 

formation of the locations of grid-line- 
crossings is stored for each wave crest 
line for further analysis. 

The threshold elevation for defin- 
ing   wave   crests   was   selected   as       •10   2'»N#   lx 0^2   • 
J?thres. = 0.1(^/3)0 after several exam-        N     \g/     N /       N    I    N 

inations.   This threshold level is em- / I 
ployed throughout this paper except        •   N#N#10N02* 
for the case when the breaker area is 
defined. Fig. 1 Explanatory Sketch for Detec- 

tion of Wave Crest Boundary 
Line 

Wave Crest Patterns and Crest Lengths in Water of Uniform Depth 

Figure 2 exhibits examples of wave crest areas defined by the above proce- 
dure. The four diagrams shown here represent directional random waves with the 
spreading parameter (Smax)o = 25 in water of uniform depth. The upper left dia- 
gram is for deepwater waves, and the other three diagrams are for waves with the 
relative depth hi La = 0.2,0.1, and 0.05. The incident wave angle is (ap)0 = 30°. 
As the relative depth decreases, wave crest patterns approach toward the pattern 
of monocromatic waves, because of the wave refraction and shoaling effects. The 
apparent long-crestedness of wave patterns in shallow water regions is caused by 
the shortening in wave length: the absolute lengths of wave crests remain un- 
changed from deep to shallow water for the same value of directional spreading 
parameter. 

The directional spreading affects the wave crest length. As the range of di- 
rectional spreading becomes narrow, the crest length increases. Figure 3 shows 
the relation between the relative crest length A/i„ and the directional spreading 
parameter 5ma*. The crest lengths are measured for crests with the top elevation 
r]c higher than 0.75(_ffi/3)0, and the mean length and the upper quartile length 
have been calculated from the data of 25 wave crest patterns for each condition. 
The crest lengths are normalized with the local wave length Lp corresponding to 
the spectral peak frequency. For waves in the intermediate to shallow water, the 
directional spreading becomes narrow owing to the wave refraction effect. This 
causes an apparent increase in the value of Sm!ix as shown in Fig. 4 (Goda and 
Suzuki 1975), which is called the equivalent spreading parameter in this paper. 
The closed symbols in Fig. 3 refer to waves with (S,

max)0 = 25 in the intermediate 
to shallow water. As shown in Fig. 3, the relative crest length is well described 
as the function of equivalent spreading parameter SmlL* regardless of water depth. 

Spreading of Individual Crest Directions 

The crest direction is defined as the direction normal to the straight line 
connecting the two outermost points of a wave crest area. Figure 5 shows the 
joint distribution of the crest direction 9 and the relative crest length X/(LP)0 of 
the random waves with SraH = 10 in deep water, while Fig. 6 is for waves with 
(•S,

max)o = 25 in shallow water with h/L0 = 0.05.  The numerals in Figs.  5 and 
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(Sma>«)0 = 25,       h/L0 = 0.20 

10 15 
X/(Lp)0 

(Sma*)o=25,       h/L0=O.IO (Smax)o = 25,      h/L0-0.05 

10 15 
X/(Lp)o 

Fig. 2   Wave Crest Patterns in Water of Uniform Depth 
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6 are the numbers of wave crests within respective blocks of relative crest length 
and crest direction. The data with crest lengths less than (Lp)0 are omitted 
because of inherent errors in assessing the crest direction (the positions of wave 
crest lines are determined on the x and y grid lines only). 

The incident wave angle in deep water is (ap)0 = 30°. The mean angle of 
crest direction in Fig. 5 is 27.8°, and a small difference is probably due to the 
method of defining crest direction. The mean angle of crest direction in Fig. 6 
is 13.0°, which is slightly smaller than the mean direction 15.0° estimated by the 
calculation of wave refraction with the directional spectrum. 
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Fig. 5    Joint Distribution of Individual Crest Direction and Relative 
Crest Length in Deepwater with 5max = 10 

The spread of individual crest directions is represented with their standard 
deviations. They are plotted against the equivalent spreading parameter 5ma* in 
Fig. 7, where the standard deviation of crest direction for the wave crests longer 
than (ip)o and that of crests higher than 0.75(H1/3)0 are shown. 

Simulation of Directional Random Wave Patterns in Shoaling Water 

Waves propagating in shoaling water can be simulated by paying due account 
to the change in phase angle. For the case of one-dimensional waves, the phase 
angle advances by the amount k dx over a distance dx. When waves propagate 
from x0 to xj and reach to the 7-th grid section, the wave profiles there can be 
computed by using the following equation: 

rj(xj, t) = a(xj) cos[27rft + e + Y^ k(xi)dx] (10) 
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in which i denotes the order number of the grid section and e is the initial phase 
angle. The amplitude a is a function of the location xj due to the shoaling effect. 

Waves propagating toward the 
shore of coast with parallel straight 
contours are depicted in Fig. 8. The 
coordinate x is set parallel to the shore- 
line and thus the water depth is con- 
stant in the y direction. The lines 
with arrows indicate the direction of 
wave propagation and the dashed lines 
normal to the arrow lines represent 
the wave crest lines. The phase an- 
gle at each grid point is determined 
as follows. First, the phase angle 
at (a;o,2/i) is greater by the amount 
k(xo)dysma{xo) than that at the ori- 
gin (x0,y0). The advance of phase an- 
gle at (x0, yj) is J times that amount. 
Along the line y = yj the phase angle 
increases by the amount k(xt) cosa(s;) 
when waves propagate from the «-th 
section to (i + l)-th section. This in- 
crease of phase angle is common for all 
the y-lines. Thus, the wave profile at 
the grid section (zj, yj) can be calcu- 
lated by the following equation: 

i]{xityj)   —   a(xj) cos[—2Tft + e + k(xQ)Jdysma(x0) 
1-1 

+ X/ k(xi)dx cosa(xi)] (11) 
<=o 

Wave simulation in shoaling water has been carried out by using Eq. 11, and 
wave crest areas have been marked out as exemplified in Fig. 9. The bottom 
slope is assumed as 1/100, and the wave crest pattern in the water depth from 
20 m to 0.1 m are shown there. The incident wave conditions are the same as 
those in Fig.2. 

Spatial Behavior of Breaking Waves in the Surf Zone 

The area in which waves are breaking can be detected through examination of 
the spatial surface elevations of random waves. It is done by setting the threshold 
level of wave crest definition at some breaking crest elevation instead of a fixed 
value such as ?7thres. = 0.1(i71y3)o. The threshold level of breaking crest area is set 
in this paper as one-half the breaker height formulated by Goda (1975), i.e.: 

Fig Explanatory Sketch for Grid 
System of Planar Beach 

Vb = \ilb = 0.085i0 { 1 exp -1.5^(1+ 15 tan4/3 f (12) 

where tan 9 denotes the bottom slope. The threshold level varies with the x 
coordinate, but the technique of defining the breaking crest area is the same as 
before. However, the crest lines crossing the peripheries of the simulation area 
have been kept as the boundary of breaking area. 
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Fig. 9   Wave Crest Pattern in Shoaling Water of Planar Beach with 
('S'max)o = 25 and (ap)0 = 30° 

A check on the reliability of simulating random surface elevations has been 
made by comparing the ratio of breaking wave crest areas to the total water area 
in a given water depth. From the simulated surface elevations, the total length 
of breaking wave crests along a given grid line at a constant s-value (constant 
water depth) was tabulated and this process was repeated at each grid line. The 
total length of breaking crest areas when divided by the length 20(Xj,)0 provides 
the breaker ratio at a given water depth. The raw data of breaker ratio has been 
averaged over 25 diagrams of random wave profiles in order to reduce the effect 
of statistical variability. The dashed line in Fig. 10 is a result of such analysis. 

The theoretical prediction of breaker ratio has been made through the com- 
putation of shoaling and refraction of directional random waves. The root-mean- 
square value of deepwater waves has been transformed to that of shallow water 
waves by being multiplied with the shoaling and refraction coefficients of di- 
rectional spectral waves. Because the wave simulation is based on the linear 
superposition of component waves, the simulated wave elevations should follow 
the normal distribution. Then the probability of surface elevation exceeding the 
breaker threshold level by Eq. 12 is simply estimated from the probability table 
of the normal distribution. The predicted value is shown with the solid line in 
Fig. 10, and it fits with the result of simulation analysis as expected. 

The effect of incident angle upon the breaker ratio is demonstrated in Fig. 
11. As the incident angle increases, the breaker ratio at a given depth decreases 
slightly; the start of wave breaking becomes closer to the shoreline and the surf 
zone becomes a little narrow. This is due to the more conspicuous decrease in 
the local wave height by the wave refraction effect in the case of oblique wave 
incidence than that of the normal wave incidence. The difference between the 
breaker ratios of different incident angles have also been predicted by theoretical 
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calculation, though not shown in Fig. 11. 

Growth of Wave Breaking Areas in Shoaling Water 

Wave simulations can also reveal the change of individual breaking crest areas. 
Figure 12 exhibits an example of such analysis. A simulation of wave profiles 
in the nearshore is made with a certain set of initial phase angles. Then the 
transformation of that wave profiles is followed from t = 0 to t — 9TP with the 
time step At = Tp by using the same set of initial phase angles and by changing 
the time t in Eq. 11. Among these consecutive scenes of wave profiles, visual 
search is made for conspicuous breaking areas which appear in the locations far 
from the shoreline. Once they are picked up, further search is carried out on the 
locations of the same breaking areas in the preceding and following scenes. The 
breaking crest area marked with ©in Fig. 12, for example, has been noted in all 
of ten simulated wave profiles and its growth has been well observed, whereas the 
rest of breaking crest areas have appeared at later scenes. In the analysis of the 
time-sequence change of breaking crest areas, the grid distance Ax = 5 m was 
adopted for finer resolution. The number of grid lines and the bottom slope were 
the same as before so that the offshoreward water depth was 10.0 m. 

The shoreward advances of conspicuous breaking crest areas have been plot- 
ted on tracing papers, and the lateral spread lengths of these crest area have been 
measured on the tracing papers. The lateral spreading speed Vs of the breaking 
crest area has been calculated from these data. Figure 13 shows the results of 
the analysis of the lateral spreading speed of breaking crest area. The abscissa is 
the forward advance speed Cj, of breaker, which has been approximated as \fgh 
with the water depth h at the corresponding locations. The analysis has been 
carried out for the deepwater directional spreading parameter of (5max)0 = 10, 25, 
and 75, but the effect of directional spreading parameter on the lateral spreading 
speed is insignificant. As seen in Fig. 13, the lateral spreading speed shows a 
large scatter, but it remains in the range between 0 and Cb. The regression line 



210 COASTAL ENGINEERING 1992 

(Sm„x)o=25,     (H„)D=2.0m 
2000 

1500 

y (m) 

1    ®'t(]JI 

® fJJJ 

- ®->an - 
- 

~-'-->-xy.jJ 

®  '••'::0 
1        1 

- 

1000       1250        1500       1750       2000 
x (m) 

^ 10.0 
E 

>    7.5 

CO 
5.0 

8    2.5 
a> 
Q. (/) 
S     o 
o 
_I 

-2.5 

(H1/3)0= 2.0m,   (ap)0 = 30° 

"I—1—1—1—1—T 

I I 
0 2 4 6 8 10 

Forward  Speed of  Breaker,   Cb (m/s) 

Fig. 12    Time  Sequence  Change of      Fig. 13    Lateral   Spreading   Speed   versus 
Breaker   Areas   with   Time Forward Speed of Breaking Crests 
Step At = Tp [•:   (Smax)0 = 10, +:   (Smax)o = 

25, x: (5max)0 = 75] 

between Vs and Cb under the condition that the line should pass through the 
origin yields the relation V, = 0.30Cfc. 

Conclusions 

Numerical simulation of directional random sea surface has succeeded in visu- 
alizing the wave crest patterns and clarifying the statistics of wave crest lengths 
and directions. Major conclusions of the present paper can be summarized as 
follows: 

1. The mean crest lengths and the standard deviation of crest directions are 
governed by the directional spreading parameter Smax of the Mitsuyasu-type 
directional function. 

2. In shoaling water, the effect of relative water depth on the crest statistics can 
be incorporated by using the equivalent spreading parameter 5ma* shown 
in Fig. 4. 

3. The portion of breaking area within wave crests in shoaling water can be 
identified by setting the threshold surface level at the breaking crest eleva- 
tion at respective water depth. 

4. The lateral spreading speed of breaking crest area shows a wide scatter, 
but the average speed is assessed as 0.3 times the forward advance speed of 
breaker. 

The numerical simulations reported hereinabove have been carried out by 
Messrs. Yasuhiro Tokiwa and Tatsuya Mizusawa as their thesis works at the 
Department of Civil Engineering, Yokohama National University. The author 
wishes to express his deep appreciation for their cooperations. 
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CHAPTER 15 

Particle Image Velocimetry (PIV) in the 
Coastal Engineering Laboratory 

C.A.Greated1, D.J.Skyner2 & T.Bruce3 

ABSTRACT 

The Particle Image Velocimetry (PIV) technique is reviewed, with special refer- 
ence to its application to coastal engineering problems. The basic principles are 
described, and strengths and weaknesses of different implementations considered. 
Examples of some applications of PIV at Edinburgh are described to illustrate 
the practicalities of its implementation in a hydrodynamics laboratory. Finally, 
the limitations to the accuracy of PIV in these applications are reviewed and an 
outline of some new developments in this area is given. 

INTRODUCTION 

Non-intrusive flow measurement techniques are becoming an increasingly familiar 
part of laboratory experiments in applied hydrodynamics and coastal engineering. 
Since its inception in 1966, Laser Doppler Anemometry (LDA) has progressed, 
and aided by developments in other technologies, notably in lasers, fibre-optics 
and computing, it is now a most useful tool under a wide range of conditions. LDA 
is, however, fundamentally a point measurement technique; the time evolution of 
flow velocity can be measured with great accuracy at a point, but if a map of 
an area of the flow is to be obtained, it must be built up point by point. Thus 
the flow must be steady or accurately repeatable. PIV gives a quantitative map 
of instantaneous flow velocities over a large field. An attractive feature of PIV 
analysis is that the velocity measurements come out on a regular grid and thus 
post-processing is relatively straightforward. 

PIV is sometimes compared to streak photography where the path lengths 
of individual marker particles in the fluid are measured. Streak photography 
suffers two major disadvantages. Firstly, only a very few marker particles can be 

1Ditector of Fluid Dynamics Unit, Dept Physics, the University of Edinburgh, Edinburgh 
EH9 3JZ, Scotland 

2Research Associate, Dept Physics (D.Skyner@ed.ac.uk) 
3Research Associate, Dept Mech Eng (T.Bruce@ed.ac.uk) 
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used, otherwise their paths overlap too often and the individual particle motions 
cannot be separated. Secondly, when used with sheet illumination, the particles 
may move out of the measurement plane, artificially shortening the streak lengths 
and causing errors in the velocity measurement. 

PARTICLE IMAGE VELOCIMETRY 

The basis of PIV is to stroboscopically illuminate a two-dimensional plane of a 
flow containing small seeding particles. A double (or multiple) exposure photo- 
graph of this plane is taken. The spacing between the images of each particle on 
the film gives the local velocity. This photograph is then analysed to obtain the 
local flow velocities over a grid of points covering the whole field. PIV is normally 
considered as a two stage process: the acquisition and the analysis of the image. 

water 

m m 

Stroboscopic 
illumination 

Figure 1: Schematic diagram of PIV acquisition 

Figure 1 shows schematically the acquisition stage in a typical application of 
PIV. The enlarged area shows a portion of the film containing multiple particle 
images: the optimum form of this area is dictated by the requirements of the sub- 
sequent analysis. The acquisition and analysis phases are therefore inextricably 
linked. The following sections consider the stages of the PIV process: acquisition, 
ie. illumination and photography, and the automated analysis of the image. 

PIV ILLUMINATION 

In general, the two-dimensional plane within the flow is defined by a thin sheet 
of pulsed laser light. Two different techniques are available for producing this 
light sheet. In the first of these, a continuous wave (CW) laser is deflected off a 
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rotating multi-facet mirror so that the beam is scanned through the measurement 
area, as illustrated in figure 2. In the illustration, the parabolic mirror collimates 
the beam to give a more even intensity distribution. The shutter opening time 
on the camera is normally set to be four to six times the period of the beam scan, 
in order that this number of exposures are recorded on each negative. In the 
second technique, a pulsed laser, typically a Nd Yag, is used to produce double 
pulses, the beam being spread out into a sheet using a cylindrical lens as shown 
in figure 3. 

spinning 
octagonal 

mirror 

CW laser 

Figure 2: Scanning beam illumination system 

A comparison of the illumination techniques shows that the scanning beam 
method [Gray et al, 1991] is usually the best for use within the velocity ranges 
normally encountered in the coastal engineering laboratory, i.e. up to a few metres 
per second. It gives a sufficiently even illumination over a large area and has the 
advantage that more than two images per particle can easily be obtained, which 
improves the signal strength in subsequent analysis. For measurement regions of 
about lm2 and flow velocities up to 2ms-1 a 10W Argon Ion laser is suitable. The 
upper limit on velocities which can be measured with the scanning beam system 
can be proportionally increased by, for example, reducing the width of the scanned 
area. Above about 10ms-1 it is necessary to use a pulsed laser; in this case the 
energy per pulse is almost constant, so that measuring higher velocities does not 
required a proportional increase in laser power. However, the use of pulsed lasers 
has certain drawbacks: such systems are inherently more dangerous; it is harder 
to obtain an even illumination over the measurement zone; the optical alignment 
is more difficult.  Additionally, with a single laser only two pulses per negative 
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flow 
field 

pulsed loser 

beam expander 
(cylindrical lens) recollimating mirror 

Figure 3: Pulsed sheet illumination 

can be obtained easily. It is possible to obtain a four pulse sequence by coupling 
two lasers, but this is a costly option. 

If the surface flow of a fluid is to be measured, then illuminating the measure- 
ment zone can be accomplished without the use of lasers. The surface defines the 
two dimensional plane for measurement and the stroboscopic illumination may 
be achieved by means of standard flash units. Thus PIV may often be simply 
and inexpensively applied to such flows. 

Practical Implementation of Illumination 

In the fluid dynamics laboratories at Edinburgh the wave flumes and water chan- 
nels have been designed with the application of PIV in mind. All the tanks are 
made of glass, giving optical access from the sides and below. The beam from 
a single laser serves three experimental rigs, considerably saving on the cost. 
Most of the time involved in carrying out PIV experiments is in setting up the 
apparatus. When the laser is in use for one experiment, another can be in the 
preparation stage. 

For water channel experiments a 15W argon ion laser is used with scanning 
beam illumination. The beam from such a high powered laser is potentially very 
hazardous. For safety reasons, the laser is mounted rigidly in an enclosed area 
and its beam is directed through pipes to the appropriate experiment by a series 
of mirrors. With this arrangement the beam is totally enclosed up until the point 
where it enters the water tank and no longer represents a safety hazard. The 
scanning beam illumination system is mounted on rails beneath each of the water 
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channels so that the position of the measurement area can be easily moved. 

PIV PHOTOGRAPHY 

The process of acquiring good PIV photographs involves two major stages. The 
first is selecting appropriate hardware for the application (eg, illumination, seed- 
ing, camera and film), and the second is using this hardware to best effect. This 
section addresses both of the above stages. 

Hardware 

The hardware considerations may be divided into four broad and interdependent 
areas: illumination (already discussed), flow seeding, camera and film. Here the 
practices adopted in the study of water waves in the Fluid Dynamics Unit (FDU) 
at Edinburgh are detailed. However, most of the issues covered are also relevant 
to the application of PIV to other flows. 

Seeding 

The selection of a suitable flow seeding is crucial. The seeding used is conifer 
pollen which meets the most important criteria: it is almost exactly neutrally 
buoyant, quite reflective at the wavelength of the Argon Ion laser and small 
enough to follow the flow patterns (typical particle diameters are ~ 60/im). It is 
also quite inexpensive — the cost of seeding a flume containing three tonnes of 
water is about the same as the cost of the film in the camera. 

Camera & Lens 

The choice of the camera and lens is also important. A flat-field lens should be 
used to minimise distortions of the image plane. Choosing a lens of longer focal 
length will reduce the apparent effect of any out-of-plane motions of particles 
in the field, but will increase the difficulty of achieving a sharp focus and make 
the process more susceptible to vibrations. A Hasselblad 500 EL/M camera with 
80mm lens has proved suitable for many PIV applications at the FDU. 

Film 

The choice of film is generally straightforward, since there are a number of good, 
high resolution black and white films available at reasonable cost. Kodak TMax 
is one such film and is well suited to the green light of the Argon Ion laser. 

Taking the Photographs 

The important issues remaining are the choice of camera position, achieving the 
correct seeding density, optimising the focus and optimising the exposure param- 
eters to give good, high contrast photographs. Resolving all these issues involves 
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making compromises, and the aim of the following paragraphs is to outline the 
most important considerations. Figure 4 shows a well optimised image. 

Figure 4: A photographically obtained PIV image 

Seeding Density 

The optimum seeding density is determined by considering the subsequent analy- 
sis of the photograph. In the Edinburgh system, the local flow velocity at a point 
on the photograph is averaged over a 1mm diameter interrogation region. The 
seeding density should be high enough that there will always be several particle 
image pairs in each interrogation area, as shown in figure 1. Experience also plays 
a large part in getting an optimum level of seeding, and once good results have 
been obtained, the successful level of seeding can be repeated. 

Illumination Interval 

As with optimising seeding density, the choice of illumination interval is dictated 
by consideration of the subsequent analysis. The interval should be set such that 
the largest velocity in the flow a gives particle image separation on the photograph 
which is the largest resolvable by the analysis system, 200^m for the FDU system. 
Normally an estimate of the largest velocity can be made, but its often necessary 
to take a test film trying different intervals in order to optimise the choice. 
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Shutter Speed 

Once the illumination interval has been chosen, the shutter speed is selected to 
give the required number of exposures. Typically, four to six exposures are used, 
but it is important to consider whether the flow changes over the exposure time. 

Focus 

Achieving a sharp focus is vital if good PIV photographs are to be obtained, and 
can be quite difficult, especially when a large lens aperture or long focal length 
lens are being used. Again, a test film in which the focus is varied is the usual 
route to its optimisation. 

Photographic Magnification 

The magnification from the measurement zone to the film depends upon the focal 
length of the lens and the distance from the camera to the measurement zone. 
Its selection is another compromise. It is often desirable to measure as large 
a region as possible, but the analysis phase must be considered. The implicit 
assumption is that particle image displacement over the interrogation region is 
uniform: if there is a strong displacement gradient present, errors are introduced 
and the resulting data point may be at best inaccurate and at worst, spurious. 
Therefore the size of the area imaged onto the photograph is typically limited to 
that which will result in displacement gradients of less than 3% over any 1mm 
diameter interrogation area. 

Exposure 

Once the illumination interval and magnification have been established, the only 
factors left governing the exposure of the film are the lens aperture, the laser 
power and the film speed (ie, ASA rating). In general, a test film covering various 
settings of aperture and laser power is required for a new application. The quality 
of the resulting photographs may then be assessed on the analysis system and 
the best settings finalised. 

If there is scope for choosing an aperture setting, it should be remembered 
that the largest apertures (smallest / numbers) give the poorest depth of field, 
so focussing is more difficult. However, if the particle image size is diffraction 
limited, the smaller apertures (larger / numbers) will result in larger particle 
images. Using f/4 or f/5.6 is usually a good compromise. 

In general, the lower the ASA rating of the film, the finer the grain, so it is 
preferable to work with 100 ASA film. However, if the maximum available laser 
power and the largest aperture still give insufficient film exposure, then faster 
film may be used — 400 ASA TMax is widely used in the FDU, and has, on 
occasion, been push processed to as much as 3200 ASA, though this does result 
in a reduction in resolution. 
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PIV ANALYSIS 

There are a number of different approaches to extracting the velocity information 
from the flow photograph. The objective in this phase of the PIV process is to 
extract the local velocity at an array of positions on the negative from the most 
correlated separation of the particle images near that point. For high seeding 
densities, this is most commonly achieved by obtaining the autocorrelation of the 
intensity distribution within each interrogation area and locating the strongest 
correlation peak, which yields the average displacement and hence the velocity. 

The autocorrelation function can be conveniently calculated using Fourier 
transforms (Wiener-Khintchine theorem) 

A(x,y) = FT-1{[FT{a{x,y)}f} (1) 

where a(x, y) is the image intensity distribution of the chosen portion of film, 
FT is a forward Fourier transform and A(x,y) is the autocorrelation function of 
the area. 

Fast Fourier transform (FFT) routines are computationally very efficient. 
Nevertheless, with a fine grid the amount of computation is still considerable 
and an alternative approach is to produce optical transforms. Three types of 
analysis system are therefore possible. Both transforms can be performed digi- 
tally, both optically, or one of the transforms can be optical and the other digital. 
The last approach is the one which has been adopted in the FDU [Gray, 1989] 
, and is commonly known as the Young's fringe method, since the result of the 
optical transform is diffraction fringes. This gives adequate processing speed, 
whilst keeping the optical system relatively simple. 

If the transformations are to be carried out purely digitally, white light illu- 
mination is used and the image of the particles is captured directly on a CCD 
array. This approach requires two digital transforms it is more computationally 
intensive than the fringe method. There are certain advantages, one of the most 
important being that boundaries can be indentified directly during the analysis 
phase without the need for additional optics. 

A complete optical analysis of the PIV records is the most rapid of all, al- 
though the techniques for implementing this have not yet been fully developed. 
The best approach is probably to use an optically addressed spatial light modu- 
lator (SLM) as described by Jakobsen et al [1992]. 

Practical Implementation of Analysis 

Figure 5 shows the layout of the Edinburgh analysis rig. The negative is mounted 
onto a two-axis translation stage in the path of the beam from a low power laser. 
The illuminated area defines the point where the velocity is to be measured. 
Behind the negative is the "Fourier transforming" lens which images the fringe 
pattern onto a CCD array in its back focal plane . For a perfect transform the 
object should be in the front focal plane of the lens, but in practice it is placed 
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much closer to the lens than this in order to avoid vignetting caused be the finite 
aperture of the lens. 

particle image 
pairs 

Young's fringe pattern 

velocity vector map 

low power laser 
host computer 

Figure 5: The Edinburgh PIV analysis system 

For a typical PIV negative the fringe pattern is shown figure 6. The spacing 
between the fringes is inversely proportional to the particle spacing, and hence 
velocity, and their orientation gives the direction of the flow at that point. This 
fringe pattern is digitised and transfered to the PC. The inverse Fourier transform 
is then performed using an FFT algorithm. 

Figure 6 also shows the computed autocorrelation function, containing two 
symmetrically placed peaks. The analysis program uses a peak detection routine 
to locate the position of the correlation peaks; the coordinates of the peaks define 
the magnitude and direction of the velocity vector at that point. An advantage 
of the fringe method is that the user can see immediately whether clear fringes 
are formed at any particular point in the flow. If they are, then the analysis 
procedure will almost certainly give a reliable velocity reading. 

To obtain velocity values on a grid of points in the flow, the translation stage 
moves the negative relative to the interrogating laser beam. At each point, the 
analysis takes about 4 seconds, so that a 35mm format negative is analysed on a 
lmm grid in under an hour. 
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Figure 6: Fringe pattern and autocorrelation function 

Data Validation 

In the Edinburgh system, each velocity measurement is accompanied by a value 
which gives a measure of its reliability. This is determined by strength of the 
correlation peak compared to the background noise level. Velocity vectors whose 
"quality" factor lies below a specified threshold can either be discarded or checked 
individually. 

PIV ERRORS 

As with LDA, PIV gives an absolute measurement of velocity, provided that the 
system is calibrated correctly for known particle displacements. Distortions can 
also occur in the photographic process, for example by refraction at side walls. 
The extent of these can easily be checked by inserting a grid into the measurement 
area and photographing this in place of the illuminated sheet. 

The accuracy of PIV data is determined by the uncertainties introduced in 
the two distinct phases of the process; the photographic recording of the flow, and 
the analysis of this photograph. The specific problems in the case of PIV applied 
to wave motion have been considered in detail. For the most reliable results, the 
flow must be well seeded, and the photographic acquisition parameters selected 
to ensure that the velocity range present corresponds to the full range measurable 
in the analysis and that the velocity gradients on the film are not too great. If 
these conditions are satisfied, then the final error bound on measurements can be 
less than ~2% of the maximum velocity measured. 

EXAMPLES OF PIV MEASUREMENTS 

In this section the results from applications of PIV at the FDU are presented. 
Other recent studies using the technique are described in [Powell et Al,1992, 
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Morrison & Greated,1992, Bruce & Easson,1992, Skyner & Easson,1992(b)]. 
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Figure 7: Vector field within a breaking wave 

The results of the analysis of a PIV photograph can be displayed as a set of 
velocity vectors or, alternatively, iso-velocity contours may be plotted. Figures 7 
and 8 show matching plots of velocity vectors and iso-velocities for a breaking 
wave; this type of plot is particularly useful for illustrating wave motions. Further 
details of this work are given in [Skyner,1992(a)]. 

For studies of vortex shedding or turbulence, vorticity contours may be the 
best method of display. Vorticities can be computed at each point by taking 
central differences in the two coordinate directions. Figure 9 shows a typical 
vorticity map recorded in the wake of an oscillating cylinder using PIV. 

Other Applications 

PIV is potentially applicable to the measurement of two-phase flows and has 
been used successfully to study particle transport in air streams [McGluskey et 
al,1989]. It is anticipated that it will give good results in the study of sediment 
movement in water channels when the sediment density is low. 

FUTURE DEVELOPMENTS 

Two new areas of development in PIV are particularly relevant to the coastal 
engineering laboratory.  One is the use of stereoscopic photography to measure 
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Figure 8: Iso-velocity contours of a breaking wave. Contour interval 0.1ms-1 

all three velocity components and the other is the development of on-line PIV 
using acquisition systems based on a CCD camera. 

Stereoscopic Measurements 

In stereoscopic photography the normal methods of illumination are used but 
the illuminated sheet in the flow is photographed from two different positions 
at the same time. There are two fundamental optical arrangements. In one of 
these, two cameras are angled to image the same field. The problem here is that 
different parts of the sheet are at different distances from the lens so it is difficult 
to achieve a sharp focus. Secondly, there is a distortion of the image. The other 
approach is to have both cameras aligned normal to the measurement plane. The 
problem in this case is that only part of the two images overlap and are usable 
for measurement. Most researchers have chosen the second method. 

Two separate photographs may be taken and analysed and the resulting ve- 
locity vector plots combined by triangulation to produce the three components 
of velocity in a plane. For practical purposes the use of two cameras presents 
alignment difficulties because the resulting negatives need to be matched very 
precisely. To overcome this difficulty a number of systems have been developed 
which use just a single lens and produce the two images on a single piece of film. 
One such system has been devised by Arroyo and Greated [1991]. Instead of 
having two separate lenses in front of a single piece of film the two images are 
formed through the same lens.   This is achieved by removing the lens from a 
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Figure 9: Vorticity in the wake of an oscillating cyclinder 

conventional camera and placing two parallel mirrors between the lens and the 
film. Two further parallel mirrors are also placed on the other side of the lens. 
After alignment, this system can be operated as a conventional camera. 

On-line PIV 

It would be attractive if the photographic process could be eliminated completely. 
This can in fact be done by replacing the film camera with a CCD camera which 
simply captures an image electronically. Again, with multiple exposures on the 
same frame, the matrix of pixels needs to be subdivided and correlations carried 
out digitally. If different frames are used for consecutive exposures or two separate 
cameras are used, then the autocorrelation can be replaced by crosscorrelation, 
in which case directional ambiguity is resolved. Systems of this type have been 
implemented but in the present state of the art they are limited to extremely low 
velocities and the resolution is extremely poor compared to film. 

Fibre Optic Delivery 

Considerable developments have been made in fibre optics in recent years and it 
is now possible to channel powers of up to 4W through monomode fibres. The 
use of monomode fibres allows the light to be recollimated back into a narrow 
beam of light at the other end; with the multimode fibres this is difficult to do. 
Powers of greater than about 4W can in theory be transmitted by splitting the 
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beam. Fibre optic linkage makes the PIV system very much more flexible and 
may be essential where access to the working area is severely constricted. Fibre 
transmission of pulsed laser beams is much more difficult due to the very high 
peak power densities. 
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CHAPTER 16 

Directional nearshore wave propagation over a rip channel: an experiment 

LucHAMM* 

ABSTRACT 

The aim of these tests was to study wave propagation on a beach, 
including the surf zone, and nearshore circulation produced by breakers in 
the presence of a rip channel. The tests were carried out in a multidirectional 
wave tank. The initial series of tests concerned the case of a plane beach 
sloping at 1 in 30. The second series was performed with a rip channel 
excavated in the beach. Conventional wave measurements were taken at 50 
different points. Measurements of the multidirectional waves and rip current 
were taken at 7 points along the channel centre line. During the tests, various 
types of wave (monochromatic, random monodirectional and 
multidirectional) were tested and the results obtained were compared with 
identical starting conditions. 

1.        INTRODUCTION 

Wave tanks capable of simulating real multidirectional (short-crested) 
waves are a relatively common means of studying offshore structures, but 
they are less frequently used in the field of coastal engineering. Nevertheless, 
this field is rapidly developing at the present time and many shallow-water, 
multidirectional wave tanks have been built in recent years in Europe and 
North America. Mention should be made of three recent studies conducted in 
tanks of this type, which have been devoted to the study of wave propagation 
in the nearshore area, including the surf zone. Dingemans et al. (1986) studied 
the propagation of breaking waves on a submerged bar creating a rip current. 
In this case, where the energy slope is very localised, directional effects do not 
appear to affect the results to any great extent. Vincent and Briggs (1989) 
studied the effect of directional spectrum width on the concentration of wave 
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disturbance behind a shoal. They showed that the results were highly 
sensitive to this parameter in the case of non-breaking waves. Lastly, Briggs 
and Smith (1990) and Elgar et al. (1992) have presented results for 
propagation on a plane beach with a slope of 1 in 30, including a wide range 
of unimodal and bimodal frequency spectra. 

The main interest of these tests was to provide data sets that can be 
used to validate numerical models of real wave propagation (Dingemans, 
1986; Grassa, 1990; Panchang et al., 1990). The tests described here were 
carried out in line with this philosophy. The bed configuration adopted aims 
at combining a moderately sloping beach with the creation of a water 
circulation cell produced by breaking waves. 

2.        EXPERIMENTAL SET-UP 

The model was built in a wave tank at the Laboratoire d'Hydraulique 
de France in Grenoble. The tank measures 30 m by 30 m and is fitted with a 
multidirectional wave generator consisting of 60 paddles, each 0.5 m wide 
and 1.40 m high. The sea bed consists of a plane beach sloping at 1 in 30, with 
a rip channel excavated in the centre (fig. 1). 

Direct OXYZ co-ordinates are defined as follows. The OX axis is 
perpendicular to the generator and forms the axis of symmetry of the wave 
tank. OY is parallel to the generator and marks the foot of the beach. OZ is 
vertical, running from the bottom to the top, with its origin at 0.50 m above 
the flat bed of the wave tank. 

The bathymetry may be represented by the following analytical 
expression (Noda, 1974): 

Zf (x,y) = 0.1- — 3 30 
1 +3exd—   cos   M- 

3 30, (1) 

with X = 18 - x 

x varies between 0 and 18 m and y between -15 and +15 m. The 
longitudinal profile along the centre line of the channel is shown on fig. 2d. 

During construction of the sea bed, the channel was temporarily filled 
in order to carry out prior tests on the plane beach. It should also be noted 
that the beach only starts at a distance of about 5 m from the generator. This 
makes for better wave generation and for clear access to the tank. 
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Fig. 1       Experimental set-up 

3. INSTRUMENTATION 

Ten standard wave gauges and a wave direction gauge were installed 
in the tank. Visual observations (comprising photographs and video films) 
were also made under rather poor lighting conditions, which it was 
impossible to improve during the study. 

The wave gauges are accurate to within 2%, with 1-5% linearity and 
very little drift. They were calibrated once a week. The direction gauge 
consists of a classic resistive wave gauge coupled to an electromagnetic 
current meter capable of making two-directional horizontal measurements. 
The main drawbacks encountered with resistive gauges, namely lack of 
stability, drift and linearity of measurement, were largely offset by using a 
small platinum electrode that compensates for deviations. In this way, 
linearity was 0.5% and calibration only had to be performed during 
maintenance operations. 

The electromagnetic current meter is a disk 40 mm in diameter and 
18 mm thick, accurate to within about 1%, and covering a measurement range 
of 0 to 1 m/s. It is calibrated during maintenance operations. 
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4.        MEASUREMENT POSITIONS 

The ten wave gauges and wave direction gauge were installed in two 
groups in the wave tank. 

The first group (comprising the direction gauge and six wave gauges) 
was fixed on a mobile beam running along the axis of the wave tank. These 
gauges scan an area between y = 8.3 m to y = +1 m and x = 1.0 m to 
x = 15.30 m. This last position (x = 15.30 m) was only reached by certain 
gauges when the depth of water was sufficient for the measurement to be 
taken. 

The other four gauges were arranged in a fixed pattern over the tank. 
They were used to check the repeatability of the measurements and replace 
any gauges on the beam that might prove to be defective during the tests. 

In practice, the beam was moved along 7 axes during each test. This 
meant that wave disturbance was measured at 53 points in the case of the 
plane beach and 50 with the channel. The positions of the measuring points 
are shown on fig. 1 for the tests carried out with a channel. 

The electromagnetic current meter was placed at 0.05 m above the bed, 
except at the last point near the coast, where the distance was reduced to 
0.03 m. 

5.        INCIDENT WAVE CONDITIONS 

The wave generator is of the piston type and each paddle is controlled 
independently by a hydraulic system. The paddle control signal is generated 
by a program that uses the white noise filtering technique described by 
Gilbert and Huntington (1991). This method can only be used for waves that 
are perpendicular to the generator. With oblique waves, the superimposed 
sinusoidal wave method must be used. During this study, only frontal waves 
were generated with the white noise filtering technique. 17 wave conditions 
were selected in order to cover a wide range of steepness values and 
frequency and direction spectrum widths. 

The spectra generated were of the form: 

S (f, 0) = ST(f) cosn 0 (2) 

Sy(f) corresponds to the Jonswap spectrum dependent on the 
parameter y, with a value of 3.3 or 7. The angular distribution function 
depends on the exponent n, which has the value 2 or 6 in this case. Table no. 1 
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lists the theoretical incident wave conditions. Wave measurements in front of 
the generator gave values between 0.95 and 1.15 times the set height. No 
adjustment was made to correct these deviations. 

Each wave condition was generated by identical repetitive cycles. A 
cycle had a period equal to 260 times the peak period, corresponding to about 
320 waves. Repeatability of the waves was found to be very good at the fixed 
offshore gauges (variance less than 1% in most cases). 

Hs 
(mm) 

Tp 
(s) 

n Hs 
(mm) 

Tp 
(s) 

n 

Monochromatic 
Unidirectional 
Multidirectional 

40 
40 
40 

1.25 
1.25 
1.25 

3.3 
3.3 2 

Unidirectional 
Multidirectional 

80 
80 

1.25 
1.25 

7 
7 6 

2 

Monochromatic 
Unidirectional 
Unidirectional 
Multidirectional 

100 
100 
100 
100 

1.25 
1.25 
1.25 
1.25 

3.3 
7 

3.3 
3.3 

Unidirectional 
Multidirectional 

40 
40 

1.976 
1.976 

3.3 
3.3 6 

Monochromatic 
Unidirectional 
Multidirectional 

70 
70 
70 

1.25 
1.25 
1.25 

3.3 
3.3 6 

Unidirectional 100 1.976 
Unidirectional 
Multidirectional 

130 
130 

1.60 
1.60 

3.3 
3.3 2 

Table 1    Incident wave conditions 

6. TEST PROCEDURE 

This comprised three main phases, as described below: 

Preparation of the test: The water surface at rest was measured at each 
measurement point in order to determine the reference level for subsequent 
calculation of the set-up and mean rip current. This procedure was essential 
as the gauges were submerged at different depths from one measurement line 
to another so as to be adapted to decreasing water depths. The generator was 
then started up and allowed to run for about 15 minutes in order to achieve a 
stable rip current pattern. 

Measurements: Measurements were made simultaneously on the 13 
channels over a period equal to one generation cycle (i.e. about 320 waves) 
with a frequency of between 20 and 25 Hz depending on the peak period. The 
trolley was then moved to the following measurement line and the gauges 
submerged at a suitable level for the water depth in this new position. These 
operations were repeated seven times during each test, without stopping the 
generator. They lasted about three hours. 



NEARSHORE WAVE PROPAGATION 231 

End of test: At the end of the test, all the measurements were checked 
and any incidents during acquisition noted. Certain tests were repeated when 
serious incidents had occurred. An initial statistical analysis of measurements 
from the fixed gauges was also made to check the reproducibility of the wave 
conditions during the test. The recorded data were then stored on magnetic 
tape, translated into ASCII and stored on PC-compatible floppy disks. 

7.        STANDARD DATA PROCESSING 

The mean values from each measurement point were first of all 
calculated by comparison with the measurements at rest. The set-up and 
mean current values were estimated in this way. 

Standard processing then involved performing a statistical analysis of 
all the recordings. The main characteristics (H1/3, Hi/10, Hmax and associated 
periods and Ha) were then gathered in the summary tables shown in the 
complete report (Hamm, 1992). 

Graphic representation of these values revealed acquisition anomalies 
on certain channels. Generally speaking, the checks carried out showed that 
90% of the measurements were reliable. Figures 2 to 4 show examples of the 
results obtained for three series of tests. These figures show a comparison 
between the significant wave height values (H]/3d) and an estimate made on 
the basis of the variance of the free-surface elevation (Ha) for unidirectional 
and multidirectional waves. 

These figures are divided into four parts, designated a) to d). Figures a) 
present the results obtained on the plane beach and b) those obtained in the 
centre line of the rip channel. Figures c) give the mean rip current measured 
near the bed in the centre line of the channel. Lastly, figures d) recall the bed 
contour profiles. It can be seen that there is little difference between H1/3 and 
Ha except in the case of waves with low steepness (fig. 2) in the surf area. 
Similarly, there is little difference between unidirectional and 
multidirectional wave cases. This result appears a little surprising at first, in 
the presence of the channel, as the rip current tends to generate wave 
concentrations which should be more attenuated in the case of a 
multidirectional wave (Vincent and Briggs, 1989). Indeed, the opposite trend 
may be observed on figure 3b). This may be due to the breaking process. 

Figures 5a) and b) give an overall view of the wave heights measured 
in the case of waves of low steepness. Figure 5a) shows an abnormal value 
along the channel centre line (line D), which had already been observed on 
figure 2a). These abnormal results are currently being analysed. 
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8. SPECTRUM ANALYSIS 

Measurements with the wave direction gauge were subjected to a 
conventional spectrum analysis and directional spectrum analysis using the 
maximum entropy method (MEM) published.by Sand and Mynett (1987). 
This method is one of the most accurate currently available (Benoit, 1992). 
However, it is not always easy to interpret the results (Van de Meer, 1990) 
and detailed analysis is currently in progress. 

By way of example, figure 6 shows the frequency spectra obtained 
with unidirectional waves of low steepness in front of the generator and in 
the surf zone on the plane beach and in the channel centre line. The results 
are comparable and show a classic type of evolution with the development of 
sub- and super-harmonics during propagation towards the coast. 

Figures 7 and 8 show the change in directional spectrum for these same 
waves between offshore and the coast, on the plane beach. There is similarity 
with the change in frequency spectrum observed previously and a marked 
narrowing of the directional distribution. 

9. GENERAL COMMENTS AND CONCLUSIONS 

The tests presented here represent a valuable data set for validating 
numerical models of wave transformation and rip current generation. The 
huge amount of data is still under analysis and the first results presented here 
tend to show that the directional spreading does not seriously affect the 
magnitude of the return current and the significant wave heights. 

On the other hand, in spite of the large number of recording points 
(53), the impression given is one of a fairly loose measuring network, 
particularly in the channel. Indeed, the instability of the rip current could be 
observed visually in most of the tests. This is clearly demonstrated by the 
dissymmetry of the wave crests on either side of the channel centre line, and 
in particular a shift in the breaking point, which varied with time. A denser 
measuring network would have been needed to quantify this instability. A 
possible alternative, which is currently being tested, would be to use a video 
technique of the type used in the field by Holman and Lippmann (1991) in 
addition to the conventional isolated measurements. 
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H1/3d (cm 
7 

line A  *  line B      line C      line D      line E      line F 
•-••---   a    —A— ..-o--.   Q  

H1/3d (cm) 
7 

b. Rip channel tests 
Multldir - 40 mm -1.976 s 

line A      line B      line C      line D      line E      line F      line G 
—*—  ...+...   «    —A— .--o---   a    --A- 

Fig. 5       Wave heights along transversal sections. Hs = 0.04 m - Tp = 1.976 s 
Multidirectional incident spectrum 
a. Plane beach test       b. Rip channel test 
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CHAPTER 17 

WAVE SETUP ON BEACHES AND IN RIVER ENTRANCES 

1 2 David J. Hanslow     &   Peter Nielsen 

Abstract 

This paper investigates the phenomenon of wave setup both on beaches 
and within river entrances. Field measurements of the mean water surface 
through the Brunswick River Entrance on the North Coast of NSW, 
Australia and on the beach immediately south of the entrance are presented 
for a variety of incident wave conditions. These include wave heights up to 
4m (Deepwater RMS). Data collected show very little setup in the river 
entrance even though wave breaking occurs across the entrance under 
relatively small wave conditions. At the same time significant wave setup 
was measured on the adjacent beach. This resulted in the super-elevation of 
the beach shoreline level above the mean water level of the adjacent river. 
This super-elevation has been observed to result in large scour holes as the 
water finds its way through the entrance training walls. 

Introduction 

The super-elevation or setup of river entrance water levels by wave 
breaking is a subject of great importance for the modelling of flood 
inundation levels in coastal rivers and for floodplain management in 
general. However, very little is known about wave setup within river 
entrances. Current practice in estimating river entrance setup has been to 
use either beach shoreline setup or to calculate the likely setup at the point 
of minimum depth using simple models like that of Bowen et al. (1968). 

1. Coastal Geomorphologist, Coast and Rivers Branch, NSW Public Works 
Department, McKell Building, Rawson Place, Sydney 2000, Australia. 

2. Senior    Lecturer,    Department    of    Civil    Engineering,    University    of 
Queensland, Queensland 4072, Australia. 
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Bowen's model gives the setup as a linear function of depth and is 
based on an assumption of constant wave height to water depth ratio and 
linear wave theory. Recent field studies have shown, however, that setup 
versus depth profiles tend to be upward concave steepening considerably 
near the shoreline (eg. Nielsen, 1988, 1990). This means that while the 
model of Bowen et al. (1968) tends to under-estimate the shoreline setup it 
over-estimates the setup across much of the surf zone. These results suggest 
that both of the above mentioned approaches to the estimation of river 
entrance setup are likely to be inappropriate. In any case, the application of 
T)each results' to river entrances must be subject to considerable uncertainty 
because of the difference in breaking processes as a result of the current. 

The aim of the present project is to investigate wave setup within a 
river entrance and to compare this with wave setup observed on beaches 
under similar conditions. 

Concepts & Definitions 

Beach and river entrance water levels fluctuate over various time scales. 
When the local water surface elevation n (x, t) is averaged over a time span 
longer than the incident wave and surf beat periods but shorter than the 
tidal period, the result is the local, mean water level i\(x) which traces the 
mean water surface (MWS). 

Far offshore the mean water level (MWL) approximates the still water 
level (SWL) which is the level of the still water surface (ie, the sea surface 
in the hypothetical situation of no waves). The still water level for practical 
purposes is taken as the mean water level offshore from the surfzone. 

The local setup B(x) is the super-elevation of the mean water level 
above the still water level. 

B(x) = rj to SWL 

Set-down corresponds to the situation where B(x) < 0. 

Beach shoreline setup has in the past been used to approximate likely 
river entrance setup. The shoreline elevation and the shoreline setup Bs are 
defined by the intersection of the mean water surface and the beach sand 
surface. 

Field Sites 

Data for the present study have been obtained from several sites along 
the New South Wales coast. These include Brunswick Heads, Dee Why 
Beach, Palm Beach and Seven Mile Beach (figure 1). 
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The NSW coast is 
exposed to a moderate 
to high energy east 
coast swell environment. 
Dominant swell direction 
is from the south-east 
and deep water signifi- 
cant wave heights at 
Sydney exceed 1.5m at 
least 50% of the time 
and 4m, 1% of the time. 
The tidal regime is 
micro-tidal, diurnal with a 
semi diurnal inequality. 
Tidal range varies from 
about 2m at springs to 
less than lm at neaps. 
The tidal regime is 
uniform along the whole 
NSW coast. 

The main field site 
used in the present study 
was Brunswick Heads on 
the north coast of NSW 
(figure 2). This site was 
used to collect river entrance as well as beach setup data. The coastline at 
Brunswick Heads is oriented north-south and fully exposed to the regional 
wave climate. The Bmnswick River enters the ocean at Brunswick Heads. 
This river entrance is regulated by rubble mound training walls. The 
channel width near the end of the training walls is approximately 40m and 
the mid tide depth is normally 4-5m but can be as shallow as l-2m on the 
offshore bar which experiences wave breaking even under relatively small 
wave  conditions   (figure  3). 

The tidal prism of the Brunswick River is approximately  4.8m x 106m3 

corresponding   to   spring   tidal   peak   velocities   of   about   1.8m/s   at   the 
entrance. 

The setup monitoring installation at Brunswick Heads comprised two lines 
of manometer tubes, one through the river entrance extending from 300m 
upstream of the entrance to 150m offshore of the entrance; and the other 
spanning the surfzone on the beach 150m to the south. This line was 500m 
long and extends from the beachface to a depth of approximately 10m. The 
beachface here is relatively flat and the surfzone is characterised by a well 
developed bar/trough system. Mean swash zone grain size is 0.22mm. 
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Figure 1: Location of field sites 
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Figure 2: Setup monitoring installation at Brunswick Heads 

Subsidiary field sites include Dee Why Beach, Palm Beach and Seven 
Mile Beach. These locations were used to obtain beach setup measurements 
from various beach types. Characteristics of these beaches are shown in 
table 1. A more detailed description of these sites is given in Nielsen & 
Hanslow (1991). 

Equipment 

The equipment and techniques used at the Brunswick Heads field site 
are in part similar to those described by Davis & Nielsen (1988) and 
Nielsen (1988). 

TABLE 1. 

Weld Site 
Beach Type 

During Experiments 
Swash Zone 

Crain Size (MEAN) 

Range of 
Keacliface Slope 

During Experiments 

Seven Mile Beach Dissipative 0.18mm 0.03 < tan BF< 0.05 

Dee Why Beach 
Intermediate/ 

Reflective 
0.5mm 0.06 < tan (3F< 0.16 

Palm Beach Intermediate 0.4mm 0.08 < tan (3F< 0.12 
Brunswick Beach Dissipative 0.22mm 0.04 < tan 3F< 0.08 
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Figure 3: Wave breaking occurs at the Brunswick River entrance 
even during small to moderate wave conditions 

Measurements of the mean water surface elevation were obtained at 
various points through the river entrance and on the adjacent beach via a 
system of manometer tubes which are permanently deployed. These tubes 
are made of hard but flexible nylon material and open to water pressure at 
their seaward ends. They are attached to a steel chain and became buried 
shortly after deployment. 

At the landward end of each line, each tube is connected to a glass riser tube. 
The glass riser tubes are closed to the atmosphere but interconnected, so that the air 
pressures inside are at all times identical. Partial evacuation of the system enables 
relative water levels at the tube outlets to be monitored. Absolute levels can be 
obtained by connecting one of the riser tubes to a known (surveyed) water level. 

The system facilitated measurements of the mean water surface at fixed 
locations through the river entrance and across the surfzone on the adjacent 
beach. Measurements of the mean water surface closer to the beachface at 
Brunswick Heads as well as the other field sites were obtained using an 
array of stilling wells. During individual experiments, wells were placed 
with 2-5m spacing along shore normal transects. The wells were made of 
clear polycarbonate tubing of 25-35mm internal diameter. The bottom end of 
each well was covered with geotextile filter cloth to prevent the entry of 
sand, and were damped with foam to eliminate fluctuation by individual 
waves and infragravity oscillations. The wells were sunk to at least 20-30cm 
below the lowest level of the local watertable. 
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Well top levels were surveyed and measurements taken from the well 
top to the water surface and to the beach sand surface. This enabled fairly 
accurate definition of the intersection point between the mean water surface 
and the beachface otherwise known as the shoreline. 

Wave Setup on Beaches 

Data collected for the present study confirmed earlier results by Nielsen 
(1988), (1990) regarding the nature of the mean water surface on natural 
beaches. That is, as seen in Figure 4, the mean water surface displays an 
upward concave profile, steepening considerably near the shoreline. Here 
relative setup is plotted versus still water depth for several data collection 
exercises at Brunswick Heads.  Nielsen's data suggest  that  Bowen's model 

DIMENSIONLESS SETUP versus 
DIMENSIONLESS STILL WATER DEPTH 

-1 -0.5 0 0.5 

STILL WATER DEPTH /  Horms 

Figure 4: Relative setup plotted versus still water depth 
for 3 different experiments at Brunswick Heads 

may over-estimate setup across much of the surfzone while under-estimating 
setup at the shoreline. 

The elevation of the shoreline above the still water line is plotted as a 
function of wave height in Figure 5. As seen in this plot a relationship of 
the form 

Bs = 0.38 Ho, 
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Figure 5: Shoreline setup plotted as a function of 
wave height (Harms)   for all data 

fits the data fairly well with scatter between 0,2 Horms   and   0.65 Harms. 

A slightly better relationship  is  obtained by including wave length as 
seen in Figure 6.   Here the line of best fit is given by 

Bs = 0.048 (Harms Lo)• 
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Figure 6: Shoreline setup plotted as a function of (H(„„is L0) '     for all data 
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River Entrance Setup 

Mean water surface data collected during the present investigation were 
obtained under widely varying conditions. These included wave heights up 
to 4m (deepwater RMS), all stages of the tide and two minor flood events. 

An example of the mean water surface data collected is given in 
Figure 7. Here mean water surface profiles through the Brunswick River 
entrance during an ebbing tide on 17 March, 1992 are presented. The river 
flow during these observations was assisted by considerable fresh water 
input. Drogue velocities in the entrance recorded at 11.30 were between 2.0 
and 2.5ms~ offshore RMS wave height varied between 2.0 and 2.4m while 
wave period was approximately 8 seconds. Most wave breaking occurred 
50—100m seawards of the end of the breakwaters, a distance of 200—250m 
from the instrument box. The furthest offshore data point in this graph 
(chainage 500) is the ocean tide level calculated by averaging the recorded 
tide levels at Coffs Harbour and Sydney Harbour, both corrected for 
barometric effects. These tide gauges are well removed from the study site but 
have been included as a check on the level of the offshore manometer tube. 

BRUNSWICK RIVER ENTRANCE 17/3/92. 
Water level during falling tide 

-200 -100 0 100 200 
Distance from Instrument Box f,m] 

Figure 7: Mean water surface profiles through the Brunswick River 
entrance during an ebbing tide on 17-3-92 
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The elevation of the mean water surface increases by an average of 0.05m 
from the breakpoint (250m) to the 150m or 200m point. There is a small 
decrease in the mean water surface elevation at (150m) or just landwards of 
(125m) the end of the breakwaters. Landwards of this region the mean water 
surface slopes upstream with a maximum gradient of 0.0024. 

This data suggests there is very little setup occurring (less than 
0.03 Horms) in the river entrance. 

All measurements of the river entrance setup obtained at Brunswick 
Heads are presented in Figure 8. Here super-elevation of the mean water 
surface at the river entrance (Tjl50m tube — if 300m tube) is plotted as a 
function of wave height. 

The data presented in this figure show very little wave setup in the 
Brunswick River entrance under any conditions. 

All Data 

0.6 

LTt 

> 
ir 

-0.6 
2 3 

Wave Height (Horms) [m] 

Figure 8: River entrance setup versus wave height for all data 

Combined Data 

The collection of simultaneous river entrance and beach water level data 
was made difficult during severe weather conditions, thus measurements of 
this type were limited. However, one data set was collected on 22 June, 
1989. Figure 9 presents a mean water surface profile and bed profile 
through the river entrance and across the surfzone on the adjacent beach, 
both taken at 1600 hrs on this day. Offshore RMS wave height at this time 
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was around 2.4m with a period of 11.1 /s. This figure illustrates the absence 
of setup in the river entrance during conditions which produce significant 
setup on the adjacent beach. 

BRUNSWICK HEADS, 22/6/89,1600 HRS. 
H=2.4m, T= 11.1s. 

50 100 150 200 
Distance from Instrument Box [m] 

Figure 9: Mean water surface through the Brunswick River entrance and 
across the adjacent beach at 1600hrs on 22-6-89 

Comparison between the beach shoreline setup and the water level in 
the river entrance on 22 June, 1989 is presented in figure 10. On this 
occasion the offshore RMS wave height increased from 2m at 1500hrs to 
3.2m at 2400hrs, while the period averaged 12 seconds. Elevation of the 
mean water surface at the 10m and 300m stations in the river entrance are 
plotted together with the shoreline elevation on the adjacent beach over part 
of a tidal cycle. 

The 10m and 300m tubes in the entrance are on opposite sides of the 
breaker zone in (and offshore from) the entrance. The difference in elevation 
between the 10m tube and 300m tube suggest there is very little wave setup 
through the river entrance, in fact their relative elevation changes with the 
tide suggesting tidal gradients may be more important than any wave 
induced slopes. At the same time the shoreline on the adjacent beach was 
consistently about lm above the offshore water levels. 

The setup of the shoreline on the beach above the levels in the river, 
has been observed to result in large scour holes where water from the 
beach found its way through the entrance training walls (fig. 11). 
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BRUNSWICK   HEADS   22-6-1989 
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Figure 10: Time series of water levels in the Brunswick River Entrance 
(22-6-89) (10m tube and 300m tube) and on the southern beach (shoreline). 

Offshore RMS wave height increased from 2.4m at 1500hrs to 3.2m at 
2400hrs, while wave period averaged 12 seconds. 
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Conclusions 

Measurements of the 
mean water surface 
through the Brunswick 
River entrance show very 
little wave setup. This is 
in spite of the fact that 
wave breaking occurs 
across the entrance even 
under relatively small 
wave conditions. At the 
same time measurements 
of the mean water 
surface on the adjacent 
beach show significant 
setup. This setup occurs 
mostly close to the 
beach, and results in the 
super-elevation of the 
shoreline above the level 
of the river. This 
super-elevation has been 
observed to result in 
large scour holes as the 
water finds its way 
through the entrance 
training walls. 
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CHAPTER 18 

CHARACTERISTICS OF A SOLITARY WAVE BREAKING CAUSED BY 
A SUBMERGED OBSTACLE 

Masanori HARA1, Takashi YASUDA2 and Yukio SAKAKIBARA3 

ABSTRACT 

This study aims to make quantitatively clear the breaking wave characteris- 
tics of a solitary wave incident to a submerged obstacle by performing intensive 
numerical simulations using a boundary integral method. The incident critical 
wave height, the break point and the breaker height are formulated through re- 
gression analyses based on the simulated results and are shown to be determined 
uniquly by using the regression equations. 

INTRODUCTION 

A sound knowledge on breaking wave characteristics of coastal waves over 
a submerged obstacle is clearly important for designing coastal structures. Al- 
though many investigations have been made on the characteristics, most of them 
are concerned with waves on uniformly sloping bottoms. Smith and Kraus(1991) 
performed laboratory experiments to measure macro-scale properties of breaking 
waves on barred beaches but simply showed that wave-breaking properties dif- 
fered on a barred profile. Very little quantitative knowledge is hence avaliable on 
the breaking wave caused by a submerged obstacle. 

It is widely recognized that steep waves on beaches resemble solitary waves. 
They are in fact representable as a train of solitary waves[Tuchiya & Yasuda, 
1984]. It may be hence better to consider each individual wave of coastal waves 
over a submerged obstacle as an independent solitary wave and to investigate 
its breaking characteristics, rahter than to examine directly those of the waves. 
Further, considering a submerged step and dike as submerged obstacles, we could 
reduce the breaking wave problem of the steep coastal waves over a submerged 
obstacle to that of a solitary wave incident to the step or dike. 
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2Prof, Dept.of Civil Eng., Gifu Univ., 1-1 Yanagido, Gifu 501-11, Japan 
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In this study, we focus our attention on the relation of the geometric quan- 
tities of the incident wave and obstacle to the breaking wave characteristics and 
investigate the following three items and their governing law; i)Critical incident 
wave height Hc which gives the limiting wave height of the incident wave passing 
through a obstacle without breaking, ii)Break point and iii)Breaker height. For 
this purpose, we perform the intensive numerical simulation using a computa- 
tional model[Yasuda et al.,1990] to describe the time evolution of a solitary wave 
propagating on a step or dike and formulate three items mentioned above based 
on the simulated results. The model used here can solve numerically but almost 
exactly the hydrodynamic equations for fully nonlinear two-dimensional irrota- 
tional flows over uneven bottoms and can describe accurately the deformation 
up to overturning of a solitary wave incident to a step or dike. Its validity has 
been already verified by comparing the computed results with the experimental 
measurements[Yasuda et al., 1992]. It could therefore be stated that the results 
obtained here through the numerical simulation have sufficient accuracy. 

MODIFIED SURF-SIMILARITY PARAMETERS 

It is well-known that the breaker height and type of periodic waves on a plane 
slope with the gradient of tan# are described by the surf-similarity parameter 
£ = ta,n8/(H0/L0)

0'5, where H0 and L0 are respectively the wave height and wave 
length of incident waves in deep water. This parameter can be derived as the ratio 
of the perturbation term due to depth change to the nonlinear term of incident 
periodic waves from the variable coefficient KdV equation. 

We now regard periodic waves with the incident wave height Hi on a plane 
bottom with the still water depth hi as a train of solitary waves with the same 
wave height Hi and rewrite the nonlinear term by using the loweat order solution 

of the solitary wave on the plane bottom , i) = Hjsech2[w(3/4)(_ffi/fe1)s//i1], in- 
stead of that of the sinusoidal wave, t] = (Ho) /2 COS(2TTX / LQ) . As a result, we can 
obtain the following parameter for the solitary wave on a plane slope with the 
same gradient tan 0, 

t. = tan6/(H1/h1)
0A. (1) 

If we then consider the depth change perturbation due to a submerged solid 
step with the crown height 7? (Fig.l) instead of that due to the plane slope 
and rewrite the perturbation term, we obtain ,through some trial and error, the 
following modified surf-similarity parameter for the solitary wave which has the 
initial wave height Hi and is incident to the submerged step. 

c = (R/hir/iHjhi)•. (2) 

The slope gradient tan0 is omitted in eq.(2) becouse its influence on the breaking 
characteristics is almost negligible as explained afterwards. 
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Further, considering the depth change due to a submerged symmetric trape- 
zoidal dike with the crown height of R, the crown width of B and the slope 
gradient of tan 6 schematically shown in Fig.2, we can obtain another modified 
surf-similarity parameter, 

C = [B/h, + (R/h1)/3.5Une}°-2(R/h1)/(H1/h1)
OA, (3) 

for the solitary wave with the initial wave height Hx incident to the rectan- 
gular trapezoidal dike. This parameter can be rewritten into the parameter 
£'s = (B/hi)°-2(R/hi)/(Hi/hi)0A for the solitary wave incident to a rectangu- 
lar dike by putting the value of the slope gradient tan 9 in eq.(3) as infinity. The 
parameter £" can thus be regarded as a unified parameter applicable to both the 
dikes. 

ni 

•7/7/7W, V//////77777/. 

Fig.l   Schematic  illustration  of solitary      Fig.2   Schematic  illustration  of solitary 
wave over a submerged step wave over a submerged dike 

BREAKING CHARACTERISTICS OF A SOLITARY WAVE INCI- 
DENT TO A STEP 

Wave profiles 

Figure 3 describes representative examples of the propagation process of a 
solitary wave propagating on a bottom containing a solid step. It is easily found 
that the stage of the deformation caused by the step clearly depends on the value 
of £*. Run 1 shows the propagation process of a solitary wave passing over a step 
without breaking. Not only a reflected wave but also a shelf is generated by the 
depth change due to the step . The shelf is not indefinitely carried behind the 
transmitted wave, but separates from it and finally turns to a secondary solitary 
wave. This means that when an incident solitary wave is perturbed by a step, 
it tries to be stable by generating a reflected wave and a shelf turning to a sec- 
ondary solitary wave and distributing the excess energy to them. Both of Run 
2 and 3 show the propagating process leading to wave breaking. The onset of 
wave breaking is defined here as the instant when the front face at the top of the 
solitary wave becomes just vertical. The validity of this definition is experimen- 
tally confirmed by the fact that the onset almost agrees with the time when the 
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Fig.3  Time evdution of water surface profile of a solitary wave 
incident to a submerged step 
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formation of a jet at the crest is initiated in the real fiuidfYasuda et al.,1992]. 
While the breaker profile of Run 2(£* = 1.06) seems to be a spilling breaker, that 
of Run 3(£* = 1.25) could be regarded clearly as a plunging breaker because of 
its remarkably vertical asymmetry. Although the shelf is generated in both the 
cases, it runs just behind the transmitted main wave until the transmitted wave 
begins to break. This means that these depth change perturbations caused by 
the step are too strong for the excess energy distribution by exciting the reflected 
wave and shelf to prevent the breaking. 

Figure 4 shows the comparison with the wave profile at the onset of the wave 
breaking among a solitary wave incident to a rectangular step and those incident 
to trapezoidal steps with a face slope of gradient tan# = 1/5 and 1/10. The 
breaker profiles almost agree with one another except for the reflected waves and 
shelves. We could hence say that the gradient of the face slope very little affects 
the breaking characteristics and its influence is negligible, although it affects on 
the height of the reflected wave and shelf. 

x   0.6- 

0. 4- 

— Step 
•--tan8 -•  1 
••~tan6 =  1/10 

Fig.4  Comparison of water surface profiles of breaking wave between 
solitary waves over steps with a vertical face and a slope 

Critical incident wave height 

When some investigations are made on the characteristics of breaking of a 
solitary wave caused by a step, it is required at first to answer the question whether 
the solitary incident to the step breaks or not and make clear the presence of wave 
breaking. If the value of the critical incident wave height Hc is available for each 
dike, the answer to the question can be easily obtained because the value of Hc 

gives the limiting wave height of the incident solitary wave which can pass through 
the step without breaking, that is, the solitary wave of which incident wave height 
H\ exceeds Hc necessarily breaks on the step. 

Figure 5 shows the relation of the presence of wave breaking due to a rect- 
angular step to the relative wave height Hi /hi and the relative step height R/hi. 
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The circles O indicate the solitary waves that break on the step and the crosses 
+ indicate other solitary waves that progress on the step without breaking. The 
solid line is given by the regression equation, 

HJhi = 1.012 - 1.063(i2/fe! 0.2 < R/ht < 0.6, (4) 

and indicates the relation of the relative critical wave height Hc/hi to the relative 
step height R/hi. Although eq.(4) are based on the computed results concerning 
a solitary wave incident to a rectangular step, it can directly be applied to that 
incident to a step with the slope grandient over 1/10. Hence, we can now easily 
answer the aforementioned question almost independently of the slope gradient, 
only if we substitute the values of the still water depth hi, the incident wave 
height Hi and the crown height R of the step into eq.(4) and examine whether 
the value of Hi/hi exceeds that of Hc/hi or not. 

-c 
\ 
=c 

0.6 

0.5 

0. 1 

0.3 

0.2 

0. I 

0.0 
0.0 

Breaki ng 
Nonbreaking 
Regression 

0.2 0.6 0.4 

R/h, 
Fig.5 Relation of the presence of breaking caused by a step to the 

relative wave height Hi I hi of an incident solitary wave and the 
relative step height Rjh\ 

Break point 

We here aim to establish the method to predict the break point of the solitary 
wave incident to the step and reply to the question, 'Where the incident wave 
breaks ?'. The break point is defined as the location just under the main crest at 
the onset of wave breaking and indicated by the break distance Xb from the top 
corner of the step to the location. 

Figure 6 shows the relation between the ratio X^/hi of the break distance 
to the still water depth and the following parameter 7 derived as a function of 
Hi/hi and R/hi by a regression analysis, 

7 = (0.78 - Hi/hi)/(R/hi (5) 
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The solid line is given by the regression equation, 

Xb/ht = -27.292 + 52.49571-664,   0.87 < 7 < 1.03. (6) 

The circles O denote the results computed for the solitary wave incident to the 
rectangular dike. The computed results scatter along the regression curve and 
hence could be regarded to agree considerably well with it. It is found that 
the break distance Xb naturally becomes short and the break point tends to 
approach the top corner of the step as the values of Hx/hi and R/hx approach 
0.78 and 1, respectively. However, the break distance Xh is still greater than ten 
times of the still water depth hx under the present condition(0.87 < 7 < 1.03). 
This states that the incident waves never break at once after the perturbation 
due to depth change has affected them but require propagation distances up to 
breaking. The results shown in Fig.6 demonstrate that the location of the break 
point approximately obeys eq.(6) and is determined by the value of 7 alone. We 
can thus easily predict the break point of a solitary wave incident to a step by 
using eqs.(5) and (6) although not exactly. 

30 
HumericaI 
Regress ion 

10 
0.85 

_L 
0. 90 0.95 

1 

I. 00 1.05 

Fig.6   Relation between the break distance Xb from the top corner of 
a step to the break point and the parameter 7 

Breaker height 

Breaker height Hb is the wave height at the onset of wave breaking and is 
given here as the wave height at the instant when the top front face of the main 
crest becomes just vertical. The breaker height usualy indicates the maximum 
value during the propagation process. On the other hand, the breaker depth hb 
is equal to the submerged crown depth of the step and is given as hi — R. 

Figure 7 shows the relation between the relative breaker height Hb/h\ of the 
solitary wave incident to a step with the slope gradient of tan# = 1/5,1/10 and 
oo(vertical) and the modified surf-similarity parameter £* defined in eq.(2). The 
circles O, triangles A, asterisks * and squares • in Fig.7 denote the computed 
results for the step with vertical slope and the slope gradient of tan 0 = 1,1/5 
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and 1/10, respectively. The solid line is given by the regression equation, 

HhjK = 5.885 - 5.090C0'133,   0.2 < £ < 1.1. (7) 

It is found that all the relative breaker heights llhjhi agree well with the regression 
curve independently of the slope gradient(tan 0 = 1/10 ~ oo) and that the values 
of them are uniquely determined by the parameter £* alone. We can hence easily 
estimate the breaker height of a solitary wave incident to a step with arbitrary 
slope gradient by substituting the value of £* into eq.(7). Further,the so-called 
breaker depth index Hb/hb is derived by multiplying the relative breaker height 
Hb/hi into hi/(hi — R). 
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Fig.7 Relation of the breaker height of a solitary wave incident to 
the submerged step having the slope gradient of tan 8 = 
1,1/5,1/10 and oo(vertical) to the parameter £* 

BREAKING CHARACTERISTICS OF A SOLITARY WAVE INCI- 
DENT TO A DIKE 

Wave profiles 

Figure 8 describes the time evolution of a solitary wave propagating on a 
bottom containing a solid submerged dike. Run 4 shows the propagation process 
of a solitary wave passing through the rectangular dike without breaking as well 
as Run 1 shown in Fig.3. Reflected waves of two types are generated in this 
case; one is a positive reflected wave due to the depth decreasing and another is a 
negative one due to the depth increasing. However, it is similar with Run 1 that 
the shelf is generated and finally turns to a secondary solitary wave. This could 
be said to be a common feature of the solitary wave perturbed by depth change. 
The breaker profile of Run 2 seems to be a typical spilling breaker, while those 
of Run 3 and Run 4 could be regarded clearly as plunging breakers because of 
their vertically asymmetric profiles. However, all of them are in common forward 
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breakers in which the main crests break forward after they have passed through 
the dike. Whereas the case of Run 5 is remarkably different from them at the 
point that the surface of the wave on the shelf breaks backward onto the dike. 
This breaking was firstly found by Cooker et al.(1990) and was called a backward 
breaker. It is characterized by the backward breaking that occurs before any other 
breaking event. However, its influence is conjectured to be small and negligible 
because the height of shelf itself is considerably small in comparison with that of 
the main crest. Run 6 seems to be the composite type of the backward breaker 
and the spilling breaker, but this should be strictly classified as a spilling breaker 
because the forward breaker of the transmitted wave occurs a little faster than 
the backward breaker of the shelf. 

Critical incident wave height 

In order to answer the question whether a solitary to a submerged dike breaks 
or pass through without breaking, we investigate its critical incident wave height 
Hc to the trapezoidal dike with the relative crown height R/hi, the relative crown 
width B/hi and the slop gradient tan#. Here, rectangular dikes are included in 
the trapezoidal ones, because they are regarded as trapezoidal dikes with the 
vertical slope as mentioned above. 

Figure 9 shows the relation between the critical incident wave height Hc/h\ 
to each dike and the following parameter 7 derived as a function of its geometric 
quantities , R/hi,B/hi and tan#, by a regression analysis. 

7 = [(B/h) + (R/hJ/2 tan ef^R/hi), (8) 

The symbols of triangle A, asterisk * and square • respectively denote the values 
of Hc/hi to the trapezoidal dikes with the slop gradient of tan 0=1,1/5 and 1/10 
and the circles O denote those to the rectangular dikes. These values are obtained 
by examining the limiting incident wave height of the solitary wave that comes 
onto each dike and can pass through without breaking. The solid line is given by 
the regression equation, 

HJhx = 0.952 - 0.59170-76,   10.2 < 7 < 1.4. (9) 

The computed results agree well with the regression curve and could be said to 
obey almost eq.(10). This states that the critical incident wave height Hc/h1 to a 
dike uniquely relates to a single parameter 7 and its value is uniquely determind 
by 7 alone. We can hence easily answer the aforementioned question, only if we 
calculate the value of Hc/hi by subsituting the geometric quantities of the dike, 
R/hi, Bjh\ and tan 6, into eqs.(9) and (10) and examine whether the value of the 
incident wave height H\jh\ exceeds the value of Hcjh\ or not. 

Break point 

All of the forward breakers simulated here occur behind dikes. If a incident 
wave breaks on a dike before passing through it, the breaking shoud hence be 



264 COASTAL ENGINEERING 1992 

treated as the breaker due to the step and is thereby excluded here. As well 
as the case of the rectangular step, we investigate here the relation between the 
relative break distance Xb/hi from the top corner of the rectangular dike to the 
break point and the following parameter \i derived as a function of Hi/hi, Rjhi 
and B/hx by regression analysis, 

li = (0.78 - H^lhf^Rlh^iBlhY (10) 

Figure 10 shows the relation of the break distance Xb/hi to the parameter 
/x. The circles O denote the results computed in this study and the solid bent 
line is given by the regression equations, 

Xb/fi!   =   10.78/* - 4.14,  0.6 < n < 1.03 
Xb/hi   =   1.94ft+ 5.01,  1.03 </i< 2.2 

(11) 

It is noticed that the break point of the solitary wave incident to a dike is shorter 
compared with that of the step(see Fig.4). This cause is conjectured to be the 
influence of the twice depth change due to the dike on the incident wave. Since 
the computed results agree well with the regression curve, the relation governed 
by eq.(ll) seems to hold approximately between the incident wave height and the 
geometric quantities of the dike. We can hence predict the location of the break 
point of a solitary wave incident to a rectangular dike by using eqs.(10)and (11). 
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Fig.9 Relation of the critical wave height Hc/h\ of a solitary wave 
incident to a submerged rectangular and trapezoidal dike to a 
parameter 7 
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Fig. 11 Relation of the parameter f" to the breaker height of a solitary 
wave passing over a rectangular submerged dike or trape- 
zoidal one with face slopes of tan#=l, 1/5 and 1/10. 

Breaking wave height 

Figure 11 shows the relation between the relative breaker height Hb/hi of 
the solitary wave incident to a submerged dike and the modified surf-similarity 
parameter for the dike (" defined in eq.(3). The symbols of circle O, triangle 
A and cross + denote respectively the values of solitary waves incident to the 
trapezoidal dikes with the slope gradient of tan 0=1,1/5 and 1/10 and squares • 
indicate the values of solitary waves incident to the rectangular dike with vertical 
slope. The solid line is given by the regression equation, 
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Ht/ht = -0.463C133 + 1-039,   0.2 < £' < 2.0. (12) 

All the breaker heights are obtained from the computed surface profiles at the 
break point and they agree very well with the regression curve. This states that 
the relative breaker height H^/hi of the solitary wave incident to the dike uniquely 
relates to the modified surf-similarity parameter £" and its value is determined by 
the parameter £" alone. We can hence easily know the breaker height Hi,/hi only 
if calculating the value of the parameter £" to the given incident wave and dike. 
Further, the breaker depth hb is equal to the still water depth hi because the 
transitted main crest breaks after passing through the dike. The relative breaker 
height Hft/hi is thereby equal to the breaker depth index Hi,fhb. 

CONCLUSIONS 

Intensive numerical simulations using a boundary intergral method were per- 
formed to make quantitatively clear the breaking wave characteristics of a solitary 
wave incident to a submerged step or dike. As a result, the critical incident wave 
height, the location of the break point and the breaker height were formulated as 
functions of the incident wave height and the geometric quantities of the step or 
dike through regression analyses based on the simulated results. Further, their 
values were shown to be determined almost uniquely by the regression equations. 
It is thus now possible to determine accurately the persence of the wave breaking, 
the break point and the breaker height by using the regression equations, as far 
as concerned with a solitary wave incident to a step or dike. Further study is 
recommended to establish a unified governing law of the breaking wave charac- 
teristics of not only a solitary wave but also periodic waves incident to submerged 
obstacles having arbitrary shapes. 
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CHAPTER 19 

Eight Years Wave Hindcast and Analysis 
of Wave Climate 

Yoshio Hatada1 and Masataka Yamaguchi2 

Abstract 

This paper deals with 8 years of wave hindcast at 11 
wave observation points along- the coast of the Japan Sea 
using a long-term shallow water wave hindcast system, and 
investigation of its applicability to the estimation of 
wave climate.  Comparison with observations for not only 
time variations of significant waves but also long-term 
sea state indices such as yearly-averaged wave height and 
period.  The availability of the present system and the 
advantages over the deep water wave hindcast system pre- 
viously developed by the authors are verified by close 
and more reasonable agreement with the observed data in- 
cluding mean wave direction. 

1. Introduction 

Quantitative estimation of long term wave conditions 
over several years, so-called wave climate is a subject 
of great importance for the mitigation of wave-caused 
disaster and efficient utilization of wave energy.  Up to 
now, the analysis of wave climate has relied on the ob- 
served wave data or wave data hindcasted with a simple 
wave prediction model such as the SMB method.  In the 
former case, data of wave direction which are crucial to 
analysis of shore processes have seldom been observed and 
wave gauges have often broken down during severe wave 
conditions.  In the latter case, conventional methods do 
not always give a satisfactory accuracy for hindcasted 

Research Assistant, Dept. of Civil and Ocean Eng., 
Ehime Univ., Bunkyocho 3, Matsuyama 790, Ehime Pref. 
Japan 
Prof., Dept. of Civil and Ocean Eng., Ehime Univ., 
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waves and tremendous efforts are needed for hindcasting 
long term wave conditions. 

Yamaguchi et al.(1990) developed a long term wave 
hindcast system which makes it possible to consecutively 
follow wave conditions over several years with reasonable 
accuracy.  The system was applied to compute wave charac- 
teristics over 2 years every hour at 14 selected points 
along the coast of the Japan Sea.  Close agreement be- 
tween computation and observation for time variations of 
significant waves and wave direction as well as long term 
wave statistics verified the validity of the system.  But 
the hindcast period of 2 years is too short to properly 
evaluate the wave climate when variability of the sea 
states is taken into account, and the wave model used is 
a deep water model with an approximate correction for 
shallow water effect. 

The aim of this paper is to re-examine the applica- 
bility of a newly-revised system based on the comparison 
between computation and observation over 8 years at 11 
wave observation points along the coast of the Japan Sea. 

2. Outline of Long-Term Wave Hindcast System 

(1) Wind hindcast model 
The system consists of a wind estimation model and a 

wave estimation model.  The wind model produces time var- 
iations of wind distribution over sea by spatial interpo- 
lation onto a regular grid of atmospheric pressure ob- 
served at irregularly-distributed points surrounding the 
sea area and the application of the wind model proposed 
by Bijvoet(1957).  Either of -1°C or 0°C or 1°C every 
year on the entire region was given for data of air-water 
temperature difference which determines coefficients in 
the Bijvoet wind model, so that hindcasted results agree 
with observed results to the best possible degree, be- 
cause it is hard to acquire long-term data of air and 
water temperatures. 

Fig. 1 is a grid system divided into 28 by 41 with a 
grid distance of 80 km for the computation of atmospheric 
pressure and wind distributions over the Japan Sea, which 
includes 43 pressure observation points with the WMO lo- 
cation number.  Surface atmospheric pressure data at the 
observation points and central positions of lows or highs 
over 8 years ranging from 1982 to 1989 every 3 hours are 
acquired from the magnetic tapes of meteorological data 
prepared by the Japan Meteorological Agency and direct 
inspection of the weather charts.  Extraordinary values 
of observed pressure data are corrected by checking time 
series of the data and inspecting the corresponding 
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Fig. 1 Grid for computing wind distribution, and input 
points of observed atmospheric pressure. 

weather charts.  Before the wind computation, the pres- 
sure data interpolated on grids are smoothed three times, 
making use of a weighted smoothing formula with data of 
the surrounding 9 grid points in order to avoid overesti- 
mation of wind speed. 

(2) Wave hindcast model 
Wave estimation is due to a shallow water wave mod- 

el (Yamaguchi et al., 1987) which belongs to a decoupled 
propagation model, tracing the change of directional 
spectrum along a refracted ray of each component focused 
on a hindcast point.  The basic equation in the model is 
the radiative transfer equation in shallow water and is 
given by 

dF 
dt + c,cos*f£+c,sin*f +^(sin*H-cos,j£)!£=cc„s(/, e) 

(1) 

where F=ccgE(f,0), c is the celerity of a wave compo- 
nent, eg the group velocity of a wave component, E(f,0) 
the directional spectrum, f the frequency,$  the direction 
and S(f,#) the source function.  Source function consists 
of linear growth term by the Phillips mechanism, exponen- 
tial growth term by the Miles mechanism and energy dissi- 
pation terms by pseudo-viscosity, bottom friction and 
opposing winds.  Energy dissipation due to wave breaking 
is evaluated by imposing the condition that directional 
spectrum at growth stage can not exceed beyond an equi- 
librium directional spectrum in shallow water.  This 
equilibrium spectrum is given by the product of the Pier- 
son-Moskowitz spectrum with the correction term proposed 
by Thornton(1977) for shallow water effect and cos4# 



270 COASTAL ENGINEERING 1992 

angular spreading function. 

Eq. (1) is solved by a fractional time step method 
which computes propagation equation, and growth or decay 
equation alternately in each time step.  At the first 
step, the propagation equation setting the right hand 
side of Eq. (1) to zero is solved by a full ray method or 
a piecewise ray method, which is a kind of the character- 
istic method.  Full ray method is used for the computa- 
tion of low frequency components satisfying the condi- 
tion of kh <4 at a hindcast point which can be regarded 
as shallow water waves, where h is the water depth at a 
hindcast point and k the wave number of the correspond- 
ing component, and piecewise ray method is used for the 
computation of high frequency components with kh>4 which 
can be regarded as deep water waves.  At the second step, 
the computation of growth or decay equation, which sets 
the propagation term in Eq. (1) to zero is conducted with 
the analytical solution using the results of propagation 
step as an initial value.  When the directional spectrum 
computed at growth stage exceeds the shallow water equi- 
librium spectrum, it is reduced so as to get equal to the 
equilibrium spectrum. 

y<D 

N/fgofo West 

Fig.2 Medium and fine grid systems used in wave hind- 
cast and location of hindcast points. 
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ion points along a wave ray are estimated 
linear interpolation formula to wind data 
oints surrounding the wave computation 
around the computational sea area is as- 

, where the directional spectrum is zero. 

Since it is assumed to be three days after the start 
of computation that the influence of initial condition of 
calm sea vanishes, the wave hindcasting is carried out 
every hour for about 8 years from 4 a.m., December 29th, 
1981 until 12 p.m., December 31st, 1989. 

Fig. 3 is an example of refraction diagram.  Direc- 
tional range of wave rays reaching a hindcast point 
rather changes every hindcast point due to geographical 
situation in the vicinity of the hindcast point. 

Fig. 3 Examples of refraction diagram at wave hindcast 
point. 
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3. Applicability of Long-Term Wave Hindcast System 

(1) Comparison for time variations of significant waves 
Spiky noises are often found in the time series of 

significant wave period data observed during the calm sea 
state.  In general, data observed during the low wave 
condition are less reliable compared to those during the 
high wave condition, because of measuring and statistical 
errors.  Thus, wave observation data to be used for com- 
parison with hindcasted results are limited to those 
which satisfy the condition such as H^/30^,s/l.56T^/30^S2> 
0.003, where Hj_/3 is the significant wave height, T±/Q 
the significant wave period, and subscripts 'obs' and 
'cal' indicate the observed and hindcasted results re- 
spectively.  The threshold value of 0.003 is conveniently 
adopted only for excluding unfavorable observation data 
and does not have any physical meaning. 

Fig. 4 is two examples of the 3 month comparison be- 
tween hindcast and observation for the time variations of 
wave height, period and wave direction at Wajima and Tot- 
tori indicated in Fig. 2.  Wave hindcast was carried out 
with both the shallow water wave model and the deep water 
wave model.  Both models follow the time variations of 

Fig. 4 Comparison between hindcast and observation for 
time variations of significant waves over 3 months 
at Wajima and Tottori. 
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observed waves with acceptable accuracy, and the shallow 
water wave model gives better estimation than the deep 
water model during the high wave condition.  Hereafter 
wave hindcast with the shallow water wave model is used 
for the comparison with wave observation, where no refer- 
ence is made. 

High reliability of the present system is also con- 
firmed in Fig. 5 indicating the scatter diagrams of Indi- 
vidual significant wave height and period observed every 
2 or 3 hours over 8 years at 11 points along the coast of 
the Japan Sea.  Plotted points almost symmetrically dis- 
tribute around the line which means the perfect correla- 
tion between hindcast and observation, but plotted data 
for wave period show wider scatter than those for wave 
height.  Accordingly, the correlation coefficient for 
wave height /5JJ ranges from 0.84 to 0.89, while the 
correlation coefficient for wave period Pf  shows 
smaller value of 0.70 to 0.80 than those for wave height. 

(2) Comparison for wave climate 
Fig. 6 shows the error statistics on yearly-averaged 

wave height and period at 11 wave observation points 
along the coast of the Japan Sea, in which H^/3 and 

^6 
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Fig. 6 Error statistics on significant waves hindcasted 
consecutively over 8 years at 11 points along the 
coast of the Japan Sea. 
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Tl/3 are the yearly-averaged significant wave height and 
period, CTJJ and a^  the root-mean scjuare errors of 
wave height and period and p is the occurrence rate of 
high waves exceeding wave height of 2 m.  Overall agree- 
ment between hindcast and observation is found in the 
figure, although wave period is nearly consistently un- 
derestimated by about 0.3 s, and the shallow water wave 
model gives higher correlation coefficient and smaller 
root-mean square error for both wave height and wave 
period than the deep water wave model.  As for the occur- 
rence rate of high waves, the shallow water wave model 
has a tendency of underestimation, whereas the deep water 
wave model has a tendency of overestimation. 

Fig. 7 is the monthly variations of mean significant 
wave height and period and occurrence rate of the high 
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Fig. 7 Comparison of hindcast and observation for monthly 
variations of mean significant waves and occur- 
rence rate of high waves. 
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waves at 11 points which are indices representing wave 
climate.  The model reproduces fairly well the seasonal 
change of wave climate in the Japan Sea where high wave 
conditions occur in winter and autumn, and calm sea 
states continue in summer and spring.  More precisely, 
the model tends to overestimate the wave conditions dur- 
ing April to September and to underestimate the one dur- 
ing September to December. 

Fig. 8 shows the comparison between computation and 
observation for histograms of wave height grouped every 
0.5m and wave period grouped every 1 s.  The model re- 
produces well overall distribution of the histograms 
again.  But, underestimation for the occurrence rate of 
wave height with 0 to 0.5 m and overestimation for the 
occurrence rate of wave height with 0.5 to 1 m  or the 
contrary tendency are found in the hindcast points lo- 
cated in the northern part of the coast of the Japan Sea 
such as Naoetsu and Sakata.  The model also tends to 
overestimate the occurrence rates of wave period with 4 
to 6 s and to underestimate those of the other ranges. 

The above-mentioned applicability of the model is 
also confirmed in Fig. 9 which shows the comparison for 
contour plot of correlation between significant wave 
height and period.  As the Japan Sea is almost closed, 
being surrounded by land boundaries, wind waves are pre- 
dominant, which have high correlation between wave height 
and wave period.  The model reproduces fairly well the 
feature of observed data which is described by contour 
lines extending in the right-upward direction. 

Fig. 10 illustrates the comparison of hindcast and 
observation for the directionally-grouped occurrence 
rates of high wind speed exceeding 10 m/s and those of 
wave height exceeding 2 m at 5 observation points.  The 
number of observation data of mean wave direction is 
much smaller than that of hindcast data used in the anal- 
ysis, because of the reasons such as undeployment of wave 
direction measurement device and its break-down by severe 
sea states.  The period of wind observation data used in 
the analysis is 8 years from 1982 to 1989 at Wajima, 2 
years from 1986 to 1987 at Sakata, Hajikizaki and Fukui, 
and 1 year of 1986 at Niigata West. 

At Hajikizaki facing open sea directly, high corre- 
lation for the directionally-grouped occurrence rates of 
both high winds and high waves is found and the distri- 
butions of hindcasted data agree well with those of ob- 
served data.  Difference between the distributions by 
both shallow water wave model and deep water wave model 
is small, because water depth of 50 m at Hajikizaki gives 
almost deep water wave condition even for high waves with 



ANALYSIS OF WAVE CLIMATE 277 

0/23456 
Hi/3 m 

0   I   2  3 4   5 
Hi/3 

0   I   2 3 4   5  6 
Hi/3 m 

0   I   2  3 4   5   6 
Hi/3 m 

0   2 4   6  8  10 12 
Ti/3 s 

0   2 4   6 8/0/2 
T1/3S 

60 

40 
$ 
20 

0 

60 

40 
$S 
Q. 
20 

0 

, ,    F 

rottori 

— cal. 
_•— obs. 

0   2 4   6  8  10 12 
Tl/3 5 

84.1-89.12 

0  2 4   6 8 10 12 
T1/3 s 

 82.1-89.12 

0  2 4   6 8  10 12 
Tl/3 s 

Kashima 

— cal. 

• obs. 

0   2 4   6  8/0/2 
Tt/3 s 

60 

40 

a 
20 

0 

Fukui 
— cal. 

C • —• obs. 

;J Ik, 
0   2 4   6  8  10 12 

Tl/3 s 

40 
SS 
Q. 

20 

0 

60 

40 
a? a 
20 

0 

Niigata West 

— cal. 

dflL 
0   2 4   6 8/0/2 

Ti/3 S 

— cal. 
—• obs. 

k 
0  2 4   6 8/0/2 

T//J s 

60 

40 
5? 

20 

0 

60 

40 

a 
20 

0 

8 

< 
2.1-89.12 

3akata 

— cal. 
a ••- obs. 

;.rf" K. 
0   2 4   6 8/0/2 

TVJ S 

82./-S9./2 

Afsum/ 

— CO/. 
•• ofts. 

h-yj 
0   2 4   6 S 10 12 

Ti/3 s 

Fig. 8  Comparison of hindcast and observation for histo- 
grams of significant wave height and period. 



278 COASTAL ENGINEERING 1992 

Kyougamisaki 

— col. — obs. 

P-o.1%-^ 
"Lo.5 

w2 

''w7/j!tty 
0       4 8/2 

T//j s 

82. -89.12 
Tottori 

6 •    — 
cal. - obs. 

E P' 0.1% 
„4 '>' '0.5 
I 

5 
ml ̂2 

2 rjjj) 

E 

I 

Wajima 
- CO/. obs. 

p • OA% y*5 

'0,5 

/o 
5\^p%fe '2 

A 8        12 
Ti/s 5 

. Kanazawa 

. — col. obs. 

p 0.l%-^\ 

• l~~A6wi 1-0.5 

\ 5 Jinw 2 

.10 WJM'. 

E 
„4 
I 

2 

O, 

6 
,4 

2 

Hojlkuoki 

col. 
obs. 

p -0.1%' 

5y£r 

M, rO.5 

2 

10 m\ 

'    4>. il 

82. 1-89.12 
Niigalo West 

•    — col. —•obs. 

p.0.1% 
rj\Ao.s I 

zy$r\ \U ' 
'0^^O Ws 

4        8        12 
TI/J s 

£?> 

4        8        12 
Ti/3 S 

5f 
Kashima /• 
y°o 

Wajima 
« 

Kyougamisaki 
ori>°-. V 

J     Hajikizaki 

<3*S Fuku/W "^^>>^^-«^-V/^Ars urn/ 
Kanazowa Naoetsu    Niigata West 

. Sakala 

. cal. :Obs. 

p 0.\%^jl 
'0.5 

'Wffl 
5 •-wwt 2 

IC vvtQiii' 

Y^W-i 
4 8/2 

T1/3 S 

Atsumi 
.     — cal. - obs. 

P'0.1%^* 7) 
"0.5 

5*J$HJff? 2 

to^$2N Ml 

4        8        12 
T1/3 S 

Fig. 9 Comparison of hindcast and observation for 
correlation diagram between wave height and 
wave period. 

wave period shor 
predominant wave 
deep water wave 
conditions simil 
served wave dire 
estimated predom 
observed wind di 
points at Sakata 
shallow water wh 
At Niigata West, 
with both models 

ter than about 10s.  On 
directions estimated by 

models at Wajima, where i 
ar to Hajikizaki are bias 
ction clockwise by about 
inant wind direction is b 
rection to similar extent 
, Niigata West and Fukui 
ere water depths are less 
predominant wave directi 
are close to the observe 

the other hand, 
both shallow and 
s in observation 
ed against ob- 
10 degrees, as 
iased against 

Observation 
are located in 
than 30 m. 

ons hindcasted 
d direction in 



W   82.1-89.12 

ANALYSIS OF WAVE CLIMATE 

N   86.1-12 

279 

Sakata 

Nilgala West 

Fig. 10 Comparison of hlndcast and observation for direc- 
tionally-grouped occurrence rates of high winds 
and high waves. 



280 COASTAL ENGINEERING 1992 

spite of the difference of predominant wind direction. 
This suggests that sheltering effect of Sado Island is 
greater than refraction effect at Niigata West. At Fukui 
and Sakata, the shallow water wave model gives better 
estimation to observed predominant wave direction than 
the deep water wave model, but discrepancy of about 20 
degrees still exists. 

4. Conclusions 

Applicability of the long term wave hindcast system 
was verified by reasonable agreement between computation 
and observation over 8 years at 11 wave observation 
points along the coast of the Japan Sea.  Although the 
shallow water wave model requires more than three times 
computer processing time compared to the deep water wave 
model, higher reliability over the deep water wave model 
leads us to use the shallow water wave model for the 
estimation of wave climate including wave direction. 
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CHAPTER 20 

Characteristics of absorbing directional wavemaker 

H. Hirakuchi x ,   R.kajima,   T.Shimizu,   M.Ikeno 

ABSTRACT 

In order to maintain realistic and expected incident waves, an absorb- 
ing directional wavemaker has been developed and its performance is examined 
experimentally. The directional spectrum of the generated waves in the pro- 
gressive wave field is analysed by the Bayesian Model (BDM), and the direc- 
tional spectrum of the incident waves in the combined wave field is separated 
by the Modified Bayesian Model (MBM). Good agreement is shown between 
the BDM result and the MBM result. In order to make a further check on 
the angular spreadings of the directional waves in the progressive and com- 
bined wave fields, coherence function of the cross spectrum is measured and 
compared with the target one derived theoretically. 

1     Introduction 

Hydraulic model tests have often been conducted to solve the various 
problems associated with the planning and the design of coastal structures. It 
is very important to reproduce realistic ocean surface waves in a laboratory 
basin. Majour hydraulic laboratories in the world have built the directional 
wavemakers during the last decade. 

To generate short-crested waves by the directional wavemaker, several 
different random wave synthesis methods have been developed. All of these 
synthesis methods are based on the simulation of the irregular waves which 
have the specific directional spectrum. For evaluating the performance of 
the directional wavemaker, the directional spectrum analysis becomes of im- 
portance.   Several analysis models are proposed and used for this purpose. 
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However, it is well known that each model gives the different result, although 
the same data are used. Therefore, it is very important to use another analy- 
sis method except for the directional spectrum analysis method as well as to 
select the best directional analysis model. 

When a model structure is highly reflective and occupies a large part of 
a width of a basin, re-reflected waves at a paddle affect the incident waves. In 
the case of the 2-D experiment, an absorbing wavemaker has been developed 
and used in a wave channel (Hirakuchi et al., 1990b). In order to maintain bet- 
ter controlled wave conditions in a incident and reflected combined wave field, 
an absorbing directional wavemaker has been developed. To evaluate the ab- 
sorption performance of the developed wavemaker, it is important to separate 
the directional spectrum of the incident waves from the combined wave field. 
For this purpose, Isobe and Kondo(1986) modified the MLM technique, and 
Hashimoto et al.(1987a) proposed the Modified and the Extended Bayesian 
Model (MBM and EBM). The separated result would be also affected by the 
resolution power of each model. 

The purpose of this study is to examine the performance of the absorb- 
ing directional wavemaker experimentally. We first consider some aspects of 
the usefulness of the coherence function of the cross spectrum, for evaluation 
of the wave angular spreadings. Next, we carry out the several experiments 
in the progressive wave field and the combined wave field with regular and 
irregular waves, and make comparison of the wave height and the directional 
spectrum. A further check on the wave spreadings of the generated waves 
are obtained by comparing the coherence distribution in space and frequency 
domain. 

2    Coherence function of directional wave field 

Directional wave field used in a wave modelling is usually represented 
by the following form: 

S(f,6) = P(f).G(9;f) (1) 

where S, P and G are the directional spectrum, the frequency spectrum and 
the angular spreading function, respectively. In the case of Mitsuyasu-type 
spreading function, G is: 

where 80 is the mean wave angle, and s is the angular spreading parameter. 
In this paper, s is defined as: 

_  J    smax (j I Jp) i /  S Jp (n\ 

* _ 1    „        Kit W-5 . f \  t W 
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where fp is a peak frequency of trie power spectrum and smax is a maximun 
value of the spreading parameter at fp. 

The general relationship between the directional spectrum and the cross 
spectrum can be expressed as: 

<t>mn{a) = j, Hm(k, a)H*(k, a)S{k, <y) exp(-ik • rmn)dk (4) 

where <j>mn is the cross-spectrum between the point xm and xn, rmn is a space 
vector (rmn = xn — xm = (Rcosa, Rsina) ), H is the complex transfer 
function relating the water surface elevation to any wave quantity, and '*' 
represents the complex conjugate value. 

When the wave quantities measured are wave surface elevations, H is 
Hm = H* = 1.0.  In this case, the cross spectrum can be expressed as: 

^m»(ff)AP(ff) = Ci-*Qi (5) 

where C\ and Qi are co-spectrum and quadrature spectrum, respectively, J is 
a Bessel function and 8 is: 

6 = a - TT - 0O (8) 

The cross spectrum is often expressed by the coherence and the phase: 

coh   =   -]^4- (9) 
rfnm Ynn 

phs = tan   [B^KZ) (10) 

Fig.l is an example of the spacial distribution of the coherence function 
between the origin and any other position in the directional wave field with 
the spreading parameter of s=10 and 75. It is shown that the coherence value 
along the main wave direction from the origin keeps very heigh value, although 
the coherence value along the wave crest line from the origin decreases very 
rapidly. In the case of uni-directional waves, the coherence value should be 
1.0 all over the field. Therefore, it can be said that the decreasing rate of 
the coherence value in space domain reflects the angular spreadings of the 
directional wave field. 

In Fig.l, the coherence value along the crest line from the origin becomes 
less than 0.1 over the range of R/L > 2, where L is a wave length. It means 
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that the data measured at two points with the distance of R/L > 2 along the 
wave crest line are statistically independent. It also means that it is possible 
to get the ststistically independent cross spectra by arranging the several wave 
arrays, each of which is located with the distance of R/L > 2 along the wave 
crest line. 

The relationship between the crosss and directional spectrum in the in- 
cident and reflected combined wave field is derived by Isobe and Kondo(1986): 

4>mn{o-)   =    /, Hm(k, a) Hn(k, a)S{k, a) 
Jk 

[ exp{-fc • (xn - xm)} + r2 exp{-fc • (xnr - xmr)} -f 

r exp{-fe • (xnr - xm)} + r exp{-fe • (xn - xmr)}]dk (11) 

where r is the reflection coefficient, xnr and xmr are symmetrical space vectors 
of xn and xm against the reflecting boundary, and k is a wave number vector 
of the incident waves defined in a half domain. 

The coherence function in the combined wave field can be calculated 
by the above equation. Fig.2 is an example of the coherence distribution in 
space domain between the origin and any other position in the half domain 
under the condition of r = 1.0 and 0o = ""• In Fig.2, the coherence value 
along the wave direction changes very rapidly at the nodal position and gives 
the maximum value at the anti-nodal position. This figure shows that the 
coherence distribution in space domain would be useful to evaluate the wave 
spreadings in the combined wave field. 

3    Experimental set-up 

The dimension of the wave basin is 45m wide, 35m long and 1.1m deep 
(Fig.3). The absorbing directional wavemaker consistes of 48 wave paddles, 
each of which is controlled independently and is 40cm wide and 120cm high 
(Hirakuchi et al., 1990a). To detect the reflected waves, a capacitance wave 
gauge is mounted on the front side of each paddle. It is posible to switch the 
absorption loop in or out of the control circuit, so this wavemaker also work 
as a conventional wavemaker. The absorbing principle and its performance for 
the uni-directional irregular waves in a wave channel have been described and 
examined by Hirakuchi et al.( 1990b). 

To examine the performance of wave generation and reflected wave ab- 
sorption, all four combinations of the following alternatives are considered in 
the experiments: 1) either with or without the absorption loop, and 2) either 
with or without the remarkable reflected waves in the basin (with the vertical 
wall in Fig.4, with absorbing beach in Fig.3). 

Regular and irregular wave experiments are carried out at the water 



286 COASTAL ENGINEERING 1992 

? beach 

/    I* </ 1— <x 

15m Y| 

ooo&eoo&eo»6oo'» IOQOQOOOOOO&O^I 

- - ooooooee^eeew iQooo&oeeo&oooe     & 
|»4m*»4m-H 

Eg 

wavemaker- 

-t—- 
HSEDXCE 

o ; wave gauge 
14m 

u 
i 

lm 
star array 

linear array 

;[ I I IMI-.'H 

45m I 19.2m (0.4m x 48) ^0.4m 

D     0.5D     • ; wave gauge 

>WG3 
"star array | 

(a) wave basin and wavemaker (b) wave gauges 

Fig.3 Experimental set-up for the progressive wave generation. Absorbing 
beach is settled aroud the basin to reduce the reflected waves from the side 
wall of the basin. 

1.9m Y, 1       15.4m        , 
*  T 1 

s t ! /vertical wall 

E 
6n 

| 3m 
~°S^ wave 

measurement 
00 l wave           P°,nts 

7.7m ^Tx $      maker 

i:l i ii llil 1 1 liilllii X 
19.2m (0.4m x 48) 

x = 0 

vertical wall 4 

Y=850 

rti/ 
Y-650 

(unit; cm) 

(a) reflective vertical wall (b) wave gauges 

Fig.4   Experimental set-up for the combined wave field. The reflection co- 
efficient at the vertical wall is 1.0. 



ABSORBING DIRECTIONAL WAVEMAKER 287 

depth of 50cm. The wave height and period used for regular wave experiments 
are H=4~5cm and T=1.0~1.5s. For the directional wave experiments, the 
Mitsuyasu-type angular spreading function and the Bretschneider-type power 
spectrum are used as a target spectrum. The significant wave height and period 
for smax=10 and 75 are H!/3=5.0, 4.0cm and Ti/3=1.0, 1.25s, respectively. The 
double-summation model are used for the wave synthesis. 

The star arrays in Fig.3 and the linear array in Fig.3 and 4 are used 
for the directional specrtum analysis. The linear array in Fig.3 and 4 are also 
used to evaluate the coherence distribution in space and frequency domain. 

4    Results for progressive wave fields 

4.1     Regular waves 

Firstly, experiments on oblique regular waves were curried out (see 
Fig.3), and the generated waves were compared with the numerical and ana- 
lytical results. Fig.5 is an example of the wave height distribution at y=9m in 
Fig.3. The black circle is the experimental result, and the break line and the 
solid line are analytical result proposed by Takayama(1982) and the numeri- 
cal result calculated by the mild slope equation, respectively. The mild slope 
equation used in this study is: 

dQ 

| + iv.(»g) + £c = o 
(12) 

where C is the wave velocity, £ is the surface elevation, fd is a coefficient for 
energy dissipation, and n and Q are defined as: 

n = Cg/C   =   Ui + -J£h-) (13) 91 2 l       sinh2fcA/ v    ; 

Q f Udz (14) 
J — h 

in which U is the water particle velocity. 

Eq.(12) is equivalent to the mild slop equation with the dissipation term 
fd (Dalrymple, Kirby et al., 1984): 

V • (nC2V() + na2( + icrfdC, = 0 (15) 

Fig.5 shows good agreement between the measured wave heights and 
the numerical results calculated by Eq.(12). It is notified that the analytical 
result proposed by Takayama is not satisfied with the experimental boundary 
condition illustrated in Fig.3. 
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4.2    Directional waves 

Directional wave experiments with smax =10 and 75 are carried out. In 
order to reduce the statistical variation, six experiments are carried out, each 
of which has the same wave parameters but has different ramdom phases. 
Using the averaged cross spectrum for the six experiments, the directional 
spectrum is analysed by the Bayesian Model (BDM) proposed by Hashimoto 
and Kobune(1987b). The spreading parameter of the analysed directional 
spectrum is calculated by the following form: 

,  1      3 

+ hr-T 
1/2 

where 7 is a long-crested parameter at a frequency / 

"(M20 + M02) - y/(M20-MO2)
2 + 4Mi2

1"' 

_(M20 + M02) + y/(M20-M02)
3 + 4M1

2
1_ 

t(f) 

(16) 

(17) 

M„U) P(f) [ \k cos 0Y(k sin 9)" G(f,6)d0    ;p,q = 0,l,2     (18) 
Jo 

Fig.6 is the estimated results of s, where the dotted line is the target 
one defined in Eq.(3) and • is the measured one calculated by Eq.(16). The 
estimated values of s show good agreement with the target ones, although the 
some results for smal:=75 show the small values. 

The coherence distribution between PI and P2~P11 (in Fig.3) are mea- 
sured. Fig.7(a) gives the result along the crest line (a = 0°) at the peak fre- 
quency of the long-crested waves: the target value of s at the peak frequency 
is s=75. The solid line is the coherence function of the target waves, • is 
the coherence value of the averaged cross spectrum, and the other six marks 
represent the coherence values of the six expriments. The agreement between 
the averaged value and the target value is very good, although the measured 
value for each experiment varies from s = 30 ~ 150. 

The coherence distribution in frequency domain are also calculated. 
Fig.7(b) gives the coherence between PI and P3 along the crest line with the 
distance of 60cm. The solid line is the coherence value of the averaged cross 
spectrum, and the dotted line with • is the coherence value of the target 
wave with the Mitsuyasu-type spreading function. The averaged coherence 
value shows good agreement with the expected one. 
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5     Results for combined wave fields 

5.1 Regular waves 

To reproduce the incident and reflected combined wave field, a vertical 
wall with the reflection coefficient of 1.0 are settled as shown in Fig.4. 21 
wave gauges (P1~P21) are arranged parallel to the wall and 6 wave gauges 
are arranged perpendicular to the wall. 

Experiments on oblique regular waves were carried out with and without 
the absorption loop. The time history measured at PI and P21 are shown in 
Fig.8. The upper and lower two graphes represent the result with and without 
the absorption loop, respectively. The waves generated without the absorption 
loop are unstable, and the multi-reflected waves between the wall and the 
wavemaker are apparently remained over the range of t > 125s. 

Fig.9 is the result of the wave height distribution along the parallel and 
perpendicular line to the wall, generated with the absorption loop. •, O and 
A are the mean wave heights during several wave periods (T). • is the early 
result of the combined wave field, which may not be affected by the multi- 
reflected waves. The break line and the solid line are the numerical results of 
the expected combined wave field calculated by Eq.(12). Fig.9 shows that the 
wave heights along the both lines are rather stable in time and agree to the 
expected results. 

5.2 Directional waves 

Directional wave experiments with smax=10, 75 and oo are carried 
out with and without the absorption loop, and the combined wave fields are 
reproduced. The significant wave height along the perpendicular line to the 
wall are shown in Fig. 10. This figure shows that the results with the absorption 
loop are not affected by the reflected waves. Since the reflection coefficient 
at the vertical wall is 1.0, the ratio of the significant wave height (HjH0) 
may be equal to 2.0 at the wall and to \/2 at large distances from the wall, 
and the minimum value may be occured at Y«8m (L/4 away from the wall). 
The agreement with the measured results with the absorption loop and the 
theoretical values mentioned above is also excellent. 

Fig. 11 gives the comparison of the directional spectrum with and with- 
out the remarkable reflected waves in the basin: Fig.11(a) and (b) are the 
power spectrum and the directional spreading function, respectively. These 
results show that the directional spectrum of the incident waves in the com- 
bined wave field is not affected by the re-reflected waves at the paddles. 

Fig.12 is an example of the coherence distribution along the pararelle 
line (P1~P21) in Fig.4.   O represents the coherence value between Pll and 
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Fig.11 Comparison of directional spectrum with and without the remark- 
able reflected waves in the basin. D and • represent the power spectrum 
of the incident waves in the combined wave field. These two results are es- 
timated by MBM using the data measured at the different position. 

case-I S»ax=10 f/fp=1.00 case-J Smax*75 f/fp-1.10 

(a) s„ 10, ///, = 1.0 (b) smax = 75, f/fP = 1.1 
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x=—3m) and P1~P21(; x=—6~0m), and solid line represents the theoretical 
value of the target combined wave field. 
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P1~P21, so the coherence at Pll (x = —3m) is equal to 1.0. Fig.12(a) is 
the result for smax~lQ at ///p=1.0, and Fig.12(b) is the result for smax=75 
at ///p=l-l- The measured coherence value agrees very well to the expected 
value. 

6     Conclusion 

The absorbing directional wavemaker has been developed, and its per- 
formance is examined experimentally. Several experiments were carried out 
either with or without the absorption loop in the progressive wave field and in 
the combined wave field. From the comparison of the wave height, the direc- 
tional spectrum and the coherenc function of the cross spectrum, it is shows 
that the absorbing directional wavemaker has excellent performance to absorb 
the reflected waves. The wavemaker can reproduce the short- and long-crested 
waves with the specific directional spectrum, and can maintain the better con- 
trolled incident wave field. 
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CHAPTER 21 

A New Nearshore Directional Wave Gage 

Gary L. Howell: 

1 Introduction 
A field directional wave gage has been developed for requirements in coastal, 
port, and harbor engineering. Uses include planning and design studies, long 
term wave climatology, and post construction monitoring. The gage provides high 
quality directional wave spectra measurements from a compact, easily installed 
instrument. Stand alone installation with long term internal data recording is 
provided. Real time data access may be simultaneously provided by connecting 
a cable. 

The gage is completely bottom mounted with no surface components. Opti- 
mized for shallow and intermediate water depths required by coastal engineers, 
the gage may be reliably deployed in water depths too shallow for buoys or acous- 
tic instruments. The sensors are three high resolution pressure transducers that 
permit the mounting frame to be resistant to fishing activities. 

Reliable data storage and long term deployment are achieved by performing 
preliminary data analysis within the instrument. Intermediate analysis results 
are recorded on reliable non-volatile solid state memory. The recorded data may 
be post processed to obtain simple estimates of mean water level, wave height, 
period, and direction. If desired, the Fourier series coefficients of the directional 
spectrum may be computed from the intermediate data. Optionally, modern high 
resolution methods ma}' be used. 

2 Background 

2.1     Motivation 

Deep ocean directional wave measurement has progressed rapidly during the last 

1U S Army Corps of Engineers, Coastal Engineering Research Center, Waterways Experi- 
ment Station Vicksburg, Mississippi 39180-6199 USA 
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twenty years. In-situ buoy measurements are routinely collected by the industri- 
alized nations. Commercial directional buoys are available for site specific studies. 
The development of satellite technology has provided deep water measurements 
assumed to be homogeneous over the large range cells of satellite sensors. 

Unfortunately for coastal engineers, progress in nearshore measurements has 
lagged. The typical coastal regime, characterized by shoaling, refraction, diffrac- 
tion, and reflection, makes the use of large spatial averaging remote sensors, 
inappropriate. Data are often required in areas subject to large breaking waves 
and strong currents. These conditions capsize directional buoys, and aerate the 
water column, blinding acoustic sensors. 

2.2 Requirements 

Modern coastal engineering practice requires use of increasingly sophisticated 
models. Properly calibrated and verified, models can yield accurate information 
on waves at a project site. Frequently data are not available, and models must 
be employed with only deep water data, or shallow water data from a distant or 
unrepresentative site. In undeveloped areas, models may be applied without any 
calibration or verification. The goal of this development is to make high quality, 
site specific wave data commonplace. 

A requirements based design approach was employed to guide development 
efforts. First, engineering data requirements were identified: 

• Wave height 

Wave period 

• Wave direction 

Wave spectrum 

• Radiation stress 

• Water level 

While many other statistics could be added, routine availability of these parame- 
ters constitutes a useful parameter set. This paper will focus on the key parameter 
of wave direction, in particular mean wave direction. 

2.3 Measuring wave direction with arrays 

In-situ directional wave gages can be generalized as arrays of sensors that spatially 
and temporally sample the true directional wave spectrum over a section of the 
sea surface. The estimated directional spectrum is the convolution of the true 
directional spectrum with the transfer function of the sensor array. Isobe et 
al. (1984) expressed this using the cross power spectra, <&mK, between arbitrary 

• 

• 
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measured wave parameters and the directional wave spectrum S(k, a), where k 
is the wave number vector, and a is angular frequency. 

§mn= LHm{k,a)H:(k,a)e~'^^S(k,a)dk (1) 
Jk 

The Hm is the hydrodynamic transfer function between the water surface and 
the mth sensor and x"m is the sensor's location vector. 

Common practice for engineering applications assumes linear wave theory for 
the transfer functions Hm, and a linear dispersion relationship between wave 
length and frequency expressed as 

a2 = (2TT/)
2
 = gk tanh kd (2) 

where d is the water depth. 
Equation 1 can then be expressed in the frequency domain as 

tin 
®mn(f)   =    /    Hm(f,9)H^(f,9){cos(k[xmncos9+ ymnsin9}) 

Jo 
- i sin(k[xmncos9 + ymnsinO])}S(f, 9) d9 (3) 

where 9 is the wave direction, / is wave frequency, S(f, 9) is the wave frequency 
directional spectrum, and 

•Emn      —      Xn        Xm \    ) 

Vmn     =     Vn ~ yra \p) 

Directional wave analysis is the method of estimating solutions to the integral 
equation 3. Horikawa (1988) provides a summary of current methods. For many 
engineering applications, mean wave direction is sufficient. Note that $mn(/), the 
cross-spectral matrix, is sufficient information to employ any directional analysis 
technique. 

2.4     Existing instrumentation 

Existing instrumentation and field procedures were reviewed to identify required 
improvements. The following types of in-situ, nearshore directional measurement 
instrumentation systems are being used, or have been evaluated in the past. 

PUV Co-located EM current meter and absolute pressure gage. Both real-time, 
cable connected, and self recording versions are used routinely. 

Borgman array Shore parallel array of absolute pressure transducers with spac- 
ing comparable to wave lengths (Panicker and Borgman, 1970). This array 
is capable of high resolution and is routinely used at research facilities. 

Sxy array A 6m right triangle, absolute pressure transducer array, analyzed as 
a slope array (Higgins, et al., 1981). 
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DPG Differential Pressure Gage. Two orthogonal short base line differential 
pressure gages, and one absolute gage. Developed and successfully tested 
by Bodge and Dean (1984). 

ADCP Acoustic Doppler Current Meter. Measures three components of current 
velocity at several range cells in the middle part of the water column. The 
data analysis is similar to a PUV. 

Short base-line slope array A real time, cable connected, 1.6 m equilateral 
triangle, absolute pressure transducer array, analyzed as a slope array. This 
gage was developed as a precursor to the gage reported here and has been 
in routine use by CERC since 1989. 

Economy and reliability are the most needed improvements. Measurement 
and analysis techniques were less so. When the total costs of obtaining an ana- 
lyzed data report are considered, instrument cost was less important than costs 
associated with field operations, maintenance, and data analysis. 

An integrated approach addressed the entire function from sensor to analyzed 
data report. Instrument requirements were part of the overall systems analysis. 
Existing instruments require improvement in one or more of the following areas: 

Directional resolution Most important for sediment transport formulae, but 
benefits all applications. 

Gage orientation accuracy Errors or suspected errors in the orientation of 
directional gages can render data useless. 

Site selection flexibility Often sites must be selected based on survivability or 
operational requirements, rather than engineering data needs. 

Deployment period Frequent service requirements are a principal cause of high 
costs. At many sites, weather permits servicing only during the summer. 

Measurement interval Shallow water wave conditions can change rapidly. In- 
strument limitations force sub-sampling. 

Reduce total cost of analyzed data Site specific data costs must be within 
the budget of a typical engineering project. 

3    New Developments 

3.1     Principles of operation 

The enabling development is the very short baseline absolute pressure transducer 
array (Figure 1). Traditional directional wave gages using pressure transducers 
have relied on arrays with dimensions on the order of water wave lengths (Panicker 
and Borgman, 1970). 
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Figure 1: DWG-1 ready for deployment. Base version uses 3 transducers in a 1.6 
m equilateral triangle array. 

Scripps Institute of Oceanography developed slope gages using absolute pres- 
sure transducers in a 6 m right triangle array. Higgins, et al. (1981) analyzed the 
errors due to length of the baseline. Error was reduced by making the baseline as 
short as possible, limited only by the noise of the absolute pressure transducers. 

Bodge and Dean (1984) demonstrated that differential pressure transducer 
arrays could employ very short base lines. The differential transducer array re- 
quires a fluid filled tubing system to transmit the pressure to the transducer. 
Construction and maintenance of the tubing system requires care. 

The new gage has the advantages of the short baseline array, yet still uses 
absolute pressure sensors. An absolute pressure sensor using a quartz crystal 
transducer and a specially designed digitization circuit was developed. The com- 
bination provides pressure samples with an order of magnitude less noise than 
previous strain gage based transducers. The sampling period for this resolution 
is less than 180msec. 

Numerical simulation of various directional wave spectra measurements using 
the noise characteristics of the new transducer examined the effect of baseline 
dimension on error in mean wave direction. Results were very encouraging. To 
verify these results a field experiment was conducted. Figure 2 shows the layout 
of a seven transducer array of transducers arranged to provide multiple baseline 
lengths.    The array was placed in 8m of water at the CERC Field Research 
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Figure 2: Array layout used at the DUCK 85 field test to evaluate the effect of 
the baseline length of slope arrays on mean wave direction measurement error. 

Facility, Duck, N.C. 
A total of 1567 wave records from October to December 1986 were analyzed. 

Significant wave height ranged to 4 m, and spectral peak periods ranged from 4 to 
20 sec. Data from sensor number 1 was discarded due to excessive noise. Virtual 
sensors 8, 9, and 10 were created by linear interpolation of data from sensors 1 
and 4. Figure 3 is an example of a scatter plot of mean direction from a slope 
analysis of effective 1.2 m and 1.8 m arrays. As predicted by the simulation, the 
reduction in base line length has little effect on the mean direction estimate. 

The new gage has a base configuration of a 1.6 m equilateral triangle, absolute 
transducer array. This array will give accurate mean direction estimates at low 
cost. Figure 1 shows the geometry of the standard installation pod. The hexag- 
onal shape allows the minimum configuration triangular array to be augmented 
with additional transducers. Numerical simulations using the Bayesian analysis 
method (Hashimoto and Kobune, 1988) have been performed using 4 and 6 trans- 
ducers. Directional resolution is improved over the minimum three transducers. 
Directional resolution performance of the new gage will be reported when planned 
field tests of the four and six transducer versions have been completed. 

The short base line reduces construction costs and simplifies installation and 
recovery. Problems of spatial homogeneity in the complex bathymetry of coastal 
projects are eliminated. The hexagonal array facilitates design of a high strength, 
trawler resistant pod. 
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Figure 3:  Correlation of mean wave direction estimates from Array (5,7,8) and 
Array (6,7,9). 
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3.2    Gage design 

The performance requirements were translated into the following design specifi- 
cations. 

Specifications. 

Internally recorded data: Mean water level, cross-spectral matrix, and calen- 
dar date and time. 

Post-processed data: Water level, significant wave height, spectral peak pe- 
riod, mean wave direction, and directional spectrum. 

Internal data storage: Removable EPROM modules. 

Real time option: Simultaneous with internal recording and analysis, calibrated 
pressure time series data are available in real time. . Adds a standard 7- 
conductor well logging cable up to 1.7 km length and a shore located PC 
or modem. 

Principle: 3-transducer pressure array. 1.6 m equilateral triangle. 

Sampling interval: Acquires and analyzes 30 min data record every hour. 

Deployment period: Records hourly data for 13 months. 

Operational depth: Bottom mounted in water depths from 2 to 20 m. 

Accuracy: Water level, wave height, and spectral energy error - 1    cm rms. 
Mean wave direction error - 2 degrees rms. 

Implementation of the gage is achieved through very low power microcomputer 
design and custom firmware. Firmware controls data acquisition, quality control, 
calibration, analysis, and storage functions. The most difficult specification is 
simultaneous f 3 month deployment, f hour continuous record interval, and 30 min 
record length. Existing instrumentation requires compromise of one or more of 
these requirements. 

Achieving 13 month deployment requires internal data analysis. The cross 
spectral matrix is computed internally and stored. These data provide the maxi- 
mum data compacting while still permitting various analysis techniques for post 
processing. For the base level gage is treated as a space array. To reduce the 
amount of information saved, redundant information in the cross spectral array 
is eliminated. 

Expressing the cross spectral matrix as real and imaginary parts, the usual 
definitions of Co (real) and Quad (imaginary) spectra are defined as 

®mn{f) = Cmn{f) - iQmn{f) (6) 



A NEW WAVE GAGE 303 

• *•." -H 

Figure 4:  DWG-1 cylinder containing the electronics and batteries.   The three 
pressure transducers connect to the main cylinder. 
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(7) 

Observing that each nm term is the complex conjugate of the corresponding mn 
term, three each Co and Quad spectra are eliminated from storage. By definition 
On = O22 = O33 = Oi an<i f°r the case of a space array, Cu = C22 = C33 except 
for statistical variability. Substituting 

and 

C = 

L'n 

Cu + G22 + C33 

Jc2 - Ql 

(8) 

(9) 

allows the saved parameters to be reduced to C,0i2,0i3i an<i 023- These 
assumptions are sufficient for accurate mean direction estimates. High resolution 
directional estimates require that Co-spectra terms also be saved, resulting in a 
small cost increase. 
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The mean water level computed during the first and last six minutes of each 
measurement interval are also saved. All data are calibrated in engineering units 
and tagged with UCT time. Each gage permanently stores its sensor calibrations, 
identification, location, quality control, and status information in the removable 
EPROM modules. 

A prototype diverless deployment and recovery system has been developed to 
reduce operation cost and improve the gage directional orientation measurement. 
The unit is operated from a boat using a PC interface. The fixture contains a 
remotely operated air jetting controls and release, depth and attitude read outs, 
and a gyrocompass for orientation measurement. 

4 Field test results 

The completed gage has been field tested at two sites. Both gages functioned 
successfully, obtaining better that 99% data return. A comparison of the gage 
results with a 15-element linear array at the Coastal Engineering Research Center 
(CERC), Field Research Facility (FRF) in Duck, North Carolina was indepen- 
dently conducted by William Birkemeier of the FRF. The linear array is composed 
of 9 shore parallel and 6 shore normal sensors. Figures 5 and 6, prepared by Mr. 
Birkemeier, summarize the results. The comparison data represent 1090 records 
during the period February 1 - March 31, 1992. Records with Hs < 0.4 m or 
Tp < 4 sec were not included. An unexplained time difference of 1 hour between 
the two data sets was compensated. No manual editing or quality control was 
applied to data from the new gage. 

Both gages rely on the autospectrum of a pressure transducer to estimate 
significant wave height and peak period. The agreement shown in Figure 5 is 
expected for properly calibrated and analyzed gages. Fig. 6 compares mean 
direction estimates. For these data the new gage's mean direction was obtained 
from a space array analysis. Agreement is quite good. Outliers result from 
bimodal spectra where approximately equal peaks can cause a different Tp to 
be picked by the analysis codes. Agreement is best near shore normal angle of 
70 degrees. Waves at oblique angles to the beach are underestimated by the 
linear array compared to the new gage. Similar differences were observed with 
comparisons of the linear array to a PUV gage. 

5 Conclusions 

The new gage is a high quality, directional wave gage, capable of simple installa- 
tion, and year long deployment. The low cost availability of nearshore directional 
wave data will impact the planning, engineering, and maintenance of coastal 
projects. Wave measurements will be possible in most locations. Stand-alone 
internally recording gages will be more economical than real-time, cable con- 
nected gages.   Low cost and site selection flexibility will permit multiple gages 
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Figure 5: Linear regression of Hs of DWG-1 and the FRF Linear Array. Outer 
dashed lines are 95% prediction limits. The correlation coefficient is 0.987. 
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Figure 6: Linear regression of mean wave direction at the spectral peak period 
of DWG-1 and the FRF Linear Array. Outer dashed lines are 95% prediction 
limits. The correlation coefficient is 0.931 
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at a project site. Routine monitoring for engineering requirements will increase. 
New monitoring objectives of environmental assurance and litigation prevention 
will emerge. 
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CHAPTER 22 

ENERGY DISSIPATION AND AIR BUBBLES MIXING 

INSIDE SURF ZONE 

Hwung Hweng Hwung1   Jih Ming Chyan2   Yeong Chyang Chung3 

Abstract 

In order to understand the relationship between entrained air bub- 

bles and energy transfer inside surf zone, a special technique of He-Ne laser 
and 2D LDV were employed to investigate the characteristics of air bubbles 

concentration and velocity fields, respectively. The experimental results 

shows that the concentration profiles of air bubbles decay hyperbolic ally in 
the vertical direction and exponentially in the horizontal direction. With 

appropriate parameter groups, the distributions of air bubbles show a char- 

acteristics of similarity. The potential energy, kinematic energy and total en- 

ergy decrease with the horizontal distance except that the kinematic energy 

slightly increases between the impinging point and the maximum penetra- 

tion. Within this region, the energy loss of potential energy and kinematic 
energy is almost transferred to the air bubbles to merge into the water body. 

Introduction 

The wave breaking in the nearshore area is a very important and 

fascinating phenomenon of wave hydrodynamics.   In the instant of wave 
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breaking, air entrainment destroys the original flow structure, resulting in 
dissipation of wave energy. With the admixing of air bubbles, the flow fields 

of broken wave are turbulent and complicated. Although the energy dis- 

sipation and air bubbles mixing after wave breaking have been extensively 

studied in the past thirty years, its mechanism is not fully understood, due 

to the complex flow fields are essentially beyond the capacity of measuring 

equipments during that period. From theoretical and experimental studies, 
Horikawa and Kuo (1966) obtained an exponential decay function of wave 

height inside surf zone. Fiihrboter (1970) assumed that the wave breaking 
provided the total dissipation energy to the air bubbles entraining into the 

water body, and derived the decay functions of wave height for spilling and 

plunging breakers respectively. Jansen (1986) employed the flow visualiza- 

tion technique and photochromism method to observe the turbulent flow 

fields of aerated layer in the outer region of surf zone. Recently, Nadaoka 

(1986) detected the turbulent intensity distributions in the nearshore zone 
by LDV. In the previous efforts, the connections of air bubbles entrainment 

with the turbulent energy dissipation had not been fully investigated. In 

order to understand this relationship, a special technique of He-Ne laser 

was employed to detect the entrainment process of air bubbles, and a LDV 
system was used to examine the spatial distributions of two dimensional 

velocity in wave flume respectively. 

Experiments 

It is very difficult to observe the kinematic phenomenon of air bubbles 

merged in water body. A special installation of He-Ne laser was developed, 

as depicted in Fig. 1. According to our experience, the transformed voltage 

signal from the He-Ne laser appears a drop-out when the laser beam is 

deflected by air bubbles. Such a phenomenon can be used to represent the 

variations of air bubbles. However, an appropriate threshold of background 

air concentration obtained in still water has to be determined before the 
data analysis process. A typical example is shown in Fig. 2 in which both 
the dash and solid line respectively denote the threshold value and drop-out 

signal. Furthermore, Lin & Hwung (1992) found out that the broken wave 

was a three dimensional flow field. Under this circumstance, air bubbles 

across the test section at the same phase of wave motion can't be identified 

by the laser beam. It is because that only the first bubble deflects the beam 

and the rest are hidden in the drop-out signal. Based on this conclusion, to 

determine a proper test width is very important in this experiment. From 
the results of total air concentration (Ct) with different test widths, as shown 
in Fig.   3a, it is obvious that a wider one possesses a higher concentration 
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Figure 1. Experimental installation of air bubbles measurements; (a) top 

view, (b) front view 

which doesn't linearly increase with the test width. When they are expressed 

in air concentration per unit width (C„), as seen in Fig. 3b, the results of 
both of 3 and 4 cm test width are almost consistent, so that we adopt these 
two test widths for all of the experiments. In addition to the measurements 
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/  breaking point 

Figure 4. Schematic description of coordinate system and measuring points 

Table 1. Experimental conditions 

Case T hi Hi Breaking Hh H0/L0 hb Hb/hb 

(sec) (cm) (cm) type (cm) (cm) 

1 1.29 33.0 6.11 plunging 8.08 0.0259 8.10 0.998 

2 0.90 33.0 5.72 spilling 6.57 0.0483 7.00 0.925 

of bubbles concentration, the turbulent flow fields in the surf zone was also 
detected by LDV (TSI—9100-8) of being capable to determine the variations 
of two dimensional velocity. 

Two typical wave breaking were generated in the wave flume and the 

experimental conditions are tabulated in Table 1; in which T is the wave 

period in seconds, hi the water depth at the horizontal portion of the flume, 

Hi the wave height produced by the wave generator, Hb the breaking wave 

height, H0/L0 the converted wave steepness at deep water, hb the water 

depth at breaking point, and finally B.ijhb the relative water depth at the 

point of wave breaking. The bed slope of wave flume is 1/15. Fig. 4 shows 
the coordinate system and the distribution of measuring points. The first 
test section was positioned at the wave breaking point and the distances 

between measuring points in X and Z directions were 7.5 cm and 0.5 cm 
respectively. 



INSIDE SURF ZONE 313 

Results and discussion 

From the elaborate measurements, the vertical distributions of the 

concentration of entrained air bubbles for the plunging and spilling breakers 

are plotted in Fig. 5 and Fig. 6, respectively, in which L0 denotes the wave 

length in deep water. The concentration of air bubbles hyperbolically de- 

creases with the water depth for both of the plunging and spilling breakers. 
As shown by Lin & Hwung (1992), the formation of water tongue by the 
plunging breaker, which violently impinges the water body, enhances the 

entrainment process of air bubbles. The maximum concentration of it, 18%, 

is larger than that of a spilling breaker, 12 %. The plunging breaker also in- 

duces a deeper penetration of air bubbles and a higher concentration within 

the aerated layer. When normalized by appropriate parameter groups, there 

exits a similarity function for different profiles and cases, which is shown in 

Fig.  7 and can be written as; 

C 

C. = °-56 tanh ( 5.36    ,    " , 1.56 ) + 1 
V+ + ha 

(1) 

where C is the air bubble concentration per unit width, C0 the air bubble 

concentration at still water level, "q+ the water surface elevation above the 

still water level. ha denotes the penetration depth of air bubble based on 

the location where the duration of drop-out signal is 10 % of total sampling 

period. Za is the distance from the origin located at the penetration depth 
of ha, and it is positive upward. 

The longitudinal distributions of air concentration averaged on the 
aerated layer for cases of plunging and spilling breakers decrease with the 

dimensionless distance (X/L0), as shown in Fig. 8. By the comparison 

with Kuo (1972), it shows that the theoretical prediction coincides with the 

experimental results of spilling breaker. However, it has much differences 

between the theoretical and experimental results due to the nonlinearity and 

strong impingement of plunging breaker. From a non-dimensionalized pro- 

cess, the cross-sectional average of air concentration shows a characteristic 

of similarity in Fig.  9. The similarity function can be expressed as; 

2.85exp(-1.72X/L0) - 0.72 (2) 
^ imp       ^ ha.max 

where C represents the averaged concentration within the aerated layer, 

C'imp the averaged concentration at the impinging point of breaking wave, 
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Figure 5. Vertical distribution of air bubble concentration (plunging breaker) 

•    experimental  data 

— hyperbolic function 

'   (c)X/L0 = 1.33 

experimental data 

hyperbolic function 

(b)X/L„ = 0.89 

a    experimental  data 

—   hyperbolic  function 

- 
{d)X/l„ = 1.49 

-/ •    experimental data 

—  hyperbolic function 

0.15 0.00 

Figure 6. Vertical distribution of air bubble concentration (spilling breaker) 
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Figure 9.  Similarity of cross-sectional averaged concentration of air bubbles 

Cha.max the averaged concentration at the maximum penetration section of 
air bubbles. 

In order to understand the effect of air entrainment process on the 

turbulent flow fields after wave breaking, LDV was also employed to measure 

both of the horizontal velocity (it) and vertical velocity (w). According to 

IFFT (inverse fast Fourier transformation) method proposed by Hwung et 

al.(1989), the spatial distributions of air concentration, turbulent velocity 

''       \/-..' ) and Reynolds stress ( —u'w') are shown in Fig. intensities (Vtf", V w' 

10 and Fig. 11 for cases of plunging and spilling breakers. It is obvious 

that the maximum of turbulent velocity intensities locate at the maximum 

penetration of air bubbles and so does the Reynolds stress. However, the 

positions of the maxima of velocity and its turbulent intensity don't coincide 
with each other. The former reaches the peak value in the impinging point. 

It is because that, when the wave breaking, there forms a water jet mixed 

with air bubbles impinging and penetrating into a deeper water depth. In 

the maximum of penetration section, the air bubbles begin to ascend due 

to the buoyancy effects and generate well-correlated velocity fluctuations. 

It enhances the energy transfer between different dimensions and results in 
the maximum of turbulent velocity intensities and Reynolds stress. 
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According to Fiihrboter (1970), the potential energy of air bubbles 

inside surf zone can be expressed by; 

E«r-l—^-YZ^ (3) 

where 7 is the specific weight of water. In addition to the energy of air 

bubbles, the potential and kinematic energy (Ep, E^) of the broken wave 

can be written as; 

E^llf^dt (4) 

Ek 

2T,0 

fh+v 
dz (5) 

where T and ?; are the sampling duration and the variations of water sur- 

face, respectively, while p denotes the water density. From Eq. (3) ~ Eq. 

(5), the relationships between the energy of air bubbles and that of the 

turbulent flow fields for both of plunging and spilling breakers are plotted 
in Fig. 12 where the experimental results are non-dimensionalized by the 

total energy (-E&) at the breaking point of wave motion and E represents the 

summation of Ep and Ek. By the comparisons of experimental results, it 
shows that the variations of energy transfer can be divided into three stages 
in characteristics. The energy rapidly decreases before the impinging point 

of broken waves. Between the impinging point and the maximum penetra- 

tion, the energy loss of the flow fields has been almost transferred into the 

potential energy of air bubbles since the summation of Ea{r and E nearly 

conserves. The kinematic energy slightly increases in the same region. Due 

to the buoyancy, the air bubbles ascend and induce the turbulence. The 
total energy of E + Eair gradually decays in the rest region. The decaying 

tendency for the plunging breaker is faster than that of the spilling breaker 

since the entrainment of air bubbles is weaker for the spilling breaker. 
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Figure 12. Variations of air bubbles energy, potential energy and kinematic 

energy ; (a) plunging breaker,(b) spilling breaker 
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Conclusion 

According to the present study, the most important step in measuring 

air bubbles is to determine the significant width of detecting section which 
is 3~4 cm in our experiments. From the experimental results, the profiles of 

averaged air bubbles concentration decay hyperbolically and exponentially 

in the vertical and the horizontal directions. There exit similarity functions 

of air bubbles profiles if the experimental results are non-dimensionalized 
by appropriate parameter groups. For both of the plunging and spilling 

breakers, the turbulent velocity intensities and the Reynolds stress reach 

their maximum at the maximum penetration. The total energy shows multi- 

stages variations of rapid decrease, conservation and gradual decay in the 
region divided by the impinging point and the maximum penetration. The 

energy required for the air bubbles to merge into the water body is almost 
provided by the potential and kinematic energy. 

Reference 

1. Fiihrboter, A.(1970), Air entrainment and energy dissipation in breakers, 

Proc. 12th Conf. on Coastal Eng., pp.391-398. 

2. Jansen, P. C. M.(1986), Laboratory observations of the kinematics in the 
aerated region of breaking waves, Coastal Eng., Vol.   9, pp.453-477. 

3. Horikawa, K. & Kuo, C. T.(1966),A study on wave transformation inside 

surf zone, Proc. 14th Conf. on Coastal Eng., pp.217-233. 

4. Hwung, H. H., Lin, C. & Chyan, J. M.(1989), The characteristics of 

spectrum and velocity decomposition of the bottom flow in the surf zone, 

13th Conf. on Theor. & Appl. Mech., Taichung, Taiwan, ROC, pp.1309- 

1320 (in chinese). 

5. Kuo, S. T.(1972),The wave characteristics inside surf zone, Master these, 
National Cheng Kung University, ROC (in chinese). 

6. Lin, C. & Hwung, H. H.(1992), External and internal flow fields of plung- 

ing breakers, Experiments in Fluids, Vol. 12, pp.229-237. 

7. Nadaoka, K.(1986), A fundamental study on shoaling and velocity field 

structure of water waves in the nearshore zone, Technique Report, No. 

36, Department of Civil Eng., Tokyo Institute of Technology, pp.33-125. 



CHAPTER 23 

Instrumental   evaluation  of   the  deep  water   directional 
wave  climate  along   the  Mediterranean  coast   of   Israel 

Ya. A. Iosilevskii   ,   D.S.Rosen ,   A. Golik   ,   and  D. L.Inman 

Abstract 

The frequency-directional deep water wave climate 
along the Mediterranean coast of Israel was evaluated 
for the first time by computer numerical analysis using 
instr-um&rxtal shallow water measurements. The shallow 
water data underlying the study were gathered within the 
period from 1984 through 19Q1 by two CAS C Cassette 
Acquisition System} wave measuring stations located off 
Haifa CNorthD and Ashkelon CSoutrO along the Mediterra- 
nean coast of Israel. The paper includes a brief 
description of the data gathering, analysis, and proces- 
sing methods, and it also includes main results of the 
study. 

1. Introduction 

It is both expensive and technically complicated to 
acquire accurate instrumental deep water data needed for 
computing the respective height, frequency, and direc- 
tion of water waves. A quite cheap and commonly 
available practical way to evaluate frequency-direc- 
tional spectra of water waves in deep water is to 
reconstruct those spectra from appropriate shallow water 
measurements. This approach is adopted in this study. 

National Institute of Oceanography: Israel 
Oceanographic and Limnological Research, Tel Shikmona 
P.O.Box 8030, Haifa 31080, Israel 
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In studying or simulating the wave climate in the 
offshore region, the coastal engineer typically employs 
the method which may be called "the representative mono- 
chromatic wave method'. In the framework of this method, 
the coastal engineer approximates the offshore irregular 
sea state by the corresponding representative Ce.g., 
characteristic^) monochromatic waue; and he investigates 
the refraction transformation of this monochromatic wave 
as it propagates shoreward. Although the representative 
monochromatic wave method is widely used, in coastal 
engineering practice, the coastal engineer is usully 
unaware of the degree of accuracy of that method. 

In contrast to the representative monochromatic wave 
method, the method of refraction transformation, which 
is used in this study, may be called 'the spectral de- 
composition method'. It consists of three steps: CiD de- 
composition of the measured shallow water sea surface 
displacement from equilibrium into monochromatic wave 
components Csay, by the FFT method!) ; CiiD refraction 
transformation of each component; CiiO computation of 
the linear superposition of the component results. The 
spectral decomposition method is more consistent than 
the representative monochromatic wave method. Also, from 
the standpoint of both physical and numerical analysis, 
the latter method is a particular case of the former 
method. The two methods are compared in this study. 

As contrasted to the evaluations of the present study, 
none of the previous wave climate evaluations at the 
Mediterranean coast of Israel, which were reported by 
Rosen & Kit C19813, Goldsmith & Sofer 0 9833, Rosen 
0 9833, Carmel et al 0 985b3 , had the property to be 
directional, deep water, and instrumental all together. 

The term 'wave weather', as contrasted to 'wave 
climate', is used in this paper interchangeably with the 
presently common term 'sea state'. The term 'shallow 
water' is used as a class synonym of the term 'not deep 
water'. 

3. Data gathering 

The row data used in this study were collected by 
two similar CAS CCassette Acquisition System - see Boyd 
& Lowe 098533 wave measuring stations located off Haifa 
CNorthD and Ashkelon CSouthD along the Mediterranean 
coast of Israel. Each station is composed of a linear 
array of three pressure gauges with spacings of 12 m and 
24 m between two successive gauges. Both arrays are 
installed at a mean depth of 8.5 m, 0.95 m above the sea 
bottom. Consequently, the wind water waves of typical 
periods, say, from 4 sec. to 14 sec. , i. e. of wave- 
lengths from approximately 24 m to approximately 124 m 
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at  the  station  location,  undergo refraction     due  to 
bathymetry effects before they reach the station. 

The wave measuring station located at Ashkelon was 
intermittently operational from March 1984. through May 
1987 and from August 1989 through February 1990. The 
wave measuring station located at Dado Beach, Haifa, was 
intermittently operational from March 1Q84 through April 
1987 and from April 1989 through May 1991. Wave 
measurements have been carried out by each station for 
34 min. 8 sec. every 6 hours, at a sampling rate of 2 
Hz. A single whole phenomenon of the above duration when 
a CAS station samples with the rate of 2 Hz is said to 
be a fast   mode   event   C briefly, an FMEy . 

3. Physical and mathematical prerequisites 

A description of the physical and mathematical 
concepts underlying the results reported in this paper 
is beyond its scope. Still, in order to discuss those 
results conveniently, we will make explicit some 
elementary physical and mathematical notions, - largely, 
by introducing the appropriate notation. 

3.1. A  coordinate  system. 

A local working right-handed rectangular rectilinear 
coordinate system is chosen in such a way that its 
XY-plane coincides with the equilibrium sea surface, and 
its Z-axis is directed vertically upward. The origin of 
the coodinate system is located somewhere in deep water 
area, the X-axis is directed shoreward, and the Y-axis 
is,    in   a   crude   sense,    parallel    to   the   local   shoreline. 

3.2. General      notation 

' s' and 'd' are subscript acronyms for 'shallow 
water' and 'deep water', respectively; '*' is a 
subscript ellipsis for 's' or 'd' ; P  is a point on the 

equilibrium sea surface; P  is the shallow water point 

on the equilibrium sea surface under which the water 
wave measuring station is located; p is the mass density 
of sea water, C1028.8 kg/mD; ^ is the acceleration of 
gravity C9.81 m/sec D . 

3.3.    Parameters   characterising  continuous   spatiotenxporal 

Fourier   transform  of   the   sea  surface   displacement 

equilibrium at    the   point   P. 

v   = a monochromatic water wave frequency CHzD; 
rCkO = 1/v   = the period of   a monochromatic water wave 

of frequency v   CsecD; 



DEEP WATER WAVE CLIMATE 325 

x CvO   =  the  propagation   vector   of   a   plane   monochroma- 

tic   water   wave  of   frequency  x>  at   P    Cm   3; 

&   =   the   direction   of   jK^CiO    relative   to   the   posi- 

tive   direction   of   the   axis   X,    positive   in   the 
counterclockwise  direction  Cdegree  or   radian}; 

C jCvD    =   the    group    celerity   of    a    quasi-monochromatic 

wave  packet   of   frequency  v  at   P     Cm/sec); 

3 Cu,&Z>     =    the    continuous    frequency-directional     energy 

density  per   unit   area,   per   unit   frequency,   and 
per   uni t   angle   at   P     I joule/C m  •Hz•deg3]; 
n 

*o 
CiO   =  J    •$0Cv,&^d& 

-71 

= the continuous frequency-directional energy 
density per unit area and per unit frequency 
at   P^   [ joule/Cm2-HzD 3 ; 

& Ci-,9)   =  X Cy,S)C    CiO * » g* 
=    the    continuous     frequency-directional     energy 

flux    density    across     unit     length,     per     unit 
time,    per   unit   frequency,    and   per   unit   angle 
at   P     [joule/Cm-sec•Hz•deg}   =  newton/deg]; 

n 
.r   CiO = f   &cv,93de 

-n 
=    the    continuous    frequency-directional     energy 

flux     density     across     unit     length,      per     unit 
time, and        per        unit        frequency        at P 

Cjoule/Cm-sec•Hz}    =  newton]; 
RCv,^     =    the    wave    ray    of    frequency    v,     which    passes 

through   the   point   P     at   the   angle   &   relative 

to  the  positive  direction  of   the  axis   X; 
P     =   ^Cy.SO    =   the   first    deep   water    point    on    the 

backward   path  of  RCv,^; 
A  Cu,W    =   the   deep   water   direction   angle  of  3iCi>,&~}\ 

KCv,&1 = the refraction-and-shoaling coefficient Cthe 
product of refraction and shoaling coeffi- 
cients}   of   XCv,&1   at   P    relative  to  PCv,&3; 

s d 

3. 4.    Integral   sea  weather     parameters     computed.     via     8 

versus   integral   sea weather  parameters  computed via F 

v 
2 rL. 

x     12    J      o* E*n v 
i 

the nth moment of %       between v    and v  ; 
O* 1        2 
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v     Cv ,p ) = m  Cv , v 3/m. , Ci> ,i>3 
E*   1   2       E*l   1    Z    E*0   1   2 

the mean wave frequency between v    and v 

via 8   CHzD ; 
o*     ' 

T Cv ,v  3 = 1/y ^Cu , i-O 
E*   1   2 E*   1   2 

= the mean wave period between v     and v 

via  %       CsecD; 
o* ' 

u     n 

m. Cv  ,v 3    =    f  2T     «Jy.» |K.,CIO |P ^OS^  sin^&d&dV   : 

1 

0     Cv  , v 3   =   arctan   Cm __. Cv  ,    t> 3/m.   „      Cu  , u 3D 
E*   12 E*Oi    1     2     E*tO   12 

= the mean wave direction between v    and ^ 
1 2 

via X  Cradian). 

The overall   mean wave frequency v     , period r     ,   and 

direction.   &     , and also the characteristic wave height 

H   , at the point   P     are defined via 8  by 

^  ,.   =   i>     CO.aO ,   T"        =T     C0,ao3 ,    &      . =   &     CO,ooO , 
E*      E* E*      E* E*      E* 

i/; H*   = **mo = ^a^CO.aOXp^, 

respectively, in accordance with IAHR C19893. 
Let y   e CO, 1] be a given real number, and v be 

* E*M 

the    frequency    at     which     %  S-v~i     reaches     its     absolute 

maximum.    Let   v  ^ Cr3    be   the   lowest,    and   v  ^  Cr3    be   the 
E*L ' E*a ' 

greatest frequency with the property that 

*   S» ».  C?03/8     Cv ^   3   =  t,     Cv _  Cy~)1/%     Cv ^   3   =  y. 
O*   E*L, '      O*   E*M       O*   E*0 '      O*   E*M      ' 

Then the overall   centroidal   y-peak   wave   frequency   v     , 

period    T  ,  and direction    &   „ at     the    point     P.     are r E* E* * 

defined   via  %     by 

v  ^   =  v     Cv       Cj-O ,v  ^  Cj-03,   T   _    =  T     Cv   ,   Cy~) ,v   „   C}03, 
E* E*        E*C E*d    ' E* E*        E*L    ' E*d    ' 

$  -   =  #  ^ClJ  -  C^.v  ^  Cj03, E* E*        E*L E*<3 

respectively.  In this study,  we have set y    = 0.8,  in 
accordance with IAHR C19893. 

All the above definitions of this subsection, except 
for the definition of 'H   ',    apply with «r' and '&"    in 

place 'E' and '8', respectively. 
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3.5.    Parameters  characterising discrete  spatiotemporal 

Fourier   transform, of   the  sea surface  displacement 

from, equilibrium at   the  point   P 

v     = the low cutoff wave frequency CHz}; 
m 

v     =  the  high  cutoff   wave  frequency CHz}; 

I    -   the   total    number    of    discrete   frequencies    in 
the  interval    it>   ,   v   ] : 

m        M 
Av   =  the   wave  frequency  increment   CHz}; 

/CO    =   v      +   Ci   -   13A^ 
m 

= the discrete wave frequency of  index i     e 
<1 ,2 />; 

&.        -    the    least    Clow    cutoff}     wave    ray    direction 

angle  at   the  point   P     Cradian  or   degree}; 

&        =   the   greatest   Chigh   cutoff}    wave   ray   direction 

angle  at   the  point   P     Cradian  or   degree}; 

J _    =   the   total    number    of   discrete   wave   ray   direc- ts J 

tion  angles   in   the  interval    [a     ,   a.     ] : 

AS-      =    the    shallow    water    wave    ray   direction    angle 

increment   Cradian  or   degree}; 

=   the  wave   ray direction  angle  of   index  J  at   the 
point   P     relative  to   the  positive  direction   of 

the  X-axis   Cradian  or   degree}; 

= the discrete energy density of indices i and j 
per   unit   area   at   P    Cjoule/m }. 

FXi,jO   =  rc/CO,9 C/}}AiMS 

= the discrete energy flux density of indices i 
and j across unit length and per unit time at 
P     [joule/Cm-sec}   =  newton/sec]. 

4.    Expressions   for   the  frequency-directional   energy 
density  and  energy  flux density  in  deep   water 
in   terms   of   those   in   shallow  water 

The  general   idea   of   how  to   express   E    or   F    in   terms 
d a 

of the respective E    or F  ,   i s based on this hypothesis: 

Hypothesis 1: I During   a   storm   caused   by   a   distant 
source,}    the  wave pattern   in deep  water   is  statistically 
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Cergodical lyJ> uniform over an area of the sea surface 
whose linear dimensions are small as compared to the 
distance  from   the  storm source. 

The most important specific factors which influence 
the character of most frequency-directional spectra of 
sea waves during the winter storms off the Mediterranean 
coast of Israel are CO a single narrow window for deep 
water wave approach and CiO a fetch of approximately 
3200-2300 km in length Csee Goldsmith & Golik C1978, p. 
£22), Carmel et al C1985a. 1985kO. We therefore adopt the 
following hypothesis: 

Hypothesis 2: {.During a storm caused by a distant 
source,]   for  each  point   P    along   the  Hediterranean  coast 

of Israel, the spatio temporal discrete Fourier decom- 

position of the sea surface displacement during an FME 
contains exactly one plane monochromatic wave whose 
direction   is  uniquely  determined by   its  frequency. 

To be able to analyze all available data uniformly, 
we have, in accordance with common practice, extended 
Hypotheses 1 and 2 by omission of the phrase enclosed 
between square brackets. Thus, by Hypothesis 2, for each 
for FME, each i e <1,2,. . . , J>, there is exactly one j e 
<1,2  J > such that, 9 CO  = SCMCO:),  i.e. 9 

&   °k   ,    where h     is a certain integer-valued function of 

an integer argument, and 6     is a composite real-valued 

function defined herewith. Hence, 

J. 

Ci,D=E     CO<5 . . ,. _ , £  CO = !> £ C i , jO , 
• 'J o*    j,M CO   o*      .L    * 

where  6  is   the  unit   diagonal   matrix.    By  Hypothesis   1,   we 
then  have 

£    CO   =   £    COtKC/CO ,0 CO]"2, C23 
Od OS S 

SCO   =   /4,C/CO,e COD. C3D 
d d a 

By   the   respective   definitions   of    Sections   3.3,    and 
3.5,    the    variant    of    C1D    with    ' F'     in    place    of     '£'    is 
semantically   sound.     Under    Hypothesis    2,    equations    C2D 
and   C3D    solve   the   problem   of   expressing   £     in   terms   of 

d 
£  ,   whereas   F,   =  EC   ,  and  F,     =   £,  C   ,. s d d   gd do do   gd 
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5. Data processing 

Broadly speaking, the data processing underlying 
this study comprises four steps. 

ID.   The  first  step  of  data  processing  was 
accomplished  with the aid of  a package of  original 
FORTRAN programs  recently developed  by Iosilevskii  & 
Iosilevskii C1991D.  At this step, each time series of 
raw shallow water pressure data, gathered by each wave 
measuring  station  during  the  corresponding FME     was 
tested  on  reliability  in  accordance  with  certain 
criteria, and, if reliable, it was Fourier transformed 
with  the  purpose  to  obtain  the  respective  table 
</,£" ,F     ,6 >.     Among some other results,  the programs 

Oa  Os  3 

also compute  the cumulative  longshore energy density 
flux across unit length over any given span of time; 
such a flux is commonly associated with the respective 
longshore sediment transport. 

2D.  The  second  step  of  the  data  processing  was 
accomplished with the aid of Multi-frequency   and   mxtlti- 
ray FORTRAN  program   for   backward   and   forward   refraction 
of    water    waves    Cbriefly, BFRFP^i     recently  written  by 
Iosilevskii C1992D. Using the bottom topography data for 
the neighborhood  of  the  wave  measuring  station,  the 
program computes, among some other wave ray parameters, 
the matrix  A     of   deep   water   wave   propagation   angles   and 

the matrix    K    of    products    of     refraction    and    shoaling 
coefficients.      The  size I      x     J       of  each  matrix  is 

specified by the user of the program. Once computed, the 
matrices A      and K    become universal     attributes  of the 

d 

neighborhood of the wave measuring station independent 
of any specific wave weather or wave climate. 

In this study, we have used the following values: 

Hz, 
-10 v     =6.0x2          Hz,   v 

m                                                                M 
=   0. 25   Hz,    Av   = 1024   i 

a        =   -   43°,    &        =45°, 
sin                                         sM 

A6>     =  C 90/893 ° , 
s 

/     =    251,     J      =    90. 

3D. The third step of the data processing was 
accomplished with the aid of Deep water spec trum. FORTRAN 
program. Cbriefly, DWSFP'J which was recently written by 
Ya. A. Iosilevskii Cto be published}. At the first place, 
the  program  transforms  a  sequence of     tables <f,E     , 

OS 

F     ,&  >, obtained at the first step, into the respective 
Os  s 

sequence of tables </,£" ,F     ,9>.    This is done with the 
od  od  d 

aid of    the matrices A       and K    obtained at the second 
d 

step.     Then    using    E     ,     F     ,    E and    F        as    statistical 
so so do do 



£ =•» w , T         ,     &        ,     T         , 9     ; 
eO 9 E9         Es         Es Es * 

F •¥ T ,     &        .     T         ,     # 
so Ps F9            Fs            Fs 

£ -» tf,. ~~              7C              <"» §     ; do d Ed            Ed            Ed Ed' 

F »» T ,     &        ,     T         ,     § 
do Fd '        Fd*        Fd           Fd 
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weights, the program computes, for each individual FME, 
the   following  mean  and  peak   sea  state   parameters: 

C73 

Most of the parameters listed in C4D and CS5 are also 
computed by the programs used at step 1. The parameters 
listed C63 and C7D are the desired deep water sea state 
parameters computed by the spectral decomposition, 
method. 

H  , T  , and &   can be regarded as the wave height, 
a    Ea Es 

period, and propagation vector direction of an imaginary 
monochromatic wave at the point P  , and H  , T  , and & 

3 s    Fs Fs 

as  the  similar  characteristics  of  another  imaginary 
monochromatic wave.  With the aid of  the appropriate 
matrix elements of the matrices A     and K,    the program 

d 
computes the deep water wave heigth H' and direction 

&'       corresponding to the triple <H  , T  , &     >, and it 
Ed s    Es     Es 

also computes the similar characteristics H'       and &'  , r Fd Fd 
corresponding to the triple <W , T  , &  >. 

s    Fs    Fs 
H'   ,  T  ,  and  ©'   are  conventional  deep  water 
Ed     Es Ed 

characteristics of sea state computed in the framework 
of the presently common representative monochromatic 
wave method.     H'   , r      , and &'       form a similar set of 

Fd     Fs Fd 
deep water sea state parameters, but this set is not in 
common usage - it is suggested here for the first time. 

4D. The fourth step of the data processing comprises 
statistical analysis and graphic and table presentation 
of the results obtained. The statistical analysis was 
done with the aid of programs prepared by the second 
author. The graphic and table presentation was done with 
the aid of Quattro Pro Software of Borland Intl. 

6. Results 

The results  of  this study can be summarized as 
follows. 

13.  There  is  both  deterministic  and  statistical 
correlation between the deep water sea weather parame- 
ters at Haifa and of the respective parameters at Ashke— 
Ion, with the exception of the directional parameters. 
The latter parameters are correlated statistically and, 
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to a lesser extent, mainly during storms, they are also 
corralated   determi ni sti cal1y. 

2D. The prevailing wave direction is from West- 
North-West   at   Haifa,    and   it   is   from  West   at   Ashkelon. 

3D. For the same place CHaifa or Ashkelon}, there is 
deterministic and statistical correlation between the 
deep   water    sea   weather    parameters   computed   via   £        and 

the    respective    parameters     computed     via    F     .      In    this 

case,     the    values    of     *T      *    and    "T      '     sometimes    differ 
Ed Ed 

from the respective Csimultaneous) values of 'T  ' and 
_ Fd 

'• t      ' , whereas 0 , and &        are, as a rule, close to & 
Fd Ed        Ed Fd 

and &      , respectively. 
Fd       ^ J 

43. There is both deterministic and statistical 
correlation between values of the deep water sea weather 
parameters computed by the spectral decomposition method 
and the respective parameters computed by the 
representative monochromatic wave method, although 
during a storm the former values seem to be more stable 
Cmore smooth!) in time than the latters. 

53. Comparison of the present estimates of the 
prevailing wave direction at Ashkelon, based on instru- 
mental measurements, with the previous estimates at the 
prevailing wave direction at Ashdod CRosen C19833D, 15 
km North of Ashkelon, based on visual observations, 
shows that the two estimates are grossly different. 

Some of the results of this study are illustrated in 
Figures 1 -6. 
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Fig. 1. The yearly deep water wave direction 
distribution off Haifa CDado BeachD in 1984 - 
1991 
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Fig. 2. The   yearly   deep   water    wave    direction 
distribution off Ashkelon in 1984 - 1990 
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Fig. 6. Comparison of the deep water storm patterns off 
Haifa Cthis study}, Ashkelon Cthis study}, and 
Ashdod Cvisual observations}, 13-19 February 
1985 
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CHAPTER 24 

VARIATION OF POTENTIAL AND KINETIC WAVE ENERGY 

IN THE SURF ZONE 

Kolchiro IWATA  and Takashi TOMITA 

ABSTRACT 

This paper is to investigate experimentally variation 
of the potential and kinetic wave energy in the surf zone'. 
First, a cantilever-type velocimeter is newly devised to 
measure water particle velocities in an air-entrained water 
body above as well as below the wave trough.   Laboratory 
experiments are carried out, and it is revealed that the 
kinetic wave energy is larger than the potential one and 
that some of the potential wave energy can be transferred 
to the kinetic one at the early stage of wave breaking. 

1. INTRODUCTION 

Prediction of variation of the wave energy such as po- 
tential, kinetic and total wave energy and elucidation of 
wave dissipation mechanism in the surf zone is one of very 
important problems for coastal hydraulics as well as coast- 
al engineering.  A lot of knowledge about wave breaking and 
wave deformation after breaking have been accumulated,but it 
is still unknown how the potential and kinetic wave energy 
change and how we estimate them well in the surf zone.  In 
particular, an accurate evaluation of the kinetic wave en- 
ergy is very useful for prediction of the nearshore current 
system. 

*  M.ASCE, D.Eng., Professor, Dept. of Civil Eng., Nagoya 
Univ.,Nagoya 464-01, Japan 

** D.Eng., Research Associate, ditto 
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With this background, this paper discusses experimentally 
the variation of potential and kinetic wave energy in the 
surf zone.  First of all, a cantilever-type velocimeter is 
newly devised in order to measure the kinetic wave energy 
as well as particle velocities in the air-entrained wave 
body above and below the wave trough.   Secondly, laboratory 
experiments are conducted on the uniform slopes of 1/10 and 
1/30, using an indoor wave tank which can generate regular 
and irregular waves.   Based on the laboratory experiments, 
characteristics of variation of the potential and kinetic 
wave energy, the wave energy dissipation and the propagation 
velocity of the total wave energy in the surf zone are dis- 
cussed in relation to breaker types and breaker-caused tur- 
bulence . 

2. CANTILEVER-TYPE VELOCIMETER 

A cantilever-type velocimeter based on the " dynamic pres- 
sure principle" is newly devised in order to measure accu- 
rately the water particle velocity, especially above the 
wave trough in the surf zone, since we have no reliable ve- 
locimeter which enables us to measure wave kinematics above 
wave trough including air-bubble and turbulence. 

The cantilever-type velocimeter is comprized of two canti- 
levers, as shown schematically in Fig.1,one of which only 
responds to a vertical component of the dynamic force and an- 
other responds only to a horizontal component of the dynamic 
force.   Each cantilever is constructed with a small-sized 
sensing rod and a plastic plate which is rigidly fixed to a 
supporting rod.   Two semi-conductor strain gauges are pasted 
on the plastic plate to convert the wave force acting normal- 
ly to the cantilever into an electrical signal.   The plastic 
plate and end part of the sensing rod is protectively shield- 
ed so as not to be affected by direct attack of waves.   The 
diameter of the sensing rod was carefully designed to 0.9mm 
in order to respond to the fluid drag force and to be almost 
insensitive to the fulid acceleration force. 

Figure 2 shows that the wave force acting on the sensing 
element is proportional to square of the velocity.  There- 
fore, the water particle velocities, u and w are calculated 
with 

(^)l(ff)l//(^)2+(^)
2 k

 Kx' ' v Kx' ' ' v v Kx'        K Kz' 
(1) 

(20)1(20)1/ / (XO)2+ (ZoJ 
*- Kz; * (Kz; ' / V <- Kx;   v Kz ; 

where, u and w are the horizontal and vertical velocities of 
water particle, respectively, Xo and Zo are the output volt- 
ages of horizontally and vertically sensing cantilevers, re- 
spectively, and Kx and Kz are the correction factors to Xo 
and Zo which are determined by calibration tests, respective- 
ly.   High accuracy of this cantilever-type velocimeter has 
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been confirmed by comparing with data obtained with electro- 
magnetic-type velocimeter. as shown in Fig.3 (Iwata et al., 
1983 and iCoyama and Iwata, 1986). 
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Fig.3 Comparison of velocities of water particle measured with 
cantilever-type and electromagnetic-type velocimeters 
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3. LABORATORY EXPERIMENT 

Laboratory experiments were carried out using an indoor 
wave tank at Nagoya University, the dimension of which is 
25m in length, 0.7m in width and 0.95m in height.  At one 
end of the wave tank we installed a flap-type wave genera- 
tor controlled by an oil-pressure servo system.   The water 
was perfectly shut out from the area behind the wave board; 
therefore, the input electrical signal can be converted 
smoothly to wave board motion.   At the other end of the 
wave tank was constructed a wave-absorbing beach to keep 
wave reflection to a minimum.   The uniform slopes of 1/10 
and 1/30 were adopted and three kinds of breakers such as 
spilling, plunging and heavy plunging were produced on each 
slope (see Table 1). 

Water surface profiles and particle velocities were, re- 
spectively, measured with capacitance-type wave gauges and 
cantilever-type velocimeters.   The measuring locations of 
water particle velocities were more than 126, as listed in 
Table 1.   The measuring region was from near bottom up to 
near free surface in vertical direction and from before the 
wave breaking point to near shoreline in horizontal direct- 
ion.   In the experiments, the same wave was generated re- 
peatedly in order to measure particle velocities at so many 
locations.   One example of the measuring locations is shown 
in Fig.4.   For each experimental run, using a 16mm high 
speed cine camera (50 frames/s), breaking region was filmed 
through a grid on glass wall of the channel.  Analyzing the 
films, the breaking point, domain of horizontal roller, and 
region of air-entrainment were determined.   Time profiles 
of water surface and particle velocities were all recorded 
on a magnetic tape over 2 minutes. 

Table 1  Experimental conditions 

CASE BREAKER SLOPE T(s) Ho(cm) Ho/Lo Mb(cm) hb(cm) M 

1-1 Spilling 1/10 0.95 17.0 0.120 14.0 26.0 26 

1-2 Plunging 1/10 1.35 16.9 0.060 14.4 18.8 30 

1-3 H.Plunging 1/10 1.35 15.7 0.055 13.4 14.8 4b 
2-1 Spilling 1/30 1.00 10.5 0.067 10.1 16.0 8b 

2-2 Plunging 1/30 1.45 7.0 0.021 9.1 13.3 69 
2-3 H.Plunging 1/30 1.60 7.1 0.018 9.0 13.7 88 

T: wave period, Ho:deep water wave height, Ho/Lo:wave steepness 
in deep water, Hb:breaking wave height, hb:breaking water depth 
M: measuring locations of water particle velocity 

4. DATA PROCESSING AND ANALYSIS 

Time profiles of the water surface profile and particle 
velocities were divided into 20 discrete values for one wave 
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cycle to evaluate the 
potential and kinetic 
wave energy. 

The_mean water 
level n is estimated 
with     rr, 

n =TJJ ndt iJo 
(2) 
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Fig.4 Measuring locations of water 
particle velocity for case 1-1 

in which, T is the 
wave period and n 
is the water surface 
profile. 

The potential wave energy per unit time averaged over 
one wave period, Ep and kinetic wave energy per unit time 
averaged over one wave period, Ek are, respectively, de- 
fined with „ 

ff(0 
n2dt Ep (3) Ek 

rh+rwT 
2^     ds|    (u2+  w2)dt 

0  J0 
(4) 

in which, p is the density of water, g is the gravitational 
acceleration, h is the still water depth, s is the vertical 
distance taken upward positive with its origin being on the 
bottom, u and w are the horizontal and the vertical 
of water particle, respectively. The total wave energy per 
unit time averaged over one wave period, E„ is given by 

E„ Ek Ep   (5) 

The energy flux, F and the energy dissipation rate, 
are evaluated with the following equations; 

(   F   ) 

1 
T 

T       rh+n 
dt        u( 

0     J0 

(6) 

-§•(   u2-  w2)   +   pgn)ds (7) 

where, x is the horizontal distance, and Eq.(7) is derived 
for the second-order approximation of wave pressure, P. 
The calculations of Ep, Ek and F were performed by applying 
the trapezoidal formula to Eqs.(3),(4) and (7), respective- 
ly, using measured vaues of n, u and w. 

Analysing 16mm motion films by means of a film motion 
analyzer, the breaking point, air-entained region, plunging 
point, domain of horizontal roller, splash zone were deter- 
mined.   The breaking point is defined just as the inception 
of curling of wave crest.  Therefore, the breaking point 
corresponds to the maximum wave height. 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

3.1 Water particle velocity 
Figures 5 and 6 show two examples of water particle ve- 

locities before and after wave breaking. It is seen that 
measured velocities are well predicted with Dean's stream 
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breaking) 

Fig 6 Time histories of water 
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function method (Dean,1965).   However, Airy's linear wave 
theory cannot well evaluate the water particle velocities. 
Figure 7 shows the time profile of water particle veloci- 
ties measured at 5cm above the still water level.  The par- 
ticle velocity profiles are quite similar to those of the 
solitary wave above wave trough (Lee et al.,1982).   Figure 
8 shows examples of the vertical distribution of the hori- 
zontal steady-velocity component, u at three different lo- 
cations such as before breaking, breaking point and after 
breaking.   The steady-velocity component u is the velocity 
which is averaged over one wave period both above and below 
the wave trough.  From the figures, it is seen that the on- 
shore mass transport takes place above the wave trough and 
offshore mass transport occurs below the wave trough and 
that conservation of mean mass flux is established.   The 
magnitude of the steady-velocity component (mass transport 
velocity) corresponds well to foregoing researches (Nada- 
oka et al.,1982).  Thus, as described above, the cantilever 
type velocimeter devised in this study can safely be said 
to be highly reliable to measure water particle velocities. 
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3.2  Variation  of  potential   and kinetic wave  energy 
Figures  9   shows  the  variation  of   the  wave  height   after 

breaking.        Both  figures  show that   the  wave  height   decreases 
almost  monotonously  toward  the  shoreline,   as  have been  point- 
ed  out  by   foregoing  researches(Horikawa  and  Kuo,1966;   Sawa- 
ragl   and   Iwata,1974). 

Figures  10,11  and  12  show the  variation  of  the  potential 
and  kinetic wave  energy  after breaking  in   cases  of  the   spill- 
ing,   plunging   and  heavy  plunging  breaker,   respectively.    In 
the   figures,   X*=(x-x   )/7g(h+n)T,   x     is  the  breaking   loca- 
tion  of  x   (X*=0;breaRing  point),   Etb  is  the  total  wave  en- 
ergy  at  breaking  point,   Xa   is  the   location  of   deepest   air 
entrainment,   Xo   is  the   location  of   air bubble's   disappear- 
ance  below wave  trough,   Xp   is   the  plunging  point,   Xs   is   the 
location  of  horizontal   roller's   disappearance  and Xv   is  the 
location   at  which   air  bubble   covers   the   front   face   from  crest 
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to trough.  The symbols, o , • and A are experimental values 
of ET/ETb, Ek/ETb and Ep/ETb, respectively. 

(a) Spilling breaker: 
The potential wave energy Ep decreases monotonously from 

X*=0 to X=Xa at which the entrained air depth is maximal 
for both slopes of 1/10 and 1/30.  The potential wave ener- 
gy Ep at X*=Xa is almost 0.3Epb (Epb;Ep at X*=0).  This 
indicates that almost 70% of the potential wave energy at 
breaking point is dissipated from X*=0 to X*=Xa.  On the 
other hand, decay of Ep in the range of X*>Xo is seen to 
be very small. 

The kinetic wave energy Ek is clearly seen to be larger 
than tha potential one, and Ek increases at an early stage 
of wave breaking and then decreases toward the shoreline. 
This is quite different from the change of Ep with X*.  The 
kinetic wave energy Ek around X*=0.2 becomes larger than 
that at X*=0.  This fact would indicate that some of the 
potential wave energy is transferred to the kinetic one, 
since the potential wave energy continuously decays around 
X*=0.2.  The attenuation of Ek in the range of X*>Xo is 
very small and Ek is almost equal to Ep.  The magnitude of 
difference between Ek and Ep increases with X* in the range 
of X*<Xa and Ek/Ep becomes maximal around X*=Xa; Ek/Ep=2.7 
for case 1-1 and Ek/Ep£2.4 for case 2-1.  The value of Ek/Ep 
at breaking point is 1.15 for case 1-1 and 1.08 for case 
2-1.  These values are smaller than those measured on gen- 
tler slope of 1/150 by Tsuchiya and Tsiitsui (1982). 

The total wave energy E_ decays monotonously from X*=0 
to X*=Xo, although Ek increases around X*=0.2.  Figure 10 
shows that 70% ^ 80% of E„h (total wave energy at breaking 
point) are dissipated between X*=0 and Xo. 
(b) Plunging breaker: 
Rapid decay of the potential wave energy Ep takes place 

from X*=Xp to X*=Xa, and Ep at X*=Xa attenuates to 0.6Epb 
for case 1-2 and 0.3Epb for case 2-2.   The magnitude of 
attenuation of Ep on S=l/10 is larger than that on S=l/30, 
where S is the bottom slope. 

The kinetic wave energy Ek after breaking is seen to be 
smaller than that at breaking point Ekb.  In case of 2-2( 
S=l/30), Ek attenuates monotonously and the magnitude of 
decay of Ek between X*=0 and Xa is much larger than that 
in the range of X*>Xa.  On the other hand, in case of 1-2 
(S=l/10), Ek once increases around X*=Xa.  The reason of 
this is thought to be that the energy of splash and hori- 
zontal roller is transferred to the kinetic energy.  Then, 
the total wave energy E„ becomes also larger around X=Xa 
in case of run 1-2. 
(c) Heavy plunging breaker: 
The potential wave energy Ep decreases rapidly after 

breaking and Ep around X*=Xs becomes 0.25Epb.  The poten- 
tial wave energy once increases around X*=Xa.  This is 
thought to be caused by the combination of splash with main 
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wave body. 
The kinetic wave energy Ek decays rapidly within the 

short distance between X*=0 and X*=Xp, and 50% and 25% of 
Ekp are dissipated, respectively, in the cases of 1-3 and 
2-3 in this range.   The kinetic wave energy Ek once in- 
creases between X*=Xa and X*=Xs where the splash and hori- 
zontal roller's energy seem to be combined with the main 
wave body.   The attenuation of Ek in the range of X*>Xo 
is very small, like the spilling and plunging breakers. 

The total wave energy E„ decreases rapidly after break- 
ing and once increases between X*=Xa and X*=Xs, like the 
plunging breaker.  Attenuation of E„ from X*=Xa is small, 
like the spilling and plunging breakers.  The kinetic wave 
energy Ek is generally larger than the potential wave ener- 
gy Ep and the ratio of Ek/Ep becomes larger with X* and 
takes a maximum value between X*=Xs and X*=Xa and then de- 
creases to 1, like other types of breakers.  The maximum 
value of Ek/Ep in case of 1-3 is 1.62. 

As stated above, regardless of breaker types, most of 
the potential and kinetic wave energy are dissipated from 
breaking point (X*=0) to X*=Xo, especially rapid energy dis- 
sipation takes place between X*=0 and X*=Xa at which the 
depth of entrained air bubble becomes maximum.  Thus, it 
seen that qunatity of air bubble is an index of wave'energy 
dissipation. 
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3.3 Variation of energy flux 
Figures 13 and 14 show change 

energy flux F/Fb with X*, where 
breaking point.  The magnitude o 
depends on breaker types and bot 
show that F/Fb attenuates in the 
ing and heavy plunging breakers 
in the range of 0£X*5Xa is much 
range of X*£Xa.  The splash and 
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spectively, Eq.(8) and Eq.(9). 
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are given in Table 
2. 

p 8g (d'   (    J 

(9) 

Table 2 Values of 3 and y 

B^!>T«" (10) 

$ T 0 r 
S D i 1 1 i n K (1 / i 0) 5/2 0.48 2. 18 0.7 5 
PlunKinsO/lO) 5/2 0. 78 2.12 1.23 

H. PIunRing(1/10) 5/2 0.76 2.63 0.6 3 
Spi 1 1 i nn(l/30) 5/2 0.50 2.82 0.30 
PlunwinK (1/30) 5/2 0.62 2. 64 0.5 1 

11. P 1 u n v, i n x (1 / 3 0 ) 5/2 0.5 4 3.44     1     0.16 

Y=2 and 3=5/2 are derived for the linear long wave theory 
(Ishii,1990).  Table 2 shows that y   is much smaller than 2, 
therefore the linear wave theory cannot be applied to eval- 
uate the wave energy flux in the surf zone.  However, 3 is 
between 2 and 3.5, and then it can be said that 3=2.5 is 
well approximated value.  The value of y  changes according 
to breaker types and bottom slopes, and larger values of y 
on steeper slope agree well with the foregoing studies. 

3.4 Wave energy dissipation rate 
Figure 16 shows variations of the nondimensional wave 

energy dissipation rate, $/$    with X*, where $    is the 
•     n   j, max    . .    ,   max maximum value of wave energy dissipation rate.  The wave 

energy dissipation 
rate $ is not constant, 
but it changes with X*, 
depending on beraker 
types and the bottom 
slope. 

In case of spill- 
ing breakers, $ is 
small at the inception 
of wave breaking, but 
it gradually increases 

and becomes maximum around 
X*=0.8Xa (X*=0.45 for case 
1-1 and X*=0.8 for case 2-1). 

In the cases of plung- 
ing and heavy plunging break- 
ers, different from spilling 
breakers, the wave energy 
dissipation rate $ becomes 
larger at the inception of 
wave breaking, and takes a 
maximum value around X*=Xp. 
The wave energy dissipation 
rate $ becomes small in the 
range of X*>Xa.  As shown 
in Fig.16, rapid energy dis- 
sipation takes place in the 
order of spilling, plunging 
and heavy plunging breakers. 

Fig.16 Variation of wave energy 
dissipation rate 
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3.5 Velocity of wave energy transport 
Figure 17 shows two examples of variation of the non- 

dimensional velocity of wave energy transport Ce/Ceb with 
X*, in which Ceb is the value of Ce at X*=0, and Ce is 
defined with 

Ce F/E„ (11). 

The group velocity Cg and the wave celerity C given by 
Airy wave theory are also drawn as solid and dotted lines, 
respectively, for comparison. 

-)C        (12) -  -   gL   —-   2ffh r    = IM+       2kh g       2*-        sinh  2kh' C = #^ tanh 
271" 

(13) 

The velocity of wave energy transport Ce is , in general, 
in good agreement with the group velocity Cg before wave 
breaking takes palce, as shown in Fig.17.  On the other 
hand, the velocity of energy transport Ce after breaking be- 
comes smaller than the group velocity Cg and the difference 
between Ce and Cg becomes maximum around X*=0.8Xa^Xa, in 
which the kinetic wave energy is much larger than the po- 
tential one, as already shown in Figs.10,11 and 12.  This 
discrepancy of Ce from Cg is possibly caused by increasing 
of the offshore steady-velocity below the wave trough as 
in Fig.8. 

The velocity of wave energy transport Ce is seen to close 
to the group velocity Cg in X*>Xo, especially in the case 
of spilling breaker.  Since the kinetic energy is almost 
equal to the potehtial one in X*>Xo. It seems that wave ener- 
gy is transported with the group velocity under the condi- 
tion that the kinetic is almost equal to the potential one. 
The same facts are seen in other experimental cases such 
as case 1-1,1-2,1-3 and 2-2. 

«                              H.P)unging(l/30) 
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Fig.17 Relationship between Ce/Ceb 
and X* 

4. CONCLUSION 
The variation of the potential, kinetic and total wave 

energy after breaking has been discussed experimentally in 
relation to breaker types and bottom slopes.  The main re- 
sults obtained in this study are summarized as follows: 
(1) The kinetic wave energy is larger than the potential 
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one in the surf zone. The ratio of the kinetic wave ener- 
gy to the potential one is changed according to breaker 
types and bottom slopes. The location of the deepest air- 
entrained depth Xa, plunging point Xp, and location of air 
bubble's disappearance from wave body Xo can be indexes to 
the ratio of the kinetic wave energy to the potential one, 
from macroscopic viewpoint. 
(2) Some of the potential wave energy can be transferred 

to the kinetic one at an early stage of wave breaking in 
the spilling breaker.  The splash and the horizontal roller 
play an important role to the transfer mechanism between 
the kinetic and potential wave energy in plunging and heavy 
plunging breakers. 
(3) The attenuation of the kinetic, potential and total 

wave energy becomes larger in the order of spilling, plung- 
ing, heavy plunging breakers.  The magnitude of the attenu- 
ation increases with steepening of the bottom slope. 
(4) The most of wave energy are dissipated in the region 

between the breaking point and the location of air bubble's 
disapperance from wave body (X*=Xo). 
(5) The wave energy dissipation rate increases in the or- 

der of spilling, plunging and heavy plunging breakers.  The 
location at which the maximum wave energy dissipation rate 
takes place approaches the breaking point in the order of 
spilling, plunging and heavy plunging breakers. 
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CHAPTER 25 

Modelling of Wave-Current Boundary Layer in the Coastal Zone 

Leszek M. Kaczmarek & Rafal- Ostrowski x 

Abstract 

A 2-D numerical model of bottom turbulent boundary layer is described. Trie 
nonlinear effects associated with wave asymmetry and the nonlinear interaction of 
waves and currents are taken into account. The model provides a relatively simple 
procedure for determination of both instantaneous and time-averaged quantities 
of velocity and friction inside the boundary layer. 

1   Introduction 

The interaction of current and nonlinear waves is characteristic for a coastal zone 
behind and ahead of surf line because of the balance of wave asymmetry and 
effects bound with time-averaged current, called a return flow. Inter alia, it is 
possible that a time-averaged flow is offshore in the entire outer region while in 
the boundary layer, due to wave asymmetry, onshore flow occurs. 

The problem of interaction of waves and currents will be dealt with in two re- 
gions: in a potential oscillatory flow with superimposed current and in a boundary 
layer, with the continuity laws satisfied at the interface of the two regions. The 
solution in the boundary layer is conditioned by the knowledge of the flow in the 
outer region. 

The model takes into account nonlinear effects (i.e. wave asymmetry and those 
due to Uwco). Two steps have been proposed: 

• Step / — an iterative scheme providing the slip velocity, with Uwoo term 
due to energy dissipation in the boundary layer 

• Step // — a procedure yielding instantaneous and time-averaged velocity 
distributions in the boundary layer due to wave asymmetry. 

'Ph. D. & M. Sc. Polish Academy of Sciences' Institute of Hydro-Engineering, IBW PAN, 
7 Koscierska, 80-953 Gdansk, Poland 
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2   Wave nonlinearity 

2.1   Wave input asymmetry 

Within nonlinear approximation the equation of motion in boundary layer has 
the form: 

du       du     dU     ,BU      d  (   du\ .,, 

ot       ox      ot        ox     oz \   oz) 

where u(z, t) i U(t) are the velocities inside and at the upper limit of boundary 
layer, respectively. 

Assuming that the velocity u does not depend on a variable x, one may ne- 
glect the convective terms and simultaneously take the nonlinearity into account 
by expressing the velocities of bottom oscillations U(t) in potential motion by 
nonlinear Stokes approximation. In this way the asymmetry of wave with respect 
to still water level, defined according to the order of nonlinear approximation, is 
considered. 

The linearized equation of motion (Eq. 1) in boundary layer reads: 

^»-V) = -T (2) ot p oz 

where r(z,t) is the shear stress and p is water density. 
To define time distribution of bottom friction velocity u/(t), the assumptions 

of Fredsoe's model (1981) formulated for sinusoidal wave and the suggestion of 
Fredsoe, Andersen & Silberg (1985) concerning the possibility of adaptation of 
the model for nonlinear wave case have been employed. 

Integrating Eq. 2 over the thickness of boundary layer S and assuming the 
logarithmic distribution of velocity one obtains the following differential equation: 

dzj   _        Wn2U(Lot) Zl(e
Zi - zx - 1) 1   dU 

d{iot) ~ kscoe^(zx - 1) + 1 ~ ez>(Zl - 1) + 1 U d(ujt) ^' 

in which: 

UK tA\ 

«/ 

and: 

S = ^(e" - 1) (5) 

where ks is Nikuradse roughness parameter and ks/30 is the theoretical bed level 
above z = 0. 

It is necessary to point out that the solution of Eq. 3 bases on an assumption 
that the boundary layer develops anew every time the flow reverses. This implies 
the neglect of memory effects. 

As a result of numerical solution of Eq. 3, the function Zi(t) is obtained and 
the temporal distributions of friction velocity Uf(t) and boundary layer thickness 
S(i) can be calculated thereafter on the basis of Equations 4 and 5. 
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The asymmetry of bottom velocity oscillations U(t) brings about non-uniform 
growth of boundary layer thickness in crest and trough phases, thus non-uniform 
friction. 

The presented computational procedure permits the determination of the char- 
acteristics of bottom friction (6 and uj) practically for any input U(t). 

Making use of the definition of friction velocity: 

«, = £ (6) 
one may determine the mean shear stress within wave period T: 

T 

Tc. =  7= 

b 

and the corresponding mean friction velocity: 

= \j P\us{t)\us{t)dt (7) 

ulc = fi (8) 

On the basis of computations one finds out that the mean friction velocity 
for an arbitrary nonlinear input is a positive value although the resultant water 
velocity at the top of the boundary layer is zero. In the computations carried out 
for a typical nonlinear wave in small scale laboratory tests, represented by 2nd 
or 3rd Stokes approximation, the quantity ujc has represented about 5% of the 
maximum shear stress u2,max, where Ufmax = ma,x[uj(t)]. 

The non-zero mean shear stress reflects the existence of a certain resultant 
current inside boundary layer, directed accordingly to wave propagation. 

All earlier attempts of theoretical description of the resultant current induced 
inside a boundary layer have led to the identification of wave-induced mass flux 
caused by the displacement in a boundary layer. The flux arises because a phase 
shift exists between the horizontal and vertical flow velocities at the top of the 
boundary layer in non-uniform water waves. This effect will be discussed in the 
next section. 

2.2 Discussion of vertical momentum transfer induced by the energy dissipated 
in a wave boundary layer 

The non-zero vertical velocity w in the boundary layer results from continuity 
equation in the solution of Longuet-Higgins (1953) for the laminar boundary 
layer. The existence of this velocity indicates that an additional mean (over wave 
period) shear stress uw is generated inside the boundary layer. This stress attains 
the maximum value at the upper limit of the layer. It causes the disturbances 
in the region of potential flow, because there is no vertical momentum exchange 
represented by the term uw in linear wave motion. The approach of Longuet- 
Higgins implies that the form of vertical velocity w induced by the vorticity 
depends on the linear solution of the equation of motion. Moreover, it can be 
easily shown that the shear stress induced outside the boundary layer is oriented 
in the direction of wave propagation and the velocity is smaller by one order of 
magnitude than its linear counterpart. 
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In the case of turbulent motion, the determination of the additional shear stress 
generated inside the boundary layer requires, as in laminar motion, the knowledge 
of the linear solution of Eq. 2. This solution depends on the distribution of eddy 
viscosity vt. 

Using the continuity equation and assuming: 

- = --- (9) 
dx        cdt { ' 

where c is a phase velocity of wave, one may determine the additional vertical 
velocity !«„, outside the boundary layer: 

Woo = ~di   I (u-u)dz = ~   /   Ql(u-U)dz (10) 
k* ks 
30 30 

After taking into account Eq. 2 integrated over the boundary layer thickness, 
Eq. f 0 transforms into the form: 

T0              Uf\u}\ 
Woo  = =  (11) 

cp c 

The considerations of Deigaard h Fredsoe (1989) reveal that the nonlinearities 
bound with the generation of an additional vertical velocity Woo at the top of 
boundary layer i.e. the nonlinearities linked with the terms UW are closely asso- 
ciated with the dissipation of wave energy. If the energy dissipation is neglected 
one may skip the additional stresses generated at the top of the boundary layer 
(the current induced by these stresses does not exist). 

Finally it is worthwhile pointing out that the stress uw^ equals zero at the 
bottom and reaches the maximum value at the top of boundary layer while the 
effects of wave asymmetry play the key role very close to the bottom. 

The above conclusions will be helpful for formulation of a model in Section 3. 

3   Wave and current interaction 

Integrating Eq. 2 over the thickness of boundary layer in the similar manner as 
in Section 2.1 and assuming T(S) = — pw?0 and TO = p\uf\uf, cf. Fredsoe (1984), 
one obtains the following differential equation: 

dzx        30*? [ f - u/0  (f - u/o) + uj0j      Zl{e»_Zl_1)1    dU 

d(ut) LokMie^izi - 1) + 1] e*i(*i - 1) + 1 U d(u>t) 

(12) 

(13) 

(14) 

in which: 
KU 

Z\ - 
Uf + Ufo 

and: 

6 = ^(e* - 1 
30v 
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In Equation 12 the nonlinear wave input U(t) can be involved, given by any 
Stokes approximation (for instance of 2nd or 3rd order). Both the current friction 
velocity ujo and the variable Z\ are unknown. Therefore the use of iteration 
method in the first stage of solution is proposed. 

Introducing the defect velocity ud(z, t) = u(z, t) — U(t) one has the equation of 
motion (Eq. 2) in the form: 

dud       d  (   dud\ 

-W = d~z r 57J (15) 

The following approximate initial condition is assumed: 

ud{z,to) = 0 (16) 

and the boundary conditions are: 

ud(^M) = ~U(cot) (17) 

ud{2Sm + ^,iot) = 0 (18) 

Eq. 15 is solved numerically by an implicit method involving the Crank - 
Nicholson scheme. Because the approximate initial condition (Eq. 16) has been 
assumed, the computations have had to cover the time corresponding to a few 
wave periods until the compatibility between ud(z, to-\- N -T) and ud[z, to + (N + 
1) • T] is reached. The number of required runs N depends on wave parameters 
and is three to five. 

Within the first stage of the solution, an interaction of a sinusoidal wave and 
the steady current is considered. A simple iterative procedure presented by Kacz- 
marek & Ostrowski (1991) ensures the determination of the current friction ve- 
locity Ufo by matching the mean shear stress at the top of boundary layer. Mean 
velocities are also matched at the upper limit of boundary layer: the slip velocity 
calculated from equations governing in the outer region and the mean velocity at 
the top of boundary layer (see Appendix). 

Within the second stage of the solution, the temporal distribution of total 
friction velocity uj is determined on the basis of Eq. 12 for the quantity u/o 
computed previously and for nonlinear oscillatory input U(t). 

As a result of numerical solution of Eq. 12, the function Z\(ut) is obtained 
and the temporal distributions of friction velocity Uf(u>t) and boundary layer 
thickness S(ut) are determined from Eqs. 13 and 14, respectively. Then one can 
easily calculate the root mean square friction velocity ujc from Eqs. 7 and 8. 

The following distribution of eddy viscosity v% is assumed: 

ut(z) = KU}z for       |<z<^ + | 

ut(z) = KUJ (s-f + |j)        for        z > s-f + 30 

Let us notice that the above distribution is based on the friction velocity itf, 
which couples the effects of a current and wave asymmetry (determined within 
the two-stage approach). The equivalent friction velocity uj has been assumed 
as: 

iif = max(|u/(wi)|) (20) 
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while the mean boundary layer thickness the authors propose to determine as: 

6m = max(S1,S2) (21) 

where Si and 62 are the boundary layer thicknesses at the moments correspond- 
ing to maximum and minimum total (oscillatory and current) input U(t) + V, 
respectively. 

The equation of motion for the case of linear wave and current may be solved 
separately with separate boundary conditions. As it was pointed out by Kacz- 
marek & Ostrowski (1991), the assumption of time-independence of eddy viscos- 
ity vt in the boundary layer allows one to treat the combined wave and current 
motion by separate equations. The effect of nonlinear interaction between waves 
and a current is incorporated in the eddy viscosity, thus modelling of the turbulent 
viscosity vt. 

Hence the determination of intantaneous velocities u(z, i) may be the sum of 
the solution of equation of motion for wave only with the oscillatory velocity at 
the top of boundary layer as a boundary condition and the current described by 
equations: 

Oil 
KUjZ-~ = Ufc\Ufc\ (22) 

in the range < &s/30; <5m/4 + &s/30 > and 

in the range (Sm/4 + ks/30; Sm/2 + k3/30 >. 
The friction velocity Uf(ut), the boundary layer thickness 8{uit) and the root 

time-mean square friction velocity u;c are determined from the solution of Equa- 
tion 12. 

Integrating Eqs. 22, 23 and taking advantage of the condition uc{z — &s/30) = 0 
and the condition of continuity of uc at z = 8m/A + ks/30 one comes up with the 
formulas: 

««(*) = I^i/„£ (24) 
KUS 30 

in the range < &s/30; Sm/4 + fcs/30 > and 

Ufc\Ufc\ (z_^L_t±]+ Ufc\Ufc\ 1     '~t + 30 
««/(*? +1) V        4       30) Kuf 

*(*)=..- ;r;'M *-?-£+ —^^^^     w 
in the range (£m/4 + ks/30; Sm/2 + ks/30 >. 

The nonlinear wave on a steady current is the most interesting case from a prac- 
tical point of view, as the resultant shear stress direction controls the direction of 
the resultant flow in the combined boundary layer. Therefore the quantity u/c is 
of a great importance: if it is positive, the effects of wave asymmetry will prevail 
and the mean flow in the wave-current boundary layer will be directed shore- 
wards; if Ufc is negative, the steady current will prevail, and the resultant flow in 
the boundary layer will be directed seawards. For both situations the mean veloc- 
ity profile can be calculated from of Eq. 24 in the range < fcs/30; Sm/4 + ks/30 > 
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Fig. 1. Mean current velocity distributions in boundary layer as a result of 
interaction between nonlinear (solid line) or sinusoidal (dashed line) waves and 

a current 

and Eq. 25 in the range (<5m/4 + fcs/30; <5m/2 + fcs/30 > as in the case of nonlinear 
wave and current interaction the shear stress is assumed as constant in the range 
< fcs/30;5m/2 + fcs/30 >. The choice of the upper limit where the shear stress 
is constant is rather arbitrary but it follows an assumption made with respect to 
wave boundary layer. The authors have proposed the upper limit of this region 
as the ordinate corresponding to the level at which the maximum (or minimum) 
velocity profile reaches the free stream velocity. In accordance with Jonsson 
& Carlsen (1976) Sm/2 + fcs/30 is the most consistent measure. In the range 
(6m/2 + fcs/30; 2Sm + fcs/30 > the mean velocity profile is assumed to change lin- 
early upwards and to attain the value of slip velocity at the top of boundary layer. 
To analyse and distinguish the two major types of waves propagating against a 
current, sample computations have been carried out for the wave parameters cor- 
responding to the laboratory experiment by Jonsson & Carlsen (1976): h = 10 m, 
H = 5.3 m, T = 8.39 s. The wave has been approximated by Stokes theory of 2nd 
order. Additionally three currents of different slip velocities have been assumed: 
V = 0.20 m/s, V = 0.35 m/s and V = 0.70 m/s. The resultant mean velocity 
distributions (solid line) in comparison with the profiles obtained for sinusoidal 
wave and current interaction (dashed line) are depicted in Fig. 1. 

Having solved the equation of motion in boundary layer (Eq. 15) one may 
superimpose the instantaneous velocity profiles on the mean current distribution 
given by Eqs. 24 and 25 in the range < fcs/30;<5m/2 + fcs/30 >. In the range 
(Sm/2 + ks/30;26m + fcs/30 > the mean velocity profile changes linearly upwards 
and attains the value of slip velocity at the top of boundary layer. This mean 
current velocity is also superimposed on the instantaneous velocity distributions. 

4   Comparison between theory and measurements 

4.1   Velocity in wave-current bottom boundary layer 

Results of computations have been compared with the laboratory measurements 
by Hwung & Lin (1990). The experiments were carried out in a 9.5x0.7x0.3 m 
wave tank in which the bottom was adjusted on one-fifteenth slope. The velocities 
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Fig. 2. Measured (•) and calculated (-) water surface elevation (left) and wave 
input (right) 

of water were measured in 13 testing sections (including the boundary layer) 
situated along the flume. The comparison of computated data and measurements 
concern Case 2 of experimental wave parameters: initial depth h = 0.33 m, initial 
wave height H — 6.6 cm, wave period T = 1.23 s. 

Although it is possible to provide a complex solution in the outer region using 
one of the models dealing with return flow and in the boundary layer using the 
present approach, it is well worth focusing attention on the precision of solution 
in the boundary layer, being a major topic of the paper. Therefore the value of 
the slip velocity V has been taken from the measurements of Hwung & Lin (1990) 
to obtain the best fit of the boundary condition at the upper limit of boundary 
layer. 

The computed and measured instantaneuos velocity profiles have been com- 
pared for the testing section P4. The water surface elevation ((ut) and the wave 
input U(u)t) have been determined by the theory of Borgman and Chappelear 
(Stokes approximation of 3rd order), Fig. 2. The assumed time distributions of 
C(ujt) and U(iot) have been a little bit shifted to obtain the best fit with respect 
to the recorded ones. 

The instantaneous and mean velocity profiles have been computed using the 
procedure presented in the previous section. The parameter of equivalent rough- 
ness ks has been estimated as 2 mm. The instantaneous velocities are given in 
Fig. 3. The agreement of computed and measured instantaneous velocity profiles 
is satisfactory, especially at the moments corresponding to the best fit between 
recorded and assumed wave inputs U(u)t). 

The calculated mean velocity profiles for the testing sections PI, P3, P4 and 
P6 are given in Fig. 4. In general, they all correspond to the measured ones very 
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Vtlocity li^sl 

Fig. 3. Measured (•) and computed (-) instantaneous velocity distributions 

well. As the testing section PI lies in the range of application of Stokes 2nd order 
theory, the velocity has also been determined with this approximation (dashed 
line). 

4.2   Undertow combined with a bottom boundary layer 

The case of the wave propagating perpendicularly to the shoreline is considered. 
The oscillatory motion is accompanied by the undertow which compensates the 
mass flux carried shoreward by the breaking waves. The eddy viscosity model 
(Eqs. 19) in the bottom boundary layer is assumed. The eddy viscosity vtc in outer 
region is assumed vertically constant. As shown by Svendsen (1984) the inclu- 
sion of a conceptually realistic depth-variation of vtc has the effects of secondary 
importance when compared to the effects of incorporating alternative boundary 
conditions at the bottom. 

The vertical distribution of the mean current velocity in the outer region Uc(z) 
may be estimated by the following formula, cf. Svendsen (1984): 

Uc(z) a(z + hf +    2 
Um-V 1 

3a dtr)    (z+h) + V 

in which 

ai(x) 

Vic 

a\(x) 
dx («» + m) 

(26) 

(27) 

(28) 

where Um is the total mean mass flux below the wave trough, dtr is the distance 
between sea bottom and wave trough, uj, is mean square oscillatory horizontal 
velocity, fj is the set-up and g is the acceleration of gravity. The coordinate system 
begins at mean water level in this case and z axis is directed upwards. 
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Fig. 4. Measured (•) and computed (-) mean velocity profiles at testing sections 
PI, P3, Pi, P6 

The derivative of Eq. 26 reads: 

— = a (z + h) + I 2 —  adtr 
oz \        dtr 3 

(29) 

The shear stress at the lower limit of the undertow region is given by the 
formula: 

Te  =   pVtc 
dUc\ 

dz 
(30) 

Basically, the slip velocity V which corrensponds to the one at the top of the 
boundary layer is unknown and that is the reason of iteration in our solution 
of the problem. The quantity V must match the mean velocity at the top of 
boundary layer as well as re must be equal to the mean shear stress at the top 
of boundary layer calculated on the basis of instantaneous velocity profiles from 
Eq. 15. 

The comparisons between the measurements of Stive & Wind and Hansen & 
Svendsen experiments (Stive & Wind 1986) and the results obtained with the use 
of proposed method are shown in Figs. 5 and 6. 

As it is seen the slip velocity obtained with the use of presented procedure does 
not differ much from that which would exist if an assumption was made of re[z = 
— h) equal zero. This confirms experimental observations of Stive & Wind (1986). 
The above conclusion is of great importance for calculating the undertow velocity 
distribution in practical use. Thus assuming dUc(z)/dz\z=^h — 0 in Eq. 29 one 
obtains the simplified formula for slip velocity: 

V = Um - - a d]r (31) 
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In the computations ks was assumed as 1 mm for all sets of data after Svendsen 
& Hansen (1988).   

It is worthwhile remembering that the UW term originating from the organized 
orbital motion vanishes at the top of boundary layer, while the f/io^ associated 
with the energy dissipated in a wave boundary layer possesses a certain value, 
cf. the discussion in section 2.2. It is interesting to evaluate the contribution of 
this term to the undertow distribution near the bottom. To this end the Uwco 
term has been estimated from Eq. 11 and incorporated in the iterative scheme 
by superposition with the undertow shear stress at the top of boundary layer. 
The effect of UiVoo on the undertow distribution has been evaluated for one of 
the cases of Hansen & Svendsen's (1984) experiment and is depicted in Fig. 7 
(solid line) in comparison with the undertow profile without this effect (dashed 
line). Additionally, the undertow distribution computed with the assumption of 
zero undertow shear stress at the top of boundary layer is given (dotted line). As 
one could have expected, the contribution of Uwao is very small and the proposed 
formula for slip velocity (Eq. 31) obtained with the assumption of zero undertow 
shear stress at the bottom is sufficient for practical engineering purposes. 

5   Conclusions 

The theoretical model describing both instantaneous and time-averaged quan- 
tities of velocity and friction inside the turbulent boundary layer generated by 
the interaction of nonlinear wave and current has been presented. The treatment 
of the paper is restricted to the two-dimensional flow, in which the intersection 
angle between the direction of wave propagation and that of the steady current 
is either 0° or 180°. The model takes into account nonlinear effects, i.e. wave 
asymmetry and the effects associated with UWCQ. 

The results of computations of velocities inside the boundary layer under non- 
linear wave and current have been compared with the laboratory data of Hwung 
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h Lin's (1990) experiment.   The agreement of computed and measured, both 
instantaneous and mean, velocity profiles is satisfactory. 

The effect of Uw^, (associated with energy dissipation in the wave boundary 
layer) on the undertow distribution has been evaluated for one of the cases of 
Hansen & Svendsen's (1984) experiment. The contribution of this term has been 
found out to be very small. This implies that the proposed formula for slip ve- 
locity obtained with the assumption of zero undertow shear stress at the bottom 
is sufficient for practical engineering purposes. 

lix: Iterative scheme for undertow and bottom boundary layer 
1. Assumption of V 
2. Assumption of uj0 

3. Computation of ujc (Eqs. 12, 13, 7, 8) and re (Eq. 30) 
4. Verification whether Te = pu\c 

5a. IF NOT: correction of u/0 and GO TO item 3 
5b. IF YES: computation of uc(z) 
6. Verification whether V = uc(2Sm + fcs/30) 
7a. IF NOT: correction of V and GO TO item 2 
7b. IF YES: END 
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CHAPTER 26 

Spectral Evolution of Directional Finite Amplitude Dispersive 
Waves in Shallow Water 

James M. Kaihatu and James T. Kirby 

Abstract 

Two different aspects of nearshore wave modelling are discussed. The first section 
details a model valid in deeper water than the usual shallow water wave models. We 
derive a mild-slope equation in which nonlinearity is retained to second order in e and 
dispersion is retained to all orders. The resulting parabolic model is then simplified for 
expedient calculation. This simplified model is compared to the data of Whalin (1971) 
with favorable results. The second section concerns the role of vector-sum interactions as 
compared to colinear, near-resonant interactions. We use the angular spectrum model 
of Kirby (1990) to determine which sort of interaction is dominant in the nearshore 
wavefield. A steady wave solution of the model and a case of unsteady wave evolution 
were investigated. Two simplified data sets with different amounts of directional spread 
were then run through the model. All three tests indicate that vector-sum interactions 
contribute significantly to wave field evolution. 

Introduction 

A number of frequency-domain models of nearshore wave evolution have appeared in 
the literature. Many of these models are based on the Boussinesq equations of Peregrine 
(1967) or closely-related variants; examples include Freilich and Guza (1984) and Liu, 
et.al. (1985). All these models calculate the wavefield in the frequency domain by factor- 
ing out the time periodicity of each frequency component, and treat the nonlinear terms 
in the governing equations by three-wave resonant interaction theory, making explicit 
the energy exchange between frequencies. Directional characteristics of the wavefield, 
if considered at all, are usually treated by the parabolic approximation (see Liu, et.al. 
(1985) for an example of this). 

This paper is divided into two parts. The first part contains the development of a finite- 
depth spectral evolution model which can be used in deeper water than the Boussinesq- 
type models. A slightly simplified version of this model is compared to data, and the 
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effect of the simplification discussed. The second part of the paper details an investiga- 
tion of directional spectral interaction. Specifically, we use the angular spectrum model 
of Kirby (1990) to determine whether detuned vector-sum interactions are as important 
in the wavefield as resonant (or near-resonant) colinear interactions. 

Finite Depth Evolution Model 
Spectral models based on the Boussinesq equations (Peregrine (1967)) have existed for 
some time (Frielich and Guza (1984); Liu, et.al. (1985)). They work well within their 
range of validity (kh « 1, where k is the wavenumber and h the water depth). How- 
ever, the shoaling mechanism for these models in their lowest-order variants is Green's 
Law: 

which overpredicts the shoaling of higher-frequency spectral components. Some dis- 
persiveness has been added to the shoaling terms of Boussinesq-type models (e.g., the 
"dispersive shoaling model" of Freilich and Guza (1984); Madsen, et.al. (1992)). This 
added dispersiveness is of at most 0(kh)2, and is thus only a small correction to the 
shoaling term. 

Theoretical Formulation 

In this paper we seek a model which is valid for all orders of kh, and retain terms to 
0(f)2, where « is the ratio of wave amplitude to water depth. The derivation follows 
the method of Bryant (1973, 1974). A similar model, but truncated to two components, 
was detailed by Keller (1988). 

We begin from the boundary value problem: 

Governing equation (-h < z < 0): 

V24> = 0 (2) 

Combined free surface boundary condition (to 0(c2)) at z = 0: 

<t>, = ~~g (ftt + liWt + \(4>*)1 - ^(fc& + V, • (6Vkfl) (3) 

Bottom boundary condition at z = —h: 

4>z = -vA/i • vh<p (4) 

We then assume the solution for 4> in terms of a superposition of components: 

<t>= YlMk^h^z)Mx,V,kn,u>n,t) (5) 
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where the /„ are the depth dependencies for each mode: 

/      =    COSh ^ (h +  Z) /g) 
coshknh 

and the fcn are found using the linear dispersion relation: 

wn = 9^n tanh knh (7) 

Following the method of Smith and Sprinks (1975), we obtain the following mild-slope 
equation modified by nonlinearity: 

ht - v* • ((cc,)„vk&) + «* (i - |p) k = 

?[EE 2W » 
2        \ritrmt;i 2 

"I T",,,;   ;     ..       "i^m 
(4>l,4>m,)t -T*-{4>l4>m)t 

(8) 

where the /, m and n are related according to three-wave interaction conditions. Intro- 
ducing time periodicity and slow z-variation in amplitude: 

1 = ZllA ei(fkn<l*-«<*t) + J£_A*  -Hfk„dx-m>t) ,9x 
2u>n 2u>„ 

yields an elliptic equation for the evolution of the complex amplitude An.  Using the 
parabolic approximation: 

((CC,M„),    «   2i(kCCg)nAn%I (10) 

and making use of a reference phase function (Kirby and Dalrymple (1983)) to redress 
the lack of phase dependence on y, 

An = anelfkno{*)**-fkn(z)dx) (U) 

where kn<>(x) is a y-averaged wavenumber, gives us: 

2i(kCCg)nanx - 2(kCCg)n(kno - kn)an + i(kCCg)nxan + ((CCg)n(an)y)y = 

2 ^ iZK,w„+,,o;,,fc,,fcn+;)aran+,e
,'(/l»+'.^)-*'«W-*»°(-)^)      (12) 

'=1 K 
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where: 

#(<*>«> Wn+J,W|,&|, *n+<) = 

9      (w2fyfcn+( + (kn+, - ki)(ujn+,k, + w,fcn+;)wnJ 
W;«n+/ 

^ (w,2 - w,wn+, + w2
+;) (13) 

and all wavenumbers are calculated from full linear theory. Preliminary testing of (12) 
has demonstrated that the interaction coefficients R require a large amount of computer 
time to calculate. Thus we simplified the model somewhat by taking the coefficients 
to the shallow-water limit (Ukai, et.al. (1990); Abreau, et.al. (1992); Mase and Kirby 
(1992)), and using the shallow water wavenumber as the reference phase function in 
(11). Thus we obtain: 

2i(kCCg)nanx - 2(kCCg)n(k'n<> - kn)an + i(kCCg)nxan + 

((CCg)n(an)y)v = iSJUh.    £ a,an_( + 2 £ ajan+l (14) 
\(=i J=i /„ 

where K = ^. 

Comparison to Data 

To see whether this simplification causes any loss of accuracy, one-dimensional versions 
of (12) and (14) were compared to flume data from Mase and Kirby (1992); the reader 
is referred to their paper for details on the experiment. Experimental results for Case 
1 are compared to the two one-dimensional models at a depth h = 15cm (Figure 1), 
and it is apparent that, save for some slight deviation at the tail of the spectrum, both 
models compare equally well to the data. However, (14) required roughly 12 percent of 
the computing time of (12). This indicates that retaining full dispersion in the shoaling 
terms is the dominant improvement of these models over the Boussinesq equations, and 
that little is lost in simplifying the nonlinear coefficients as we have done here. The 
one-dimensional version of (14) is equivalent to that of Mase and Kirby (1992), except 
for a different dispersion term. Kaihatu and Kirby (1991) have shown that (12) fits 
experimental shoaling data better than the "consistent model" of Freilich and Guza 
(1984), particularly in the higher frequency ranges. 

We use the data of Whalin (1971) to verify the two-dimensional model equation (14). 
This particular data set has been used on numerous occasions to evaluate numerical 
models (e.g. Liu, et.al. (1985); Rygg (1988); Madsen, et.al, (1992)). The experiment 
consisted of a long channel with bathymetry resembling a cylinder tilted along its longi- 
tudinal axis; the experimental layout is shown in Figure 2. Sinusoidal waves of one, two 
and three second periods were generated at three different amplitudes for each period; 
higher harmonics were allowed to grow from zero amplitude. The amplitudes of the first 
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10' r 

Figure 1: Comparison of Case 1 shoaling data of Mase and Kirby to equations (12) and 
(14) at h = 15cm. Data is solid line, equation (12) is dashed line and equation (14) is 
dotted line. 
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Figure 2: Topography of Whalin's (1971) experiment. From Liu, et.al. (1985) 
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three Fourier components were recorded along the centerline of the channel. 

In this study we used the 3 second case for model-data comparison. This was done to 
facilitate a fair comparison between (14) and the Kadomstev-Petviashivili (KP) model 
of Liu, et.al. (1985). The KP model is essentially a lowest-order parabolic Boussinesq 
model, with a non-dispersive shoaling term and frequency dispersion retained up to 
O(kh)2. Figures 3(a,b,c) show the Fourier amplitudes of the models compared to data 
along the centerline of the tank. For the most part the present model performs better 
than the KP model, especially in reproducing the higher harmonics. This is possibly 
due to the improved dispersion characteristic of the present model, where each mode is 
shoaled using full linear theory. 

Discussion 

To conclude this section, it appears that the simplified fully-dispersive model (14) per- 
forms well in both combined refraction-diffraction and in pure shoaling. One drawback 
of the model is the lowest-order parabolic formulation. This not only restricts the model 
to small angle of incidence, also gives equal weight to all interactions no matter the di- 
rection of approach. This can be remedied by using the angular spectrum approach 
(Kirby (1990)), as explained in greater detail in the next section. 

Directional Spectra 
This section of the paper discusses the role of directional spectral interaction in an 
evolving wave field. Specifically, we wish to address two recently-published viewpoints 
concerning whether detuned, vector-sum interactions play as large a role in the evolu- 
tion of nearshore waves as near-resonant, colinear interactions. Vector-sum interactions 
place the energy exchanged between two spectral components approaching at different 
directions at the sum frequency and the vector-sum-wavenumber direction, while the co- 
linear interactions only take place between components travelling in the same direction. 
This sort of interaction is seemingly stronger, since the two interacting components are 
very nearly in resonance. However, Freilich, Guza and Elgar (1990, hereafter referred 
to as FGE) maintain that vector-sum interactions may be as important as colinear in- 
teractions, especially when the interactions come from very energetic spectral peaks 
approaching at different directions. They used field data taken at Torrey Pines Beach, 
California, where directional arrays were placed at 10m and Am water depth. Figure 4 
is taken from their paper, and shows a contoured frequency-direction plot of waves at 
the Am depth. Freilich, et.al. contended that the spectral peak located at (O.O6//2, —A" 
from beach normal, marked "A"), interacted with the peak at (O.lOffz, +10° from beach 
normal, marked "B"), to produce a peak at 0.16-02 approaching at a direction that was 
within one degree of the vector-sum wavenumber direction (marked "C"). 

In direct opposition to this, Abreau, et.al. (1992) argue that only resonant colinear 
interactions are important. They formulated a collision integral to obtain a wave Boltz- 
mann equation where only colinear interactions were allowed. They compared their 
results to the data of Freilich, et. al. (1990), and demonstrated qualitatively good 
agreement. Abreau, et.al. stated that the peak at / = 0.16Hz in the field data was 
not due to noncolinear interaction between highly energetic peaks as stated by FGE, 
but rather to near-resonant, colinear interactions between significantly less energetic 
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Figure 3: Comparison of equation (14) and KP model of Liu, et. al. (1985) to data 
of Whalin (1971) along centerline of tank. Solid line is equation (14), dashed line is 
KP model, and discrete points are data: dots are first harmonic Fourier amplitudes, 
squares are second harmonic amplitudes and triangles are third harmonic amplitudes. 
(a): a0 — 0.68cm, (b): a0 — 0.98cm, and (c): a0 = 1,46cm 
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Figure 4:   Data of Freilich, et.al.   (1990) at 4m water depth, plotted as contours of 
S(f,6). From Freilich, et.al. (1990). 

components of the two directional spectra. They stated that this interaction occurred 
because of the directional overlap between the two spectra in deep water. 

Angular Spectrum Boussinesq Model 

We wish to ascertain whether the vector-sum interactions are as important as the colin- 
ear interactions in wavefield evolution. The Boussinesq equation is used to serve as the 
diagnostic tool. We have three options concerning the form of the Boussinesq model 
used: a time-dependent model, a parabolic model and an angular spectrum model. The 
time-dependent formulation (e.g., Wu and Wu (1982)) treats both the resonant and 
non-resonant interactions in a non-explicit manner, making it difficult to discern be- 
tween them. Parabolic models (e.g., Liu, et.al. (1985)) are not helpful in this situation 
since they treat nonlinear interactions with equal weight regardless of direction. Thus 
we use the angular spectrum model of Kirby (1990). 

The angular spectrum approach consists of decomposing the governing equation into 
1M + 1 components of the longshore wavenumber A (= k sin 6) as well as N components 
of the frequency w. Thus the free surface elevation, for instance, can be written as: 

N      M 

n—1 m=—A/ 

iv        m 

iln{x,y,t)=Y,   £   A^(x)^nfk^dx+mXoy-n^ + c.c. 

where 

7nm = (l-(^)2(^)2)]/2 

(15) 

(16) 

In contrast to the parabolic approach, where N coupled partial differential equations 
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Figure 5: Steady-wave solution of angular spectrum Boussinesq model. Solid lines are 
amplitudes of vector-sum components, dashed lines are amplitudes of colinear second 
harmonics. 

were solved, the angular spectrum approach computes TV x(2Af + l) ordinary differential 
equations. Further details of the derivation of the angular spectrum Boussinesq model 
can be found in Kirby (1990), along with the governing equations. 

We have used the model in two preliminary investigations to determine the relative 
strength of the vector-sum interaction. For the case of a steady wave field, we gener- 
ated permanent form solutions using five amplitudes: two primary harmonics of equal 
amplitude separated by an angle 28, two second harmonics travelling in the same direc- 
tion as their respective primary harmonics, and one component at the sum frequency 
and moving at the vector-sum direction. Figure 5 shows a comparison of vector-sum 
amplitudes to those of the in-line second harmonic for permanent-form solutions and 
for several values of 0 and e. It is apparent that the vector-sum harmonic amplitude 
is larger than that of the in-line second harmonic for 9 up to 25°. This corresponds 
to a separation angle of 50° between primary components, much larger than the 14° 
separation between the spectral peaks in the field data of FGE. We also used the model 
to investigate unsteady wave evolution. We created an initial condition for the model 
using the same five components as the steady wave example, but the higher harmonics 
were given zero amplitude. This condition was then run through the model. Figure 
6 shows a comparison of the primary amplitude to the vector-sum harmonic and the 
in-line second harmonic amplitudes. We see that the vector-sum amplitude dominates 
the in-line second harmonic for much of the domain. We also see evidence of recurrence, 
whereby the system evolves back into its original state. Recurrence has been shown to 
be unstable to broad-banded noise (Elgar, et.al. (1990)), so results of this analysis is 
only moderately applicable to events in the ocean. However, these two investigations 
do show that vector-sum interactions make non-negligible contributions to wave field 
evolution. 
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a 

Figure 6: Recurrence test of angular spectrum Boussinesq model for e = 0.1, (kh) = 
0.36, 6 - 10°. Solid line is amplitude of primary harmonic, short dashed line is am- 
plitude of vector-sum component, and long-dashed line is amplitude of colinear second 
harmonic. 

Results 

We at first considered using the model directly on the field data, after the appropriate 
re-mapping into (/, A) space. We encountered some difficulty in doing so, primarily due 
to the random-phase assignments to the components of the field data. This attempt is 
continuing; however, its successful completion would not demonstrate how vector-sum 
interactions contribute to wave field evolution. This is because the two directional spec- 
tra of FGE overlap in direction, making it difficult to determine whether energy at the 
sum frequency originated from vector-sum interaction at the two peaks or from colinear 
interaction by directionally overlapped components. 

We then decided to create an artificial wave field, one which would demonstrate the 
importance of vector-sum interactions for both non-overlapping and overlapping spec- 
tra but with fewer components. Two cases, both with the same total variance, were 
considered: one with two non-overlapping spectra, and one where two spectra overlap in 
direction. Figure 7a shows two spectra in (/, A) space, each consisting of one frequency 
component and six longshore wavenumber components. The frequencies and peak A 
chosen correspond to the frequencies and directions of the spectral peaks in FGE. This 
condition was run through (17) using the same bathymetry as FGE. The result at Am 
water depth is shown in Figure 7b. The in-line second harmonic for the 0.06772 peak 
(marked "A"), the in-line third harmonic for the same peak (marked "B"), the in-line 
second harmonic for the 0.1077z peak (marked "C"), and the vector-sum peak (marked 
"D") and vector-difference peak (marked "E") have all been generated by nonlinear 
interaction. It is clear that the vector-sum peak is of the same order of magnitude as 
the in-line second harmonic of the 0.06772 spectral peak. 

The second case is shown in Figure 8a. Two directional spectra with only one frequency 
component each are positioned at the same frequencies as the first case, but the number 
of A components was increased to 20 to allow directional overlap.   The result of the 
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calculation is shown in Figure 8b. Here we see very little energy at the vector-sum peak 
(marked "D"). Energy in this location was generated by detuned interactions between 
the spectral peaks, and by colinear interactions between the overlapping components. It 
is apparent that the colinear interactions between the less-energetic directionally over- 
lapping components did not transfer as much energy to peak "D" as noncolinear detuned 
interactions between two more energetic spectral peaks did in the non-overlapping case. 
This shows that, for these cases, the vector-sum detuned interactions are responsible 
for a significant part of nonlinear energy transfer. 

Discussion 

In this section we used the angular-spectrum Boussinesq model of Kirby (1990) to show 
that vector-sum detuned interactions play an important role in nonlinear energy trans- 
fer. This is shown in the two preliminary investigations of steady and unsteady wave 
evolution discussed herein. Actual input of the field data to the model has proved 
to be problematic, so we used two simplified wave fields. These simplified wave fields 
retain much of the character of the actual field data with fewer components. The re- 
sults show that the vector-sum interactions can be as prominent in wavefield evolution as 
the colinear interactions. Model investigations using field data, however, are continuing. 

It can be argued that the field data of FGE was actually in deeper water than is valid 
for lowest-order Boussinesq theory. Therefore, future work will focus on the use of a 
more dispersive Boussinesq-type model than that of Kirby (1990). This model will be 
similarly cast in the angular-spectrum format. Additional work will also include the use 
of a directional bispectrum, which is derivable from the model equation. This will allow 
us to investigate the strength of the different interactions. 
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Figure 7: Simplified wave field - narrow directional spread, (a): Contour and surface 
plots of input condition in (/, A) space at 10m water depth; (b): Contour and surface 
plots of result at Am water depth. 
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Figure 8: Simplified wave field - broad directional spread, (a): Contour and surface 
plots of input condition in (/, A) space at 10m water depth; (b): Contour and surface 
plots of result at 4?n water depth. 
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CHAPTER 27 

AN ADDITIONAL PARAMETER FOR THE ZERO CROSSING WAVE DEFINITION 
AND ITS PROBABILITY DISTRIBUTION 

by A. Kimura1 and T. Ohta2 

ABSTRACT 

In this paper, the distance from the mid point between a wave trough and a consecutive wave crest 
of a zero-crossing wave (a position of wave height bisection) to the still water level is proposed 

to be an important zero-crossing wave property. Its roles on certain physical properties of the 
zero-crossing waves are shown through experimental data in the first part of the paper. Its 
probability distribution is introduced, in the second part, from the combined probability 

distribution of the amplitudes of consecutive wave trough and crest of irregular waves. In the last 
part, the theoretical probability distribution for this property is verified with numerically simulated 

data for many types of wave spectra. 

1. INTRODUCTION 

The zero-crossing method has been used to split the irregular wave profile into zero-crossing 

waves. The overall physical property of irregular waves is evaluated by connecting the relevant 
physical properties of individual waves and the probability of wave heights and periods. For 

example, the probability distribution of random wave forces (Kimura et al., 1983) is given as 

p(f)df=       p(H,T)  dHdT (1) 
Js 

p(H,T) is the combined distribution of wave height H and period T. S is the region in which 

f =s g(H, T) = f + df (2) 

where g(H,T) gives the wave force f of a periodic wave for the wave with H and T. 
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The physical properties of the zero-crossing wave are approximated usually by those of a periodic 

wave with the same wave height and period. The draw back of this method ,some times, is that the 

two properties H and T are not sufficient to express the overall physical wave properties, since the 
measured and calculated probabilities have shown apparent differences in some physical properties. 
Therefore some studies have tried to apply supplemental wave properties such as slope of the 

fore-side face of waves in the examination of wave breaking (Holthuijsen and Herbers, 1986, for 
example). Among these, important parameters which may affect the physical properties of the 

zero-crossing wave are listed by the PIANC working group (list of sea state parameters; 1987). 

The parameter proposed in this study is not involved in the list but may exert an important effect 

on the waves in a shallow water region. That is a position of wave height bisection (mean position 
between the wave crest and trough of a zero-crossing wave). 

Two waves in Fig.l have the same wave height and period but different crest heights. In the 

ordinary definition, these two waves are recognized as having the same property. Figure 2(a) shows 
the wave height at the breaking point on 1/20 slope (Seyama et al., 1988). H, Ln and h are the 

wave height, deep water wave length and still water depth. Subscript b shows the value measured 
at the breaking points. The same data (H/H,,) are plotted against h* in Fig.2(b) instead of h , in 
which h* is the distance from the bottom to the center between wave crest and trough (Fig.l). 

The scattering of data in Fig.2(a) reduces very much in this figure, therefore, h* works more 
effectively as a water depth than h. This h* is given by the sum of the still water depth h and the 

distance d from the still water level to the position of wave height bisection (PWHB; Fig.l). In the 

next section, the probability distribution for d is introduced theoretically and the result is 

verified through numerically simulated irregular waves. 

2. The definition of d and its characteristics 

2.1 Definition 

The distance d from the mean water level to PWHB is given by 

d=(ih-Ti2)/2 (3) 

in which T)i and r\2 are the amplitudes of the wave trough and the consecutive wave crest, 
respectively. From a definition of the zero-crossing wave, we got -H/2 < d < H/2. 

2.2 Characteristics of d 
The numerically simulated values of d are shown first. The FFT method is used to calculate 

irregular wave profiles for the Wallops type wave spectrum which is given by 

S(f)=(f/fp)-
mexp[m/4(l-(f/fpr

4j] (4) 

where fp is 1.0Hz and the interval of the calculated wave profile, At is 0.05s. in the numerical 

simulations. The 7 different values for the shape parameter m (4, 5, 6, 8, 10, 15, 20) in eq.(4) are 

used in the calculations. The zero-down-cross method is applied in the irregular wave definition, d 
is calculated applying eq.(3) for each wave. Figures 3 (a), (b) and (c) show the calculated relations 
between d/H and H/Hm ( Hm is the mean wave height) for three values of m (5, 10, 20) in this 

order. While the spectrum is wide (m=5) d/H distributes up to its limit (-H/2, H/2) where H/Hm 
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Fig. 1   Zero down cross waves with common H and T 

Vhb 

SAo 

Fig. 2(a)   Breaking limit Fig. 2(b)   Breaking limit 
(modefied water depth) 

<1.0. However the fluctuation decreases at the larger values of H/Hm. When m is large ((b),(c)) the 

fluctuation decreases except for the very small wave height region. From these, the larger the 

wave height or the narrower the wave spectrum, the more zero-down-cross waves tend to have 

symmetric profiles. 

3. The probability distribution of d 

3.1 Two-dimensional Rayleigh distribution 
As shown in eq.(3), d is half the difference between T|i and T]2 . If these two values are independent 

(no correlation), the probability distribution for d is easily given as 
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Fig. 3   Distribution of d/H 
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p(d) = Ml+d dhi (5) 

where p(.) is the probability distribution. The time interval between consecutive wave trough and 
crest is about half the mean wave period on the average. Two values on the wave profile with such 

a distance inevitably have a correlation. Therefore, this correlation property has to be taken into 
account when the probability distribution for d is considered. However the theoretical 

probability distribution of ri; (i=l,2) has not yet been determined. The amplitude of the envelope 
for the wave profile at the same position oft) i has been used instead (Tayfun et al., 1989) with an 

error of order v in the noise theory, where v is given by 

v =( m0m2/m^- l)2 

and 

m„ = f" S (f) df 

(6) 

(7) 

in which S(f) is the power spectrum of waves. 

The present study also used the above approximation. Since the theoretical probability 

distribution for envelopes is the Rayleigh distribution (Rice,1945), the combined distribution for 

ill and T]2 is given by the 2-dimensional Rayleigh distribution (no non-linearlity of the wave is 
considered in the present study). Expressing the amplitudes of wave envelopes at the position of r|i 

andT)2 as Ai and A 2 respectively, Eq.(3) is approximately expressed as, 

d=(Ai-A2)/2 (8) 

The   probability distribution for the normalized amplitude Sy =A;/Am (i=l,2), whereAmis ; 
mean amplitude, is the Rayleigh distribution. 

P (li) = -%i exp 
4 

(9) 

The combined probability distribution of the numerically simulated li and I2 agrees well with the 
2-dimensional Rayleigh distribution, 

p(li,§2); 
4(1-K2) 

exp 
4 (l - K2) 

Io "Klrl2 

2(l-K2) 
(10) 

in which Io is the 0-th order modified Bessel function of the first kind, and K is the correlation 

parameter which is calculated as follows, 

=V(piTI2)/ m0 (11) 

where 
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r CO 

i=       S(f) cos23t(f-F)l df 
Jo 2 

S(f)sin2Jt(f-f)l df 

f = mi/ mo (12) 

t/2 is the time interval between Ai and A2. Tm/2 is used for this interval in this study where Tm 

is the mean wave period. This parameter is explained briefly in 3.3. 
Figure 4 shows the comparison between numerically simulated combined frequency distributions 

of 1J and '%2 and eq.(10) (solid line). The values for m in eq.(4) is (a) 5, (b) 10, and (c) 20 

respectively. When m=5 the spectrum is that for a fully developed sea condition. Excellent agreements 

are obtained for all cases. 

3.2 The probability distribution of d 
Since Ai and A2 are amplitudes of the envelope at the consecutive wave trough §1 and crest §2, the 
wave height is given approximately as, 

H = Ai + A2 (13) 

Both sides of eq.(13) are divided by Hm (=2Am, Am; mean  amplitude  of the envelope) to 
normalize, 

S = (5i + Sz)/2 

in which   li /2 = As/Hm (i=l,2) and ?=H/Hm 

From eq.(14), 

12=25-1! 

Substituting eq.(15) into eq.(10), the combined distribution of li and C is obtained. 

»(§i,y= r -r-^ exp 
V       '        2(1 -K2) 

.tH±&zMl 
4(l-K2) 

Integration of eq.(16) brings the probability distribution fort 

p(Q=l   pfin.Qdi, 
Jo 

h 
HK%l(2£-gl) 

2(l-K2) 

(14) 

(15) 

(16) 

(17) 

Since the analytical expression of this integration is difficult, a numerical calculation is used. 

The region of the integration is given from the definition of   §1, §2 > 0. To normalize the region, 
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eq.(8) is divided by Hm . 

s = (ii-l2)/4 

Substitution of eq.(15) into eq.(18) brings 

8=(Si-£)/2 

then 

h = 25 + i, 

Substituting this relation in eq.(16), the combined distribution of 8 and t, is obtained. 

385 

.(o/^^li62) 
1 -K2 

From the definition, 

- H/2 < d < H/2 

exp 
jt (t2 + 452 

2(1-K2) 
Io 

HK(5
2
-48

2 

TfT^2) 

we obtain 

x/2<d<y2 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

Since 8 in eq.(21) changes the range following the change of X>, the new parameter which is given 
in the next equation is introduced. 

e = 8 / rQ (=d/H) (24) 

e takes the value only from -1/2 to 1/2 regardless oft. Substitution of this parameter in eq.(21) 

we obtain, 

p (e ,q = —5-i '- exp v      ; 1 - K2 

:?2(? + 4i 

2(1- 
Io 

JIK5
2
(1-4( 

2(l-K2) 

Tlie conditional distribution of E for given t,, is calculated as 

p('|S) = p(<a)/p(S) 

(25) 

(26) 

3.3 Time interval between Ai and A2 

K which is calculated by eq.(ll) plays a very important role in this theory. The representative 
frequency f is usually given by eq.(12) and the time interval t/2 between Ai and A2 is 
approximately given by the mean wave period. Two definitions for the mean wave period have been 

used. They are 

T01 =mo /mi 

T02 = f•o / m2 
(27) 
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The numerical calculations with different values of m in eq.(4) show thatTo2 is always closer to 
the calculated mean zero-crossing wave period than To i. Therefore T02 is used for Tm in this study. 

4. Verification of the theoretical distribution 

Figure 5 shows the comparison between p(e | £) and the numerically simulated values of e for the 

several different wave spectra (a) m=5, (b) m=10, (c) m=20. The solid curves shows the theoretical 

distributions and the columns are the frequency distributions of the numerically simulated data of e. 
Calculated values of e which fall in the shown intervals of t are sorted into ranks of width A e =0.05 

from e=-0.5 to 0.5. The agreement between the theory and the simulated data are good in all cases 

except for the very small part oft- This discrepancy in the region of small t, may be induced by the 
value of K used in the calculation of eq.(12), since the time interval between the consecutive wave 

trough and crest for a small wave is smaller than the average value. However when t is larger than 

0.6—0.7, the theoretical distributions always show good agreements with the data. Fig. 6 shows 

the comparison between the theoretical standard deviation (solid line) for e which is given by 

(28) 
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where 
•1/2 

72 =       E
2
 p ( e ! r, )   dE 

;-i/2 

(29) 
1/2 

E p ( E | ^ )   de 
1/2 

and the standard deviations of the numerically simulated data (white circle). Except for the smaller 
part than t,= 0.6—0.7 their agreements are good. As can be observed in fig. 5, the theoretical 

distribution p(e | £) has a very close form to the normal distribution. Fig.7 shows the comparisons 

between p(e 11,) (solid line) and the normal distribution (dotted line) of the zero mean and the standard 
deviation calculated from eq.(28). The probability distribution p(fi 11,) used in the calculation is that 

for m=5 (eq.12) in this case. The agreements between p(e | £) and the normal distribution always 

agree well regardless of the spectrum width when the calculated value of the standard deviation by 
eq.(28) is used beside zero mean. Fig.8 shows the theoretical standard deviation for p(e | ^) for the 

several different spectra (eq.4). 

5. Conclusion 

Additional property for the zero crossing wave is proposed newly in this study. That is the distance 
from the mean water level to the mean position between the consecutive wave trough and crest. Its 

theoretical distribution is introduced and compared with the numerically simulated data. The theoretical 

distribution shows excellent agreement with the numerically simulated data regardless of the spectrum 
width. The theoretical distribution has a very close form to the normal distribution and can be 

approximated with that distribution, if the standard deviation shown in Fig.8 and the zero mean is 
applied. 
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CHAPTER 28 

Time-Dependent Solutions of the Mild-Slope Wave Equation 

James T. Kirby, Changhoon Lee : and Chris Rasmussen 2 

Abstract 

Time dependent forms of the mild-slope wave equation are apphed to the propagation 
of regular and irregular wave trains over variable bathymetry. The model equation of 
Smith and Sprinks is found to be a robust predictor of irregular waves, if the frequency 
spread for a single component calculation is not made too large. The model is extended 
to include forced, low-frequency components, and some preliminary results for bound 
and free long wave computation are shown. 

Introduction 

Based on the work of Smith and Sprinks (1975), the mild-slope wave equation for linear 
waves with a dominant carrier frequency w and small frequency spread may be written 
as 

4>u - Vh • (CCgVh4>) + (u2 - k2CCa)4> = 0 (1) 

where <j> is the value of the velocity potential at the mean surface z = 0. This equa- 
tion reduces to Berkhoff's (1972) elliptic equation when the time dependence of purely 
periodic waves is extracted. 

In the past, many solutions of the elliptic problem for open coastal zones have been 
obtained using a parabolic approximation, which treats the forward-propagating portion 
of the wave field only. This step has often been taken because of its computational 
efficiency. The applicability of parabolic approximations is limited, however, to regions 
without complicated structural boundaries. In particular, complex entrance channels 
and interiors of harbors are not good candidates for this modelling technique, since the 
wave field is built up by a number of reflections and re-reflections of waves within the 
enclosed domains. For these applications, full solutions to the complete boundary-value 
problem must be found. Progress in obtaining efficient solutions using sophisticated 
pre-conditioning schemes has been made by Panchang et al (1991). 

As an alternative to the elliptic equation approach, several authors (Ito and Tan- 
imoto, 1972; Copeland, 1985; Madsen and Larsen, 1987) have obtained solutions to 
time-dependent, three-equation models using time-stepping techniques based on equa- 
tions which are first-order in time. These models are essentially numerical analogs to 
the more familiar shallow water equations.   The model solutions are computed until 

Center for Applied Coastal Research, Department of Civil Engineering,  University of Delaware, 
Newark, DE 19716 

2New York District, U.S. Army Corps of Engineers, New York, NY 
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the amplitude envelopes reach a steady state. The final solutions are only valid for 
purely periodic wave trains, since the three-equation models used are, for the most 
part, equivalent to the second order model 

C_ 
Vh • (CCgVh4>) = 0. (2) 

This model differs from the correct form (1), and is non-dispersive in the sense that 
modulations of the carrier wave train propagate at the wave phase speed, rather than 
at the group velocity, as would be required in a correct time-dependent model. 

Since the application of time-stepping solutions to the mild-slope equation is a rea- 
sonably efficient fine of approach, and since it is desirable to provide a model which is 
valid for unsteady wave trains, it would be advantageous to use a set of model equa- 
tions which preserves the proper wave group behavior for non-periodic, narrow-banded 
wave trains. Such a model would be useful in computing effects such as second-order 
oscillations forced by wave groups. 

In section 2, we derive the time-dependent mild-slope equations. In section 3, the 
dispersiveness of the resulting model is verified by studying wave group propagation 
over a flat bottom. In section 4 we consider the propagation of linear and weakly 
nonlinear waves over an elliptic shoal. Section 5 considers two-dimensional propagation 
of waves over an elliptic shoal using monochromatic and random waves. Finally, in 
section 6, we discuss the forcing of long wave components at difference frequencies due 
to non-resonant wave-wave interactions. 

Derivation of the time-dependent model equations 

The model equations are derived here using Hamilton's variational principle. The La- 
grangian for irrotational motion is given by 

L = -P f_{4>t + \{^h4>? + \{4>z? + gz)dz (3) 

The z dependence is extracted from <j>(x,y,z,t) according to 

4>(x,y,z,t) = 4>(x,y,t)f(z) (4) 

where 

From the variational principle the change of the integral of the Lagrangian, L, over all 
time and space must be equal to zero: 

S /  /   / L(x,y,t,<f>,Vh<t>,(f>ur))dxdydt=0 (6) 
Jt Jy Jx 

Substituting (3) into (6) and retaining the terms to the second order in (j) and r\ gives 

- PL = nit + \m2 + —^iy^f + Hu2-k*cc°\4>)* (7) 

Varying the Lagrangian L with respect to 0 and i] gives 

Vt   =   -vfe- —g-vh4>) + - aJ-4> (8) 
9 9 

4>t   =   -gv (9) 
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which are the time-dependent mild-slope equations. The surface displacement may be 
eliminated from (8) and (9) in order to obtain the model equation (1). In this study, 
we have employed a number of numerical methods fairly interchangeably, including a 
second-order, centered-time centered-space finite difference approximation for (1), and 
a fourth-order accurate Adams-Bashforth-Moulton method for (8) and (9). (Use of this 
latter method was motivated by a parallel effort for the Boussinesq equations, which 
will be reported separately.) 

As in Madsen and Larsen (1987), it is convenient to remove the fast time behavior 
from the dependent variables by means of the transformation 

r,,^=(fi,4>)e^t (10) 

where u> is the frequency used to evaluate the model coefficients. The resulting model 
equations are 

m  =  iun-vh-(^v^)+{-^~^4> (ii) 

4>t    =    iu<j>-gf} (12) 

instead of (8) and (9), and 

fot - 2tw& - Vh • (CCgVhj>) - k2CCg4> = 0 (13) 

instead of (1). The same set of numerical schemes are also used for the revised model. 

Wave group propagation 

The basic ability of the model to propagate dispersive linear waves is tested by exam- 
ining wave group propagation over constant depth. Two numerical experiments were 
performed. An initial wavelength of 10m was specified, with shallow and deep water 
depths of 0.25m and 9m, respectively. The initial conditions are r/ and <j> = 0. A 
narrow-banded groupy wavetrain is generated at the boundary according to 

<j>x = u0sin(u;f)sin(—-t); t>0 (14) 

The results shown in figure 1 are water surface elevations plotted at a sequence of 
twenty time levels spaced one wave period apart. These results were obtained using the 
Euler Predictor-Corrector method with second-order accurate finite differences (Kirby 
and Rasmussen, 1991). Two lines are shown on each graph; one following the maximum 
amplitude of a specific wave group, and the other following a zero crossing of a specific 
wave. Visually, it appears that in shallow water Ca « C, and in deep water Cg ~ C/2, 
which shows the validity of the models to predict wave group velocity. Examination of 
the wave records and computed envelopes using cross-correlation techniques shows that 
the phase and group velocities are accurately predicted to within 1% for the differencing 
resolutions used here. 

Berkhoff, Booij and Radder shoal experiment 

As an example of the application of the models in two-dimensions, we study the focussing 
of waves by a shoal, using the geometry and experimental parameters given in Berkhoff 
et al.  (1982). It is known from parabolic model computations (Kirby and Dalrymple, 
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deep water 
ft. 

-shallow water 

Figurp 1: Propagation of wave groups in deep and shallow water. 

1984) that the waves in this example are significantly affected by wave nonlinearity. 
Following the appendix in Kirby and Dalrymple (1984), we provide a heuristic extension 
to the mild-slope equation that is appropriate only for progressive Stokes waves. The 
resulting modification to (8) is given by 

CC 
Vt = -Vft • ( 3-Vh4 i + 

{w2-k2ccg + ojCgK'\n\2 

where 

K': 
k3C cosh 4kh + 8 - 2 tanh2 kh 

Cg 8 sinh4 kh 

(15) 

(16) 

We apply both the linear and nonlinear model equations to the shoal described by 
Berkhoff et al. (1982). The data on wave amplitude was obtained over the entire 
vicinity of a refractive focus. The Ursell parameter remains of a reasonably small size 
over the entire domain of interest, thus indicating that Stokes theory should, be a valid 
representation of the experiment. 

In the model test, normally incident waves are generated at a period of 1.0s at the 
deep end of the wave tank, and are dissipated by a breaking process on a gravel beach 
at the shallow end. At sections 1 through 8 (see Berkhoff et al) there are arrays of 
resistance type wave gages spaced 0.5m apart which record time series of water surface 
elevations. 

In order to dissipate wave energy at down wave boundaries, we presently use a wave 
damping layer at the downwave boundary. Equation (9) is modified to 

where 

4>t = ~9V • 

0, % _; *£sponge 

(17) 

(18) 
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p     — X ~ XsP°n9e Qg\ 
•"max       '"sponge 

and the sponge length xsponge is specified as 2.5 times the initial wave length. 
Following a method of line approach, the model equations (8) and (17) (linear), or 

(15) and (17) (nonlinear) are solved using the A-B-M predictor-corrector method. The 
grid sizes are Ax = Ay = 0.25m and At = l/40s. Input wave period is Is. We run the 
models until t = 80s and compute average wave heights between t — 70s and t = 80s, 
after the waves reach steady state. 

Referring to figure 2, where model results are compared to measured data along 
transects 1 through 8, we see that the linear model tends to overpredict maximum am- 
plitudes in the vicinity of focused waves, where wave steepness may become large and 
nonlinear effects become important. In these regions the nonlinear models give better 
results. The nonlinear model results appear to contain some spurious amplitude modu- 
lations. These are not a manifestation of instability, and the effect may be suppressed 
by a suitable lagging of the nonlinear term in the numerical scheme. 

Vincent and Briggs shoal experiment 

A further study of monochromatic and random wave propagation over a shoal has been 
performed by Vincent and Briggs (1989). These tests are used here as a validation of 
the present numerical scheme as a model for irregular wave propagation. 

For a random wave train, the water surface elevation may be written as 

L   M 

r](x, y,t) = Y!Yl A'm cos{fc'cos 8mx + ki sin 9my - 2K fit + V>;m} (20) 
(=1 m=l 

where A\m is wave amplitude; /( is wave frequency; 6m is wave direction; and ipjm is 
random phase independent of frequency and direction. Instead of using a discrete set of 
wave angles, we use here a discretization of the longshore wavenumber spectrum. The 
longshore wavenumber Am is defined as 

Am = kis'm8m (21) 

which determines the wave direction 6m at each frequency. At the upwave boundary 
(x = 0), the water surface elevation is given by 

L    M 

v(y,t) = Yl J2 A<• cos{xm,y - ^fl* + i'lm} (22) 
(=1 m=l 

For given frequency /; and longshore wavenumber Am, we get the amplitude of the water 
surface elevation 

Aim = ^2S,(f)Af^^AX (23) 

where Si(f) is the spectral density dependent on the frequency / and 5m(A) is the 
directional spreading function dependent on the longshore wavenumber A. We can get 
SmW from Dm{9) (which is the spreading function dependent on the direction 6) by 
the condition 

r D{6)d6 = j   ^-dX = 1, (24) 
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normalized wave height (BBR secttonS) 

normalized wave height (BBR sectkm7) 

Figure 2: Comparison among linear model (dashed Lines), nonlinear model (solid lines), 
and experimental data of Berkhoff et al. (1982) 
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and so, 

m-Dm•-WL (25) 
The z-component of fluid velocity at x,z = 0 can be obtained from the velocity 

potential and is given by 

L   M 

^ = J212 B'm cosiX•y ~ 27r/'* + V'im} (26) 
(=1 ro=l 

where the amplitude B\m is given by 

B,m = AIm
yy  ' (27) 

When the spectral density S(f) and the directional spreading function D(9) are 
given, we can get the amplitude of the wave velocity Bim. Using a 2-dimensional 
inverse FFT from the frequency and longshore wavenumber domain to time and y space 
domain, we can generate the velocity <j>x. 

Since the model equation (1) is not valid for an arbitrarily large range of frequencies, 
we proceed by separating the whole spectrum into several bands. In each frequency 
band, we then construct a wavemaker or offshore boundary condition using the spectral 
information falling within that band. The time-dependent mild slope equation is then 
solved for the narrow-banded irregular sea lying within each frequency band. The final 
solution is obtained by adding the different bands. 

Following Vincent and Briggs (1989), we use the TMA spectrum as the target fre- 
quency spectrum and a wrapped normal function as the directional spreading function. 
The TMA spectrum is given by 

S(f) = aff2(27r)-4r5 exp{-1.25(^)4 + (In7) exp[- U~Jjfwf, h) (28) 

S(f) depends on the parameters a (Phillip's constant), fp (peak frequency) 7 (peak 
enhancement factor) and a (shape parameter). The factor <j>(f,h) incorporates the 
effect of the depth h and may be approximated by 

f 0.5w£, uh < 1 
<!>= I   1- 0.5(2 -ujhf,   l<uh<2 (29) 

[  1, toh>2 

where Uh = 27r/(/i/g)1'2. The parameter 7 is assigned values of 2 (broad frequency) 
and 20 (narrow frequency). For the cases studied here, 7 was assigned a value of 20. 
The directional spreading function D{8) is obtained by assigning the values of either 
10° (narrow spreading) or 30° (broad spreading) to the spreading parameter (To: 

D(e)=~ + ^J2eM-{j^}^sn(6-e0) (30) 
71 — 1 

where 80 = mean wave direction ( = 0°) and N = number of terms in the series (= 20). 
Vincent and Briggs (1989)present a number of cases with a combination of monochro- 

matic, narrow-banded or broad-banded frequency spectra and unidirectional, narrow- 
banded or broad-banded directional spreads.   Here, we show results for three typical 
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cases: a monochromatic unidirectional sea (M2), a sea with narrow frequency and nar- 
row directional spreading (N4), and a sea with narrow frequency and broad directional 
spreading (B4). All three cases involve non-breaking waves. Wave period (M2) and 
peak period (N4, B4) are 1.30*. Wave height (M2) and rms wave height (N4, B4) are 
2.54cm. Phillip's a is taken to be 0.00047. 

We separate the whole frequency spectrum into five components with equal band 
widths. The five components of the frequency spectra cover 95 percent of the total 
spectral density, and, using the grid spacings chosen below, the ratio of minimum wave- 
length to spatial grid size is 4.54. We use a weighted average of the frequencies in each 
frequency band to determine the representative frequency used to compute the model 
coefficients for each band. The band width is 0.267 Hz (see figure 3). The grid size 
is A a; = Ay — 0.1905m and time step is At = 1.3/805. We compute until t = 260s. 
Variances of water surface elevation, mo are computed between t = 65s and i = 260s 
and, by the assumption of the Rayleigh distribution of the wave height, significant wave 
heights are computed according to 

H, = AJWTo (31) 

In figures 4-6, the water surface elevations in the whole spatial domain at t = 260s 
are shown for cases M2, N4, and B4. The figure for Case M2 shows that the waves are 
long-crested and symmetric along the line crossing the center of the shoal parrallel to 
x axis. After the waves pass the shoal they become short-crested because of refractive 
focusing. When we compare the cases with directional spreading (N4 and B4) we clearly 
see that the wave field with broad directional spreading (B4) is more short-crested than 
the wave field with narrow directional spreading (N4). 

In figure 7, the computed normalized wave heights along the section 4 are compared 
with measured data for cases M2, N4, and B4. For case M2, the normalized wave height 
near the centerline is greater than 2, which shows the considerable effects of refractive 
focusing over the shoal. For case N4, the computed results show underestimation near 
the centerline and overestimation away from the centerline. For case B4, the computed 
results show overestimation all along the section. The model results and data indicate 
that increasing directional spreading leads to much less spatial wave height variation 
induced by localized topographic irregularities. This result is seen in all spectral wave 
studies, and is a manifestation of the fact that the local minimums and maximums 
in the diffraction pattern for each spectral component overlap and experience mostly 
destructive interference. 

Roughly, all three cases show that the model yields reasonably accurate results 
compared with the measured data. It is found that for directionally broad spreading 
case (B4) the refractive focussing effects are not noticeable behind the shoal. 

Forced long waves 

The forcing of long waves at difference frequencies is of particular interest in coastal 
design due to the influence of long waves in low frequency harbor seiching and forces 
on moored ships. Kirby (1983) extended the linear mild-slope equation to include 
forced low-frequency components, using the Stokes expansion to second order in the 
Lagrangian. The model for the additional low-frequency components is given by forced 
long wave equations, which for variable depth are given by 
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TMA frequency spectnim (narrow banded) 

directional spreading functions 
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Figure 3: TMA frequency spectra (narrow frequency band) and directional spreading 
functions (solid lines : a0 = 10°, dashed lines : ao = 30°) 
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Figure 4: Water surface elevations at t = 260 seconds (case M2) 

Figure 5: Water surface elevations at t = 260 seconds (case N4) 
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CONTOUR FROM    A5H0 

Figure 6: Water surface elevations at t = 260 seconds (case B4) 
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Figure 7: Measured and predicted normalized wave heights on section 4 
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V2,t + Vfc • {hVh<f>2}   =    -Vh-{VVh<j>} (32) 

<h,t + 9t2   =   ^^-\(vhj>)2-^T2 (33) 

where ( ) denotes a time average. The correct method for computing time averages in 
an unsteady wave train is unclear. If the wave train is narrow-banded, we may use the 
extraction of the dominant frequency in section 2 as the basis for isolating the slowly- 
varying amplitudes. Following this strategy, (32) and (33) may be further reduced to 

V2,t + Vh • {hVh<j>2}   =    -ifte (vfc • WVh4>}) (34) 
2-i 4 

<h,t + gV2    =    yW* - j (yh4> • V^*) - ~#* (35) 

These equations may also be written as a single second-order equation, analogous to 
(13), after elimination of rji. The numerical schemes are again identical to those used 
for the basic linear equations. 

Figure 8 shows a plot illustrating the generation of a single wave group and the 
associated bound and free long waves in a one-dimensional wave flume. The wavemaker 
motion used does not compensate for the decrease in total volume (at second order) 
associated with the entrance of the wave group into the wave channel. There is thus a 
free long wave generated whose net positive volume compensates for the negative volume 
associated with the setdown under the wave group. This positive wave propagates away 
from the wavemaker as a free wave, and thus leads the short wave group in the tank. 

Additional results for long wave generation and harbor resonance in 2-D will be 
reported separately. 

Conclusions 

We have developed models for the numerical solution of time-dependent mild-slope 
equations, and applied the models to the study of irregular and regular wave propagation 
in the coastal environment. Linear and nonlinear versions of the mode were applied to 
Berkhoff shoal, and, as expected, we found that the nonlinear model showed better 
results than the linear model. We also applied the linear version of the model to study 
irregular wave refraction and diffraction by a submerged shoal, and compared model 
results to experimental data given by Vincent and Briggs (1989). Finally, the models 
were extended to include additional low frequency components which are forced by the 
primary wave envelopes, and some preliminary results on long wave generation were 
shown. 
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CHAPTER 29 

NON-LINEAR WAVE-CURRENT INTERACTIONS 
IN THE SWADE RESEARCH PROGRAM. 

S. P. Kjeldsen. * 
H. C. Graber.   ** 

Abstract. 
This publication gives an introduction to the SWADE 

experimental programme. It presents examples of results 
of directional ocean wave spectra in polar format 
obtained by the third generation met/ocean buoy WAVESCAN. 
Then focus is made on a new algorithm "CUWA" that 
simulates non-linear Stokes waves propagating through 
regions of strong surface current. 

Introduction. 
The surface wave dynamics experiment SWADE was 

initiated by the Office of Naval Research in U.S.A. as 
an accelerated research initiative. A large field 
experimental program was carried out in the fall of 1990 
through the spring of 1991 offshore the coast of 
Virginia. The measurement systems and a team of 
investigators are funded by the U.S. Office of Naval 
Research and the National Aeronautics and Space 
Administration (NASA). 

SWADE is concerned primarily with the evolution of 
the directional wave spectrum in both time and space, 
and the goal is to provide improved understanding of 
wind forcing and wave dissipation, and the effects of 
breaking waves on the air-sea coupling mechanisms. 
It is well known that this energy transport is strongly 
coupled to dissipation in breaking waves. Actually 3 3 % 
of momentum transferred from the wind to the large scale 
ocean current systems is due to wave breaking, LONGUET- 
HIGGINS (1969). Further a particular goal was to 
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Ladehammerveien 6. 7004 Trondheim, Norway. 

** Assoc. Professor Rosenstiel School of Marine and 
Atmospheric Science, Miami. Florida. U.S.A. 
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investigate the effects of waves on various airborne 
radar systems such as the surface contour radar (SCR), 
the remote ocean wave spectrometer (ROWS), and the 
synthetic aparture radar (SAR). Therefore it became very 
important in this experiment to have the best avaiable 
directional wave buoys to provide the sea surface truth, 
and make it possible to calibrate air-borne radar 
instruments. The company SEATEX from Trondheim in Norway 
funded the deployment of such a buoy. 

Field Experiment. 
The experiment was performed 100 nautical miles 

east of the coast of Virginia between Cape Hateras and 
Cape Cod. This was an area where the Gulf Stream 
developed large eddies or rings, and thus interacted 
strongly with the waves. Fig 1 shows the location of some 
of the instruments that were deployed in SWADE. Five 
directional wave buoys were selected for this task, among 
them the third generation WAVESCAN Met/ocean buoy from 
SEATEX in Norway. Also a large spar buoy was brought into 
the experiment but unfortunately the spar buoy was lost 
in a severe storm that occurred at the site in late 
October 1990. Therefore a SWATH-ship "FREDERICK G. CREED" 
from Canada was brought into the experiment. A SWATH is a 
small waterplane area twin hull catamaran. This ship was 
equipped with an array of wave gauges that permitted the 
ship to move to several positions on the site and measure 
the directional spectra there, see DONELAN et al. 1992. 
The comparison between directional spectra measured at 
sea and directional spectra measured with air-borne 
SAR-radars had a high priority. 5 airplanes from NASA, 
NADC,CRPE,CCRS and NRL participated, and during the most 
intensive measuring period, these aircrafts flew over 
the sea area with a SCR (Surface Contour radar), a ROWS 
(Radar Ocean Wave Spectrometer), a SAR (X- and C-band 
Side Looking Real Aperture Radar) and finally a 
3-freguency SAR radar. During two intensive weeks not 
less than 41 flying missions were taken. 

Fig 2 shows the site where the experiment took 
place, and Fig 3 and Fig 4 show examples of directional 
spectra obtained with the WAVESCAN buoy. The spectra 
are shown in polar format. Such a format was also used 
extensively in the Labrador Sea Extreme Waves 
Experiment LEWEX program, see BEAL (1990). After 
termination of the LEWEX-experimental program it was 
recommended by the 8 participating countries to use the 
polar format as an international standard for 
directional spectra in order to make practical 
applications more easy, in particular for ships 
navigating with access to forecasted directional wave 
spectra, see KJELDSEN (1990 c). Also comparisons with 
satellite and airborne directional wave spectra becomes 
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The SWADE Arrays and Aircraft 

Fig. 1. The SWADE arrays and aircraft. 
( From WELLER,DONELAN,BRISCOE,HUANG 1990.) 

more convenient when all spectra are referenced to true 
North. 

Fig 5 shows the increase in mean temperature on 
earth and in carbon dioxide in the period from 1860 to 
1985. It is in particular in the two last decades that 
the carbon dioxide content in the atmosphere has a steep 
increase. Interaction between oceans and atmosphere are 
very important in this exchange of carbon dioxide and 
here the breaking waves plays an important role. 
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SWADE Buoys and Flight Patterns 
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Fig. 2. SWADE buoys and flight patterns. 
( From WELLER,DONELAN,BRISCOE,HUANG 1990.) 

Fig 6 shows the third generation met/ocean WAVESCAN 
buoy. The WAVESCAN system consist of : 

1. The met/ocean data buoy which automatically 
collects the raw data which is then processed onboard 
before transmission to the end user. A particular 
feature is the onboard wave directional analysis. 

2. A telemetry system which can be used with 
satellite links and/or UHF radio links. 

3. A data presentation system with RTscan software 
for communication, control and data presentation. 
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The data is avaiable to the end user in realtime from 
anywhere in the worldxs oceans. The system can make use 
of satellite systems, such as Service Argos, Inmarsat C, 
Meteosat or GOES, to provide the telemetry link. 
Locally, UHF radio may be used to provide a two way link 
to the shore based RTscan receiver/controller station. 
The data is organised and presented by the RTscan 
software which also provides the means to control and 
manage a network of buoys. 

For further details see BARSTOW et al. (1991). 

The buoy can be configured with sensors for : 
- Wave characteristics, (heights, frequencies, 
directions). 

- Wind speed and direction. 
- Air temperature, pressure and humidity. 
- Solar radiation. 
- Current profile, velocity and direction. 
- Water temperature. 
- Dissolved oxygen. 
- Ph-value. 
- Salinity. 
- Conductivity. 
- Redox. 

Fig 7 shows the WAVESCAN with an acoustic doppler 
current profiler,(ADCP) installed below. However this 
current meter is an additional option and it was not 
used in the SWADE experiment. 

WAVESCAN was found to be the ideal buoy to use in 
connection with weather routing applications for ships. 

Comparisons between results obtained with WAVESCAN and 
results obtained with SAR-radars. 

It has been observed that directional ocean wave 
spectra obtained from wave buoys in some cases were 
wider than directional wave spectra obtained for the 
same situation with SAR-radars. A possible explanation 
is that the buoys are moving in the sea in yaw motion 
during data acquisition. However the WAVESCAN buoy was 
calibrated in a large wave calibration project WADIC 
performed at the EKOFISK field in Norway. Here an array 
with lasers were used to measure the directional wave 
spectrum. WAVESCAN calibration equations were then 
obtained in which yaw motion was eliminated, see 
ALLENDER et. al. (1989). The WAVESCAN buoy has 
therefore been used extensively as a key sensor, and 
used for comparisons both with airborne and with 
satellite-borne SAR-radars. This was in particular the 
case during the LEWEX experiment. 
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There are various methods that can be used to 
derive the 3-dimensional spectra such as : 

- The Fourier Series Expansion Method. 
- The Maximum Likelyhood Method. 
- The Maximum Entropy Method. 
- The Variational Method. 
- The Direct Integral Method. 

An example of an algorithm used to derive directional 
spectra from the WAVESCAN buoy is given by KJELDSEN, 
KROGSTAD, OLSEN 1988. 

The idea to use data from several directional 
buoys installed at the same position simultaneously 
in order to establish a statistical weighted 
directional spectrum to represent the best estimate 
to sea surface truth was used both in the WADIC and 
in the Labrador Sea Extreme Waves Experiment LEWEX, 
see KJELDSEN (1990 b). 
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Fig. 5. Increase in mean temperature on earth and in 
content of carbon dioxide in the atmosphere (ppm) in the 
period from 1860 to 1985. ( From WORLD RESOURCES 
INSTITUTE.) 
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Fig.   6.   The Third Generation Met/ocean WAVESCAN buoy. 
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Fig.   7.   An ADCP  current meter  installed below the 
WAVESCAN buoy. 
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Mathematical Algorithm. 
Interaction between non-linear waves and strong 

surface currents such as the Gulf Stream is an 
important problem to consider with many practical 
applications. The Gulf Stream varies slowly in time 
and space and large vortex rings develop. In a study 
of waves on slowly varying currents it is natural 
to start with specifying the current field in space and 
time. However, in general, this is not possible. There 
is an ambiguity in the definition of still water when 
finite amplitude water waves propagate into the current. 
This is important because finite amplitude water waves 
often develop into breaking waves and thus the energy 
dissipation is governed by this non-linear wave-current 
interaction. The ambiguity is caused by the Stokes drift 
velocity. Thus superpostion of waves upon a current 
changes the current and its determination becomes part 
of the problem. 

Let us consider the two equations that governs the 
problem. First we have the equation for the wave action 
flux B: 

B=pgA*(U+Cg) 

2a 

Here B is the wave action flux, 
A the wave amplitude 
U the surface current velocity 

Cg the group velocity relative to the water 
a the intrinsic wave frequency 
p the sea water density 
g the gravity acceleration. 

The cyclic wave frequency w is given by the 
equation : 

c2 

Here k is the wave number and 
C is the phase velocity relative to the water. 
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Both the wave action flux and the cyclic wave 
frequency must be conserved. The problem can then be 
solved as two equations with two unknowns, namely the 
wave action and the surface current. When the equations 
are solved the following conditions must be taken into 
consideration. The non-linear dispersion relation for 
the waves is given by : 

4(l+f(A2k2)) k 

and the Stokes drift S is given by 

S=0.5*kA2C 

A new algorithm "CUWA"-(current-wave-interaction) 
is developed. Here a test simulation with non-linear 
Stokes waves propagating against a strong opposing 
current is considered. 

Also a case with linear waves is simulated for 
comparison. However the linear theory is not valid in 
this case as the amplitude of the linear waves tends 
towards infinity. 

The performed analysis showed that non-linear 
wave-current interactions are very important and 
deserves further attention. The research has many 
practical applications, such as forecasting of breaking 
waves, prediction of wave kinematics, pollution control 
and management of coastal areas and in particular 
navigation in coastal waters. 

Further work. 
There is a need not only to consider directional 

ocean wave spectra but also to analyse single waves. 
In particular measured extreme wave heights and wave 
groupiness should be analysed from the storm data 
obtained in november 1990. 

Further results obtained from the algorithm "CUWA" 
should be compared with measurements obtained at 
positions where strong wave-current interactions have 
taken place. 

An analysis of wave groups and single extreme 
waves has been initiated in other sea areas, see 
KJELDSEN (1989),KJELDSEN (1990 a) andKJELDSEN (1991). 
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Conclusions. 
1. The final conclusions that are derived from the 

SWADE experimental programme will not be published by 
single scientists but will appear as a joint 
publication from all participants. 

2. In nature it is often observed, that a current 
opposing the waves leads to a significant amount of 
whitecapping. The energy dissipation is then increased. 
It is nessessary to consider non-linear wave-current 
interaction computed by an algorithm such as "CUWA" in 
order to compute dissipation in breaking waves under 
such circumstances. 

3. Directional ocean wave spectra obtained with the 
WAVESCAN buoy is calibrated against a laser array 
installed on a fixed platform. Thus movements of this 
particular buoy during data acquisition is eliminated. 
The WAVESCAN buoy has therefore been used extensively, 
in order to establish sea surface truth used in 
assesment of results with airborne SAR-radars. 
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CHAPTER 30 

Time-Dependent Mild Slope Equation for Random Waves 

Yasuhiro Kubo* Yasuo Kotake2, Masahiko Isobe2 

and Akira Watanabe2 

A time-dependent mild slope equation is derived to simulate the deformation 

of irregular waves due to refraction, diffraction and breaking. It is based on 

Berkhoff's mild slope equation, but the resulting model is capable of simulating 

the time evolution of irregular wave profiles. The validity of the model is veri- 

fied through comparisons with experimental data in a wave flume. Application 

examples for two-dimensional problems are given. 

1     Introduction 

The mild slope equation derived by Berkhoff (1972) has widely been used in 

the numerical calculation of refraction and diffraction of regular waves. However, 

it is well known that the randomness of sea waves has a significant effect on the 

wave height distribution due to refraction and diffraction. 

In this paper a governing equation for calculating the time evolution of random 

waves due to refraction and diffraction is derived on the basis of the mild slope 

equation. An energy dissipation term is added to model the wave breaking. To 

examine the validity of the equation, the results of calculation are compared with 

measurements in a wave flume. Examples of model application to two-dimensional 

random wave computation are also given. 

1 Tokyo Electric Power Co. Ltd. 
2Dept. of Civil Eng. , Univ. of Tokyo ,Bunkyo-ku , Tokyo , 113 , Japan 
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2     Derivation of Governing Equation 

The mild slope equation derived by Berkhoff (1972) is written as 

V{ccgVfj) + k2ccgfj = 0 (1) 

where c is the wave celerity, cg the group velocity, k the wave number, and V the 

horizontal gradient operator. The quantity rj denotes the complex amplitude of 

the water surface elevation, by which the water surface elevation r) is expressed as 

rj = Re^e-""'] (w: the angular frequency). In the above equation, the quantities 

ccg and k2ccg depend on the frequency, which restricts the applicability of the 

mild slope equation to waves with a single frequency. 

For random waves, the water surface elevation is expressed as the superposition 

of component waves : 
oo 

r, = MY,f)me-iUmt] (2) 
m—1 

where u)m is the angular frequency and r)m the complex amplitude of the m-th 

component waves. 

To apply the mild slope equation to the analysis of random wave transforma- 

tion, we define a variable r) such that 

r, = Mi*-*•] (3) 

where UJ is a representative angular frequency such as the peak frequency. Com- 

paring this with Eq. (2), we have 

DO 

V = MY,Vme-iat] (4) 

and 

fu = ^me-,Au""i (5) 

where Ao>m = wm — UJ. The variable fjm is a function of time t, for which 

—j- = -iAujmrjm (6) 

The quantity fjm is a function of time t, it is a solution of Eq. (1) as well as f}m. 

Therefore, we can rewrite Eq. (1) as 

V[(ccs)mV7?m] + {k2ccg)mfjm = 0 (7) 

Since the quantities (ccg)m and (k2ccg)m depend on the angular frequency ojm, it 

is not possible to superimpose Eq. (7) for all component waves and calculate r) 
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directly. Therefore, we modify Eq. (7) and change the quantities ccg and k2ccg 

into constants independent of component angular frequencies. 

If we expand the quantities (ccg)m and (k2ccg)m into Taylor series of Awm 

and eliminate powers of Atjm using relations such as —iAa;m77m = dfjm/dt and 

(—iALJm)27]m = d2fjm/d2t, we can obtain an equation in which all the quantities 

can be determined from the representative frequency only. 

For example, by truncating the Taylor series at the first order, the first and 

second terms in Eq. (7) are expressed as 

dicc
S), 

du 
(cCg)mVvm =  [cc-g + ^±°L^m]Vf)m = CC-^Vm + *^ V     ^ (8) 

d(k2ccg 

= ccs yrirn + .d{ccg 

du) 

,Vm + 

M dfjm\ 
dt) 

,d(cc 

du 
g)df)m 

|    dt 
'm\7]m = F CC£ (k2ccg)mfim = [k2ccg + —-^-Awm]?7m = k2ccgfjm + i—j-1—^f- (9) 

where all the quantities ccg, d(ccg)/duit k2ccg and d(k2ccg)/duj are constants. 

Substitution of Equations (8) and (9) into Eq. (7) yields 

V(aV^m) + iV&8V(^)] + k'arjm + t^ = 0 (10) 

a = ccg (11) 

P = ^[-2(1 -n)+ — (2n - 1){1 - (2n - 1) cosh 2kd}} (12) 
K Aft 

7 = kc[2n + — (2fi - 1){1 - (2n - 1) cosh 2fcd}] (13) 

n= 1/2(1+ 2JW/sinh2iW) (14) 

Then, superposition of Eq. (10) for an infinite number of component waves yields 

V(aV»j) + ;V[£V(|J)] + War} + i^ = 0 (15) 

which is termed as a time-dependent mild slope equation for random waves. For 

random incident waves, fj along the boundary is determined by Eq. (4), and then 

fj in the calculation domain can directly be calculated by Eq. (15). 

The above expansion of the quantities ccg and k2ccg into the first-order Taylor 

series of Ao>m is equivalent to approximating them as linear functions of u. Fig. 1 

illustrates the accuracy of the approximation. As seen in Fig. 1, the error is 

insignificant when the deviation of the frequency from the representative value is 

small. 
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Fig. 1: Accuracy of the approximated quantities 

3     Modeling of Wave Breaking 

To incorporate energy dissipation due to wave breaking, an empirical energy 

dissipation term based on the model presented by Isobe(1986) is added to Eq. 

(15): 

V(aV^) + tVt8V(^)j + Pa(l + ifD)f, + ry(l + ifD)^ = 0 (16) 

where f^ is the energy dissipation coefficient. 

It is convenient to evaluate fD by using spatial wave profiles because time series 

of the spatial profile are obtained as a solution of Eq. (16). In the procedure, we 

first divide the spatial wave profiles into individual waves by the zero-up crossing 

method from offshore to onshore as shown in Fig. 2. 

To judge the breaking of individual waves, the amplitude to water depth ratio, 

wavel wave 2     :wave3:      wave4 
a   < • $ i g 

Fig. 2: Evaluation of energy dissipation function due to wave breaking 
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7, is introduced as follows: 

7=\f,\ld (17) 

where \fj\ is the amplitude at the wave crest and d the water depth. If 7 is greater 

than 7;, which is a critical value of wave breaking and determined by Eq. (18), 

the individual wave is judged to be breaking. 

76 = 0-H (18) 

•y'b = 0.53 - 0.3exp(-3i/d/L~0) + 5 tant /3exp{-45(y^/io - 0.1)2} (19) 

where Lo is the representative wavelength in deep water and tan/3 the bottom 

slope. The value 0.8 in Eq. (18) is introduced to consider that random waves are 

easier to break than regular waves. After breaking, if 7 becomes smaller than 7,. 

which is a critical value of wave recovery determined by Eq. (20), the individual 

wave is judged to have recovered. 

7r = 0.135 (20) 

To evaluate the spatial distribution of the energy dissipation coefficient, we 

first determine /cmax a^ each crest of breaking waves by Eq. (21), then obtain 

the energy dissipation coefficient fjj by interpolating /nrnax linearly as shown in 

Fig. 2, and finally calculate the water surface profile at the next time step. 

K j     1 / ^y  .—  /y 

Wx = -tan/3W—W  (21) 
2 V k>d V 1, - IT 

7, = 0.4 x (0.57+ 5.3 tan/3) (22) 

where k0 is the representative wave number. The same procedure is repeated for 

arbitrary time steps. 

4     Boundary conditions 

The open boundary condition, which allows outgoing waves to propagate freely, 

is not easy to implement. In addition, along the offshore boundary, the incident 

waves should be introduced. 

We apply a method presented by Ohyama et aZ.(1990) to the open boundaries. 

In the method, the energy of outgoing waves is absorbed in the energy dissipation 

layer which is added outside of the boundary. To introduce the incident waves 

from the offshore boundary, terms due to an exciting force are added on the right 

hand side: 

V(aVi)) + *V[£V(|?)] + Pa(l + ifD)rj + ij(l + zfD)^ 

= V(aV7*n) + tV[£V(^p)] + Pa(l + »/D)?m + 17(1 + ^D)~   (23) 
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where fj-m is the complex amplitude due to the incident waves. The above equation 

is obtained by substituting component, 7?out = fj — ^;n, due to outgoing waves for 

fj in Eq. (16). 

5     Application and Results 

Time-evolutional solutions can be obtained from Eq. (16) by using a finite 

difference method. 

Numerical calculations for the present equation are carried out for one-dimen- 

sional cases by using Crank-Nicholson method. Figures 3 and 4 show the result 

for two component waves with slightly different frequencies, 0.9w and l.lw (W: 

the mean angular frequency). Fig. 3 is for deep water and Fig. 4 for shallow 

water.   Spacial wave profiles are shown at four time steps from the top to the 

Fig. 3: Propagation of two-component waves (deep water) 

Fig. 4: Propagation of two-component waves (shallow water) 
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X= Ocm 

Fig. 5: Wave flume and bottom configuration 

bottom with an interval of a half of the mean period. It seems in Fig. 3 that 

waves propagate with the wave celerity c, while wave groups propagate with the 

group velocity cg. This can not be reproduced by the previous time-dependent 

mild slope equation. 

Results of numerical calculations are compared with experiments for the wave 

transformations on a slope to confirm the validity of the present equation. The 

data were obtained by Watanabe et al.(1988) in a wave flume shown in Fig. 5. 

Figures 6 and 7 compare the measured and calculated wave height variations of 

random waves on a beach with a slope of 1/30 . The offshore boundary condition 

is given at x = —40cm and the shoreline is located at x = 1000cm. Fig. 6 is for 

the plunging-breaker (case 1), while Fig. 7 for the spilling-breaker (case 2). 

The peak frequency fp and the significant wave height H-i/3 of the incident 

waves are O.SHz and 5.4cm for case 1, and 0.75Hz and 9.2cm for case 2. In the 

numerical calculations, the incident waves are given by synthesizing component 

waves with frequency 0.25/p ~ 2.5/p, which were extracted from the measured 

water surface elevation at the offshore boundary by using FFT. The grid size Aa; 

is 10cm and the time interval At is 0.02s. 

In Fig. 6, the calculated significant wave height variations does not agree well 

with the measured one near the breaking point since the present equation is linear. 

However, the root mean square of the water surface variation is predicted well 

due to the empirical formulation of the dissipation term. 

Fig. 8 compares the measured and calculated water surface fluctuations for 

the case 2. Fig. 8 (a) is for the offshore boundary, Fig. 8 (b) for the offshore 

zone, Fig. 8 (c) for the average breaking point and Fig. 8 (d) for the surf zone. 

As seen in Fig. 8 (b), a good agreement is obtained in the offshore zone, but 

in Fig.  8 (d) the difference is large.  Owing to the linearity of the equation, the 
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Fig.    6:   Comparison of the measured and calculated wave height variations 

(case l:Hi/3 = 5.4cm, fp = 0.5Hz) 
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Fig.    7:    Comparison of the measured and calculated wave height variations 

(case 2:H1/3 = 9.2cm, fp = 0.75Hz) 

present equation can not reproduce the non-linear properties such as skewness of 

the wave profile. However, the transformation of wave groups is well reproduced. 

As examples of application to two-dimensional problems, wave fields on a uni- 

form slope and around a detached breakwater are calculated by the present equa- 

tion. For two-dimensional problems, the ADI method is used because it reduces 

the memory size and computation time. 

Fig. 9 shows the calculation domain. The contour lines are shown for the 

energy dissipation coefficient fp in the energy dissipation layer. The layer is taken 

thicker along the offshore boundary than along the onshore boundary because of 

the difference in wavelengths. The grid size Al is 2m and the time interval At is 

0.02s. 
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Fig.   8:   Comparison of the measured and calculated wave surface fluctuations 

(case2) 

Numerical calculations are carried out for two cases: for regular waves and 

multidirectional irregular waves. The wave period or significant wave period is 

6s, and the wave height or significant wave height is lm in deep water. 

The frequency spectrum of the incident irregular waves is of the Bretshneider- 
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0.01m 

Pig. 9: Calculation domain 

Fig. 10: The frequency spectrum of incident waves 

Mitsuyasu spectrum and the Mitsuyasu-type directional distribution function is 

used with Srnax = 10. The incident irregular waves are given by the double sum- 

mation method in which 13 frequency components and 15 directional components 

are used. High frequency components are cut as shown in Fig. 10, because the 

applicability range of the present equation is restricted within a narrow band. 

Figures 11 (a) and 11 (b) compare the analytical and numerical solution of 

wave height variations of component waves due to refraction. Fig. 11 (a) is for 

the longest wave period 8.09 s and Fig. 11 (b) for the shortest wave period 3.89s. 

In these figures, the calculated solutions agree well with the analytical ones. 

Figures 12 (a) and 12 (b) show the results of the numerical calculation of 

the wave field around a detached breakwater for regular and irregular waves, 

respectively. Figures 13 and 14 show the wave height variations along the X- 

and Y-axis. As seen in these figures, the distribution of wave height is smoother 
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Fig.   11:  Comparison of the analytical and calculated wave height variations of 

component wave 

(a) regular wave field (b)  irregular wave field 

Fig.  12: Comparison of the regular wave field and irregular wave field around a 

detached breakwater 

for the irregular waves because of the frequency and directional distribution. 

For the regular waves, nodes and anti-nodes are clearly seen. The asymmetrical 

distribution of wave height for irregular waves is due to a statistical variation 

because the significant wave height is obtained by using #1/3 = 4.0047?rms, where 

?7rms is the root mean square of the water surface elevation. 
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6     Conclusion 

A time-dependent mild slope equation for random waves was derived from 

Berkhoff 's mild slope equation. An advantage of the present equation is that it 

allows to calculate the time evolution of the random wave transformation due to 

refraction and diffraction and can easily incorporate a breaking wave model. The 

results of numerical calculations were compared with theoretical predictions and 

laboratory data, which confirmed the validity of the present equation. 
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CHAPTER 31 

EVALUATION OF NUMERICAL MODELS ON 
WAVE-CURRENT INTERACTIONS 

Jung L. Lee1 and Hsiang Wang ; 

Abstract 
Five comtemporary numerical models on wave-current interactions are evaluated in this 
paper. The bases of evaluation are mathematical exactness, degree of computational dif- 
ficulty and practical applicability in terms of the abilities of handling shoaling, refraction, 
diffraction, reflection and wave-current interaction. Recommendations are given in matrix 
form on the relative merit of each model. 

1 Introduction 
In the past two decades, we have witnessed remarkable progress in modeling nearshore hy- 
drodynamics by numerical techniques. Prediction of nearshore waves took a new dimension 
with the introduction of the mild slope equation by Berkhoff (1972) which is capable of 
handling the combined effects of refraction and diffraction. Since then significant progress 
has been made in computational techniques as well as model capabilities, notably by Rad- 
der (1979), Copeland (1985), Ebersole (1986), Yoo and O'Connor (1986a), and Dalrymple 
et al. (1989). 

Prediction of nearshore, wave-induced currents has also advanced considerably since 
some of the earlier development by Noda et al. (1974) and Ebersole and Dalrymple (1979). 
Both of these earlier models were driven by a wave refraction model but with no current 
feed back. More recently, Yoo and O'Connor (1986b) developed a wave-induced circulation 
model based upon what could be classified as a hyperbolic-type wave equation; Yan (1987) 
and Winer (1988) developed their interaction models based upon parabolic approximation 
of the wave equation. 

Five wave and current coupled models were selected for evaluation. Of the five wave 
models, four were selected from existing literature and one was developed by the authors. 
The main differences among the 5 models are their governing wave equations and the as- 

^raduate Assistant, Coastal and Oceanographic Engineering Department, Univ. of Florida 
2Professor, Coastal and Oceanographic Engineering Department, 336 Weil Hall, University of 

Florida, Gainesville, FL 32611, USA 
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sociated numerical methods; they include two hyperbolic types, two elliptic types, and one 
parabolic type. Each can be derived from the mild slope equation given by Kirby(1984), 
with varying degrees of approximations. The current model is governed by the depth- 
integrated momentum and continuity equations, much the same as given by Ebersole and 
Dalrymple (1979). 

In this paper, the emphasis is on evaluating wave models and their suitability for wave- 
current interaction modeling. Thus, the current condition is given as input rather than 
coupled with the circulation model. The evaluation of fully coupled models has been pre- 
sented in Lee and Wang (1992). 

2 Wave equations 
The governing equations of the 5 models are all derivable from the linearized mild slope 
wave-current interaction equation given by Kirby (1984) as follows: 

S + (v'u) m ~ v' (ccsv^ + ^ ~ k2cc'9)4> = o (i) 

where, <j> is the surface velocity potential 
C is the relative phase velocity {o Ik) 

Cg is the relative group velocity (da/dk) 
a is the intrinsic angular frequency (<r2 = gk tanh kh) 
u> is the apparent angular frequency 
k is the wave number 
h is the water depth 
U is the steady current velocity vector (u,v). 

The intrinsic frequency and  wave number for progressive waves are determined by  the 
Doppler equation 

w = od + U • K 

where a^ and K are, respectively, the intrinsic angular frequency and wave number vector 
with the inclusion of diffraction effect. Ignoring the mean surface gradient in the above 
equation yields the conventional Doppler equation (see Eq.(9)). If any reflective wave exists 
in the current field, the intrinsic frequency and wave number of the reflected wave should 
be determined by a separate Doppler equation. Therefore, wave reflection effects may be 
included by superposition. 

2.1 Hyperbolic-type model I (HM I) [Ohnaka et al. 
The governing equations are a pair of first-order equations which constitute a hyperbolic 
system similar to the shallow water wave equations. Ito and Tanimoto (1972) first proposed 
the approach and Copeland (1985) completed the formulation through the application of 
the mild slope equation. Ohnaka et al. (1988) extended the formulation to a wave and 
current coexisting field to obtain: 

[' + 5<7?-< + V.(l7,) + V.(^Z*) = 0 (2) 
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The unknowns to be solved are the wave surface elevation,);, and the gradient of surface ve- 
locity potential, V<j>. It can be shown that in the presence of strong currents these equations 
will lead to conditions inconsistent with the conservation equation of wave action given by 
Brethorton and Garett (1968). 

2.2 Hyperbolic-type model II (HM II) [Yoo et al, 1986b] 
In this second model the governing equations are based on kinematic and dynamic conser- 
vation equations of wave properties averaged over both a wave period and a wave length; 
they are of the following forms: 

£ + (C,f + U) • VK + K • V, + _^V, - ^V[V^)] = 0 (4) 

!(£) + V.[(C,| + tf)£] = 0 (5) 

Eqs.(4) and (5) are used to solve for K and a2/a. 

2.3 Elliptic-type model I (EM I) 
The surface velocity potential is now assumed to be a harmonic function of time expressed 
as: 

4>(x,t) = 4>(x)e-iwt 

where <^(x) is the surface potential in steady state. Substituting the above equation into 
Eq.(l) gives, 

-iw{2U • Vj> + <£(V • U)} + (U • V){U • V<£) + (V • V){U • Vj>) 

-V • (CCgV4>) + (a2 - u2 - k2CCg)j> = 0 (6) 

The above equation together with the Doppler equation permits us to solve for ^(x). 

2.4 Elliptic-type model II (EM II) [Jeong, 1990] 
The surface velocity potential is approximated by wave-period and wave-length averaged 
quantity as, 

0(x, 4) = A^y* = A(x)ei{f K-<*x-"*) (7) 

Substituting the above equation into the linearized free surface boundary conditions, we 
obtain 

A   =    -i—a (8) 

°l   =   S-frA-Vfj (9) 

Where u^ is the intrinsic angular frequency with diffraction effect as mentioned earlier, and 
fj is the mean surface elevation. The second term in Eq.(9) can be usually be neglected. 
Substituting Eqs.(7-9) into Eq.(l) and after some manipulation the real and imaginary parts 
yield two equations; the real part is the energy conservation equation of elliptic type, 

V • [(Cgj + U)£] = 0 (10) 
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and the imaginary part is the Eikonal equation, 

CCg-K2~V-(CCgV--) 
a a 

lCCg- = 0 
a (H) 

Since there are 3 unknowns, a, Kx and Ky, another equation expressing the irrotationality 
of wave number is introduced. 

V X K = 0 (12) 

2.5 Parabolic-type model (PM) [Winer,  
The parabolic approximation to the elliptic-type equation of harmonic wave motion (Eq.6) 
is derived by 1) splitting the surface potential into two components (<j> = <j>+ + <j>~) and 
2) assuming that the waves are oriented in the x-direction, thus, allowing ky = 0. There 
were several approaches with varying degrees of approximations to arrive at various terms 
of parabolic equation. The version suggested by Winer (1989) has the final form, 

a(Cgx + «)— + i(k0 - kx){Cgx + u)A' + T^KCffx 

i d .^ dA\    todv A,        dA! 

2Ty
{CC9-^)-2¥yA-^l^ 

• «)K = 

(13) 

where 

A! • 1+,,-iK- Cgx = C#y 

3 Numerical schemes 
The numerical methods of all models fall under the category of finite difference method 
(FDM). Table 1 summarizes the numerical schemes as well as the unknowns of each model. 
The downwave and side boundary conditions are summarized in Table 2. A brief description 
of the numerical scheme of each model is given here. 

Table 1 

Model Unknowns Numerical scheme 

HMI rj and V<j> FDM on a staggered grid system 
HMII a and K FDM on a staggered grid system 

EMI complex 4> Combined Gragg's method-FDM 
EM II a, K and 0 Generalized Lax-Friedrich FDM 
PM complex A' Crank-Nicholson FDM 

Table 2 

Model Downwave B.C. Side B.C. 
HMI Method of chracteristics VyTj   =    ikyTj 

HMII Vxa = 0, VXKX = 0 Ky given by Snell's law 
EMI - Vy(j> = iky(f> 

EMU Vxa = 0, VJ = 0 8 given by Snell's law 
PM - VyA' = ikyA' 
Z>=finite difference operator 
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3.1 Hyperbolic model I 
The numerical technique is based on Ohnaka et al. (1988). However, the technique of treat- 
ing boundary conditions and calculating wave angles has been improved by the introduction 
of the complex variables as given in Table 2. For details see Lee and Wang (1992). 

In the case of wave-current interaction, the determination of wave angle is very impor- 
tant because phase speed, group velocity and intrinsic frequency are determined through 
the dispersion equation which contains the scalar product of the current vector and the 
wave number vector. The wave angle is calculated at the center of each grid location by 
the approximation 

72e(V„<£/77) 

1le(Vx<i>lrj) 

and the wave height is calculated by 

II = 2^TZe{rj}2 + Zm{7?}2 

3.2 Hyperbolic model II 
The numerical scheme used here is the same as detailed in Yoo and O'Connor (1986a). The 
wave amplitude is specified at the center of the grid whereas the wave number vector is 
situated at the side of the grid. 

The wave angle is calculated at the center of each grid location 

Kx 

where the wave number vector indicates the value at the center of each grid and the wave 
angle is measured from the x-axis. 

3.3 Elliptic model I 
The numerical scheme was developed by the authors. Here, Eq.(6) is treated as an or- 
dinary differential equation in x while letting the y-direction differential operator, V, be 
approximated by a finite difference scheme, 

(u2 - CCg)<j>xx + {-2ium + 2uux + uyv -f uvy - (CCg)x}4>x 

+2uvVy(<l>x) + {-2iuv + 2vvx + uvx + uxv - (CCg)y}Vy(<f>) 

+(v2 - CCg)Vyy{4>) + {~Mux + vy) + a2 - u>2 - k2CCg}4> = 0 

in which subscripts indicate the differentiations. 

The above equation is then converted into a pair of first-order equations by the simple 
expediency of defining the derivative as a second function. 

[{—2iijju + 2uux + uyv + uvy - (CCg)x}<j>i 
u2 - CCg 

+2uvVy(j>i) + T(4>)] 
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where 

JF(>)    =    {-2iu>v + 2vvx + uvx + uxv - {CCg)y}Vv4> + (v2 - CCg)Vyy<j> 

+{-iu(ux + vy) + <T
2
 - ui2 - k2CCg)4> 

These ordinary differential equations are solved numerically using Gragg's method for which 
the main algorithm for a differential equation <f>>(x) = f(x,<f>(x)) is given as 

2/1    =    <pi-i + hf(xi-i,<f>i-i) 

W+i    =    yj-i + 2hf{xi-i+jh,yj) j = l,2,..,n-l 

4>i    =    (yn + yn-i + hf(xi,yn))/2 

where h is a subgrid space defined as h = Ax/n. 

The upwave boundary condition is merely the specified complex tj> determined by the 
incident wave amplitude and wave angle. The side boundary conditions are either non- 
reflective or reflective. The non-reflective boundary condition can be specified by Snell's 
law in the absence of diffraction, 

<f>y = iky<j> where ky = ksm6 = k0smd0 

The reflective boundary condition is expressed as 

<j>y = 0 i.e. ky = 0 

If there is any reflective structure posed in the y-direction, the direction of the reflected 
waves is the mirror image of that of the incident wave. Since the unknown in this model is 
the complex surface potential, the reflected wave field can be easily specified as the conjugate 
by tracing the computation backward. 

The wave angle is calculated by 

Kx 

where 

with 

Kv = ViS 

S    =    K-x = tan-1[Im(0)/72e(^)] 

V±S   =    [S^-S^/Ay   or   [Sj-S^/Ay 

The wave height is calculated easily by 

H = 2JlZe{~4>}2 + lm{-4>}2 

3.4 Elliptic model II 
By introducing wave angle, 0, Eq.(ll) can be expressed as, 

AK2 - C = 0 
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where, 

A = CCg- 
i 

The solution of K is simply, 

COASTAL ENGINEERING 1992 

C = V • (CCgV-) + k2CCg- 

The generalized Lax-Friedrich method is employed to solve Eqs.(lO) and (12). Both 
unknown, 0 and a, are solved row by row using an explicit FDM (Ebersole et al. (1986) or 
Jeong (1990)). 

3.5 Parabolic model 
Eq.(13) is solved by the Crank-Nicolson scheme using a double sweep approach. The first 
sweep is required to approximate the x-directional component of group velocity. 

The wave angle is calculated by 

1 = tan 
Kx 

where 

with 

ky/l ~ (Ky/k)2, Ky = VfS 

S   = 

V$S 

I Kxdx - k0x + Kyy = ta,n~1[lm(A')/Tle(A')] 

[Sj+i ~ Sjl/Ay   or   [Sj - Sj-i]/Ay 

The wave height is calculated by, 

H = 2Jlle{-A'}2 + lm{-A'Y 

4 Comparisons of wave models 

4.1 Basic equation 
The nature and the exactness of the basic equations in each model are evaluated in terms of 
dynamics (energy conservation) and kinematics (Eikonal equation). The comparisons are 
summarized in Table 3. For details see Lee and Wang (1992). 

Table 3 

Model Assumption Energy eq. Eikonal eq. Violating cond. 

HMI gr] S ia<t> approx. exact strong current 
HMII V{CCg) =* 0 exact approx. steep slope 
EMI - exact exact - 
EMU - exact exact - 
PM fcy = 0 approx. approx. wide angle 
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4.2 Computational difficulty 
The degree of computational difficulty is measured in terms of stability as well as CPU 
time. The stability criteria given below are obtained for ideal cases only. Therefore, they 
are not general as well as not vigorous. 

Table 4 

Model Stability 
HMI At < T/[(Lmax/Ax)2 + (L^/Ay)2}1'2 

HMII At < T/[(naLmax/Ax)2 + {naLmaxj Ay)2}1!2 

EMI Ay > Lmax/-K for central difference method 
EM II Ay > Lmax/ir for r = 0 
PM stable 
na = Cga/Ca (with subscript a indicating the absolute) 

The comparison for the computational time is also not general. Rather, a specific 
configuration as shown in Fig.l is used as the test bench mark. This configuration is a 
cicular shoal used by Ito and Tanimoto (1972) in their laboratory experiment to study 
combined diffraction and refraction. This configuration has been cited by many authors 
for verification purposes. Here, the same grids and same accuracy criteria are used in all 
models. Wave heights along three cross-sections as shown in Fig.2 are compared with the 
laboratory data of Ito arid Tanimoto. The CPU time on a VAX-8350 computer and the 
values of the agreement parameter are given below. 

Table 5 

Model CPU time rf(Sec.l) d(Sec.2) d(Sec.3) 
HMI 15   min 0.98 0.97 0.95 
HMII 12   min 0.97 0.97 0.96 
EMI 24    sec 0.96 0.97 0.94 
EM II 5   min 0.98 0.97 0.96 
PM 17    sec 0.97 0.97 0.95 

The agreement is based on an index, d, given here as an agreement parameter (Willmott, 
1981): 

d = 1 Ef(P, - Oi) 
Z»(\p,-o\ + \ot~o\)2 

where P; is the numerical value, 0; is the theoretical or observed value and 0 is the mean 
of the variates O;. The values for d vary between 0 and 1.0, with 1.0 indicating perfect 
agreement. 

4.3 Wave shoaling and refraction 
To test wave shoaling and refraction, numerical results were compared with the analytical 
solutions based on the energy conservation equation and Snell's law for waves propagating 
over a uniform slope. The input data are uniformly given to each model as follows: 



440 COASTAL ENGINEERING 1992 

SEC.2     SEC.3 
1 i , 

\\ 

( 'r !W 111 
^ 

^ 

SEC.l 

x/U 

Figure 1: Shoal configuration for comparison of CPU time (concentric circular con- 
tours of hjLi). 

Figure 2: Comparison with the laboratory data of Ito and Tanimoto (1972). 
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Figure 3: Comparison of wave shoaling and wave refraction. 

NX    NY    Ax(m)    Ay(rn)    T(sec) 
101     21 0.02 0.14 0.8 

The time step in the hyperbolic models is fixed at 0.01 sec. 

As shown in Figure 3, all models except hyperbolic model I produce results of good 
agreement. Hyperbolic model I, on the other hand, induces periodical fluctuations. The 
numerical error appears to be related to the ratio of grid size to wave length. As the 
wave length shortens towards shoreline the error becomes larger and also propagates up- 
wave as time progresses. The numerical results were taken along a center grid line in x- axis. 

4,4 Wave diffraction 
Wave diffraction was evaluated by comparing wave height with the analytical solution given 
by Wiegel (1962) for a semi-infinite breakwater. The input data are uniformly given as 
NX=91, NY=75, Az=0,04 m ( = 0.1 L), Ai/=0.08 m for 7=0.511 sec except elliptic model 
II where NY=38 and Ay=0.16 m were used to avoid numerical instability. The time step 
is 0.01 sec in the hyperbolic models. 

Figure 4 shows the comparisons for waves approaching normal to the breakwater axis. 
All models appear to agree well with the analytical result. For 30° angle to the normal, 
however, only hyperbolic model I and elliptic model II perform adequately (Fig.5). The 
performance in general can be improved by reducing Ay, except elliptic model II which is 
almost stable regardless the size of Ay. 



442 COASTAL ENGINEERING 1992 

Hyperbolic Model Elliptic Model  I 

-4-3-2-10     1      2     3     4 

Elliptic Model  II 

s 
:     I 

VII 
% IS */ 

•     \ //'' •, , ,1 /r,\, 

-4-3-2-10     1      2     3     4 

Parabolic  Model 

-4   -3  -2-10     1 

Figure 4: Comparison of wave diffraction for semi-infinite breakwater (0°) between 
analytic solutions (dotted line) and numerical solutions (solid contour line of 0.8, 0.6, 
0.4 and 0.2 diffraction coeff. from left). 
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Figure 5: Comparison of wave diffraction for semi-infinite breakwater (30°). 
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Figure 6: Wave reflection tests against wall. 

4.5 Wave reflection 
Wave reflection was tested for the case of waves approaching a seawall at 0° and 30° in 
constant deep water depth of 3 m, using the listed input conditions, 

input data NX NY Ax(m) Ay(m) At(sec) T(sec) 
HM 
EMI 

61 
61 

21 
21 

0.08 
0.08 

0.08 
0.50 

0.02 1.0 
1.0 

Owing to the finite grid size and time step a numerical error is also expected. Figure 
6 shows that the numerical results, on the whole, agree well with theory for both 0° and 
30° wave angles. The hyperbolic model tends to yield slightly larger error in wave height, 
whereas the elliptic model I produces slightly larger phase error. 

The wave reflection against the bottom slope was also compared with the 3-dimensional 
numerical solution represented by Booij (1983). Both models run in this study give reason- 
ably good agreement as shown in Fig.7. 

4.6 Wave-current interaction 
Wave-current interaction is compared for cases of colinear current and wave refraction due 
to the shearing current, both in constant deep water depth of 3 m. The analytic solution 
for the shearing current is given by Longuet-Higgins and Stewart (1961). The given wave 
conditions are //,=0.1 m at the upwave boundary and T=l sec. Waves are allowed to 
freely pass through the downwave boundaries. The input data are uniform with NX=101, 
NY=21, Az=0.1 m Ay=0.6 m for the elliptic models and Ay=0.l m for the rest. At, 
whenever applicable, is taken as 0.01 sec. 

The comparisons with analytical solutions are given in Fig.8. For the colinear case, all 
except hyperbolic model I performed adequately. For non-colinear case, hyperbolic model II 
and elliptic model II yield good results; the rest all produce varying degrees of inconsistency. 
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Figure 7: Wave reflection tests against bottom slope. 

COLINEAR REFRACTION  (height) REFRACTION  (angle) 

Figure 8: Wave-current interaction comparison. 
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4.7 Summary 
Each model was evaluated or run on a number of bench mark cases. The final evaluations 
with assigned rankings are given in the following matrix: 

Table 6 

Case HMI HMII EM I EMU PM 
Governing equation M 0 0 0 M 
Programming ease 0 M 0 M 0 
Numerical stability M X X X 0 
Computational time X X 0 M 0 
Shoaling 0 0 0 0 0 
Refraction M 0 M 0 M 
Diffraction (normal) 0 0 0 0 0 
Diffraction (oblique) 0 0 X 0 M 
Reflection (vertical) 0 - 0 - - 
Reflection (slope) 0 - 0 - - 
Current (colinear) M 0 0 0 0 
Current (refraction) X 0 M 0 X 

0: good      M: marginal      X: bad       -: not applicable 

5 Conclusions 
Five numerical wave-current interaction models were evaluated in a two-dimensional domain 
through mutual comparisons. The evaluation is limited in that the bench mark cases are 
restricted to those with either theoretical solution or accepted hydraulic model results. 
Within this context, the performance of each model is evaluated, and the comparisons are 
given in a matrix form. At this moment, there appears to be no single model that clearly 
outperforms the others. The selection of a model for application depends upon the intended 
purpose. Therefore, the present paper should serve as a useful guilde line for model selection. 

References 
[1] Berkhoff, J.C.W., 1972. "Computation of combined refraction-diffraction," Proc. 13th 

ICCE, ASCE, pp.471-490. 

[2] Booij, N., 1983. "A note on the accuracy of the mild slope equation," Coastal Eng., 
Amsterdam Netherlands, Vol. 7, pp.191-203. 

[3] Brethorton, F.P. and C.J.R. Garrett, 1969. "Wave trains on inhomogeneous moving 
media," Proc. Royal Society of London, London, England, Series A, Vol. 302, pp.529- 
554. 

[4] Copeland, G.J.M., 1985. "A practical alternative to the mild slope wave equation," 
Coastal Eng., Amsterdam Netherlands, Vol. 9, pp.125-149. 

[5] Dalrymple, R.A., K.D. Suh, J.T. Kirby and J.W. Chae, 1989. "Models for very wide- 
angle water waves and wave diffraction. Part 2. Irregular bathymetry," J. Fluid Mech. 
Vol. 201, pp.299-322. 



446 COASTAL ENGINEERING 1992 

[6] Ebersole, B.A. and Dalrymple R.A., 1979. "A numerical model for nearshore circulation 
including convective accelerations and lateral mixing," Ocean Engineering Report No. 
21, Dept. of Civil Eng., Univ. of Delaware, Newark, Delaware. 

[7] Ebersole, B.A., M.A. Cialone and M.D. Prater, 1986. "Regional coastal processes nu- 
merical modeling system," Report 1, RCPWAVE-A linear wave propagation model for 
engineering use, Technical report CERC-86-4, US Army Engineer WES, Vicksburg, Mis- 
sissippi. 

[8] Ito, Y. and K. Tanimoto, 1972. "A method of numerical analysis of wave propagation- 
Application to wave diffraction and refraction," Proc. 13th ICCE, ASCE, pp.503-522. 

[9] Jeong, S.T., 1990. "Wave transformation in regions of slowly varying depths with cur- 
rents", Ph.D dissertation, Dept. of Civil Engineering, Seoul National Univ., Seoul, Korea. 

[10] Kirby, J.T., 1984. "A note on linear surface wave-current interaction over slowly varying 
topography," J. Geophysical Research, Vol. 89, No. Cl, pp.745-747. 

[11] Lee, J.L. and H. Wang, 1992. "Evaluation of wave models coupled with the circulation 
model," UFL/COEL-92/014, Coastal and Oceanographic Engineering Department, Univ. 
of Florida, Gainesville. 

[12] Longuet-Higgins, M.S. and R.W. Stewart, 1961. "The changes in amplitude of short 
gravity waves on steady non-uniform currents, J. Fluid Mech., Vol. 10, pp.529-549. 

[13] Noda, E., C.J. Sonu, V.C. Rupert and J.I. Collins, 1974. "Nearshore circulation under 
sea breeze conditions and wave-current interactions in the surf zone," Tetra Tech Report 
TC-149-4. 

[14] Ohnaka, S., A. Watanabe and M. Isobe, 1988. "Numerical modeling of wave deforma- 
tion with a current," Proc. 21th ICCE, ASCE, pp.393-407. 

[15] Radder A.C., 1979. "On the parabolic equation for water-wave propagation," J. Fluid 
Mech., Vol. 95, pp.159-176. 

[16] Wiegel, R.L., 1962. "Diffraction of waves by a semi-infinite breakwater," J. Hydraulics 
Div., ASCE, Vol. 88, No. HY1, pp.27-44. 

[17] Willmott, C.J., 1981. "On the validation of models," Phys. Geog. Vol. 2, pp.184-194. 

[18] Winer, U.S., 1988. "Numerical modeling of wave-induced currents using a parabolic 
wave equation," Ph.D dissertation, Coastal and Oceanographic Engineering Department, 
Univ. of Florida, Gainesville. 

[19] Yan, Y., 1987. "Numerical modeling of current and wave interaction on an inlet-beach 
system," Technical Report No. 73, Coastal and Oceanographic Engineering Department, 
Univ. of Florida, Gainesville. 

[20] Yoo, D. and B.A. O'Connor, 1986a. "Mathematical modeling of wave-induced 
nearshore circulations," Proc. 20th ICCE, ASCE, pp.1667-1681. 

[21] Yoo, D. and B.A. O'Connor, 1986b. "Ray model for caustic gravity waves," Proc. 5th 
Congress of Asian and Pacific Division, IAHR, Vol. 3, pp.1-13. 



CHAPTER 32 

WAVE TRANSFORMATIONS OVER A SUBMERGED BAR: 
EXPERIMENTS AND THEORETICAL INTERPRETATIONS 

Gianfranco Liberatore1 and Marco Petti2 

Abstract 

Random wave tests were performed in a flume to investigate wave 
transformations above a submerged bar built on a horizontal bottom. 

Wave data were analysed in the frequency and time domains. In the time 
domain, reference was made both to short (/>0.5/„) and long waves (with 
/<0.5/p). This allowed in particular investigation of transformations of long 
waves passing over the bar. 

Experimental results were interpreted using a second-order analytical 
model, able to separate first- and second-order components from given 
(measured) variance spectra. The analytical method proved to be conveniently 
applicable as long as breaking phenomena are not too intense. 

Introduction 

As is well-known, the presence of a bar in domains of relatively shallow- 
water severely modifies the evolution of wave trains during their propagation 
from deep to shallow water. 

At present, knowledge of wave transformations over submerged bars is not 
satisfactory and theoretical models are still not able to take into account 
adequately phenomena such as wave breaking occurring on a bar in shallow 
waters. The problem, certainly interesting from both the theoretical and 
engineering points of view, has recently been studied in several theoretical 
investigations aiming at a better mathematical description of wave 
transformations over a bar. In this regard, recent theoretical contributions 
deal, for example, with inclusion of breaking effects in Boussinesq-type 
equations (e.g., Schaffer et al., 1991, Brocchini et al., 1991) or in mild slope 
type  equations   (Rojanakamthorn  et   al.   1989).   A  number  od  experimental 

1Associate Professor, Institute of Maritime Structures, University of Padova, 
Via Ognissanti, 39 - 35129 Padova (Italy) 

2Researcher, Department of Civil Engineering, University of Firenze, Via S. 
Marta, 3 - 50139 Firenze (Italy) 
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investigations has also been conducted recently to improve understanding of 
wave transformations over bars and to calibrate numerical models (Thorkilsen 
et al., 1991, Liberatore and Petti, 1991, Battjes and Beji, 1992, Beji et al., 
1992, Smith and Kraus, 1992). 

The aim of the present paper is first to contribute via experimental 
investigations to better understanding of the phenomena occurring when a bar 
is present and, second, to interpret spectral transformations using a non-linear 
(second-order) theoretical model (Petti, 1991). 

Experimental apparatus and procedure 

Investigations were carried out in a flume 33 m long, 1 m wide and 1.2 m 
deep. A smooth 30 cm high submerged bar, with offshore slope 1:20, inshore 
slope 1:10 and top width of 2 m was built on the horizontal (concrete) bottom 
of the flume. A spending beach with slope 1:10 (covered with absorbing 
mattresses) was also modelled in the flume (Fig. 1). Concrete was used to built 
both bar and beach. 

_~-        g54 £15 180        160.      160     ,190, 
1p -p | ' r        I I T^ 

Fig. 1 - Experimental apparatus and location of wave gauges 

Waves were measured at thirteen measuring stations in the flume using 
eight parallel wire resistance wave gauges in two shifts. In Fig. 1, squared 
numbers correspond to group 1 (8 gauges, first shift) and circled numbers and 
letters to group 2 (second shift). Three of the measuring points (A, B and C) 
were common to the two shifts, enabling the repeatability of the two 
experiments to be checked. The gauges were set up so as to permit 
measurement of transformations of waves passing the bar, as well as reflections 
from both bar and spending beach. 

Two offshore water depths of 40 and 50 cm were considered in the 
experiments; water depth above the bar was therefore 10 and 20 cm 
respectively. 

For each water depth, three different random wave trains were 
generated. Their characteristics are shown in Tab.l. 

Waves in the flume were produced by an hydraulically driven servo- 
controlled wave generator operated by a personal computer. A white noise 
filtering technique was used for wave generation. Every run lasted 1000 s. 
Sampling rate was 10 Hz. 

Both short and long waves were analysed by filtering the signal and, 
considering the frequencies respectively higher and lower than 0.5/„, 
reconstructing the time domain signal (the basis for subsequent zero-crossing 



WAVE TRANSFORMATIONS 449 

analyses) using Inverse Fourier Transforms. This type of procedure was first 
proposed by Petti (1988). 

Table 1 - Characteristics of waves generated in flume. 

Test 

no. 

a               fp 

(Hz) 

Hmo          7 

(cm) 

depth 

(cm) 

1 
2 
3 

4 
5 
6 

0.0075         0.650 
0.0081         0.781 
0.0081         0.850 

0.0075         0.650 
0.0075        0.781 
0.0081         0.850 

9.8 2.0 
7.9 3.0 
7.0         3.0 

11.6         2.0 
9.4         3.0 
8.2         3.0 

40 
40 
40 

50 
50 
50 

Reflection coefficients in front of the bar and in front of the spending 
beach were also calculated using the method of Goda and Suzuki (1976). 

For short waves, these coefficients ranged between 0.17 and 0.22 for the 
berm, and between 0.22 and 0.30 for the beach (lower values corresponding to 
shorter peak periods). For long waves, reflection coefficients were much higher, 
varying between 0.91 and 0.98 for the bar and between 0.62 and 0.70 for the 
beach. 

Results of experiments 

As an example, Figs. 3a and 3b show profiles of short and long waves in 
the time domain obtained for gauges 1 and 6 during test 1. As the figures 
show, non-linearities and consequent long waves are definitely more 
pronounced for gauge 6, located at a shallower depth. 

V 
(cm) 

JWf) UNII/WA^ IAI 
gauge 1 

20 30 
time (s) 

20 30 
time (s) 

Fig. 3a -Example of profiles of short waves in time domain (test 1). 
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1 
(cm) 

20 30 
time (s) 

gauge 1 

Fig. 3b — Example of profiles of long waves in time domain (test 1). 

Spectral analyses generally reveal non-linear transformations of spectra on 
the seaside slope of the bar, with build-up of energy at low and high 
frequencies (/=2/„) due to shallow water effects. As a consequence of wave 
breaking processes on the bar, further transformations of spectra occur, leading 
to decreased energy depending on intensity of breaking. Behind the bar, rather 
broad, uniform spectra result. 

Wave spectra computed during test 1 (/i=40 cm, /p=0.65 Hz, Hm= 9.8 
cm) are shown as examples in Figs. 4a and 4b. 

sm 
[cm2s] 

: j 

gauge 1.   ... 

0.5 1             1.5           2            2.5           3 

frequency [Hz] frequency [Hz] 

Fig.4a- Wave spectra obtained for test 1 (gauges 1 and 6). 

Figs. 5 and 6 show trends for significant short wave heights Hs and for 
corresponding periods Ts, obtained for the two water depths of 40 and 50 cm, 
for all random wave trains generated during the experiments. 

Figs. 5a show some increases in wave heights in the wave trains 
considered, due to shoaling effects, reaching a maximum on the seaside slope 
of the bar. 
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S(f) 
[cm s] 

 ; 

gauge 7  

frequency [Hz] 

S(f) 
[cm2s] 

frequency [Hz] 

Fig.4b - Wave spectra obtained for test 1 (gauges 7 and 12) 

Then decreases occur, due to breaking effects for waves passing the bar, 
with (nearly) constant wave heights for the three wave trains considered here. 

Similar trends are observed for the greater water depth (50 cm; Fig. 6a), 
although in this case breaking processes are weaker and decreases in wave 
height are also less evident. 

(cm) 

Irregi. lar Waves 
—o    Test n.l 

- . .1 4. 
;5 

6 >-- - *    Test n.2 

—*    Test n.3 
- 

... 
;•;.:..-- 

->- -V 
\l 

.... 

: 

\ 
9 

12 13 

- 
ti = 40 cm 

. 

—. " 
0 5 10 15 20 25 50 

distance from paddle (m) 

Fig.  5a - Significant wave heights of short waves calculated along flume for 
tests 1-3. 

As regards wave periods, in the case of the 40 cm depth (Fig. 5b), after 
slight, rather uniform increases up to the top of the bar, decreases occur after 
the bar, and these are probably related to the intensity of breaking. 

For the 50 cm water depth (Fig. 6b), periods are quite uniform with slight 
increases in the area of the bar. 
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2 
Irregular Waves 

4 
6 

5 

7 8 

© o    Test n.1 

:    »- - - *    Test n.2 

1.5  :.. 1. 

„ '•"s \ \ 9 12       13 

|.                         :l^-"^ -:* ' ' 
1 ~\7-*-   -4...             - 

0.5 

h=40 cm 

     i     - 

;  _——^~^^ , 

distance from paddle (m) 

Fig.   5b - Significant   periods   of   short   waves   calculated   along   flume   for 
tests 1-3. 

"s 
(cm) 

Irregular Waves 

10 15 20 

distance from paddle (m) 

Fig.   6a - Significant   heights   of   short   waves   calculated   along   flume   for 
tests ^-6. 

As regards long waves (Figs. 7a and 7b), in the case of the 40 cm water 
depth, their significant wave height initially increases, reaching a maximum on 
the top of the bar. After that, they rapidly decrease, although their height is 
still higher than   offshore the bar. 

This effect might at first sight be ascribed to flume seiches: this, however, 
would not explain wave height asymmetries with respect to the bar. 
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Irregular Waves 

4 
     :. .1  

R       -,       8         9 

5      6      7                               12       13      ; 

l  ~--*-•*-''1^ "---* 

b=50 cm 

o o    Test n.4 

*----*    Test n.5 

:    * *    Test n.6 

i                     ""   ~~           ,   ~~~—•—-       .                _-—-~T~ 

0 5 10 15 20 25 30 

distance from paddle (m) 

Fig.    6b - Significant   periods   of   short   waves   calculated   along   flume   for 
tests  4-6. 

Irregular Waves 

distance from paddle (m) 

Fig. 7a - Significant heights of long waves calculated along flume for tests 1 — 3. 

Instead, in our opinion, this phenomenon may more probably be ascribed 
either to seiches occurring between the bar and the spending beach or to 
partial persistence of the long waves generated  above the bar. 

Similar trends are also observed for the greater water depth (50 cm), 
although in this case breaking processes are weaker and decreases also less 
evident (Fig. 7b). 

The significant periods of long wave ranged between 8 and 12 s. 
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Fig. 7b - Significant heights of long waves calculated along flume for tests 4-6. 

Resume of theoretical model 

A non-linear theoretical model, able to separate first and second order 
components from a given non-linear (measured) spectrum, was utilised to 
interpret the experimental data. The model (Petti, 1991), is based on a 
systemic approach to sea wave behaviour and on some characteristic 
parameters which can be derived from the classic Stokes second-order solution. 
The method relies upon two fundamental assumptions: narrow-band spectrum 
and second order non-linearity. As a consequence of the last assumption, 
theoretical limits of the model should also be considered when applying the 
method. These may be expressed in terms of the generalised Ursell parameter 
or the "significant slope". 

Let S„(f) be a non-linear spectrum, as our spectrum measured at any 
location in the wave flume. Using the well-known Wiener-Khintchine relation 
(Bendat and Piersol, 1971) we can write: 

BnM = J S„(f) cosftocfr) df (1) 

Starting from Stokes' theory, it may be shown that the autocorrelation 
function B„(r) of surface elevation may be written as: 

- nO BV(T) = B^(T) + B^'(r) (2) 

where  BU(T)  and  B^'(r)  are respectively  the first-  and  the second-order 
autocorrelation functions. 

Second order contribution B„  (T) may in turn be expressed as function of 
first-order contribution B„  (T) as: 

Bi1
e)(r) = 8[f2(kg,h)]2[Bil)(T)f (3) 
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where fjk0,h) is a function of depth h and wave number k0 (relative to the 
peak frequency), equal to: 

L(k0,h) 
KQ 1 

tanhs(k0h)      tanh(k0h) 

Substituting (3) into (2) allows us to calculate B\^'(r) as: 

(4) 

O^) _. 1 + 
WM 

\l + 32 [ft(k0,hj\ B„(T) 

16{f2(k0,hj\ 
(5) 

DW while B^ ' (T) may then be obtained from (3). 
Lastly, first- {S^'(f)) and second- order {Stf'(f)) spectra may easily be 

obtained from corresponding autocorrelation functions BL'(T) and Bu (T) 
again using Wiener-Khintchine's relations. 

Application of theoretical model: comparisons and discussion 

Spectral wave transformations obtained in the laboratory were interpreted 
and compared with the results of above non-linear theory, by calculating first 
and second-order contributions for measured spectra. 

As examples, measured and calculated spectra for tests 2 (h = 40 cm, 
Hm = 7.9 cm, Tp = 1.28 s) and 5 (h = 50 cm, Hm = 9.4 cm, Tp = 1.28 s) are 
shown in Figs. 8 and 9 for gauges 1, 6, 8 and 12. Tor better evidence of linear 
and second-order contributions, spectral densities are drawn on both linear and 
logarithmic scales. 

Considering first the results for test 2, these show the very small 
contributions of second-order components for the offshore data (gauge 1). 

S(f) 
— SUf) experimental 
- S(n]'(f) theoretical 
-•   Sif'(f) theoretical 

gauge 1 

frequency [Hz] 

S(f) 
[cm sj 

Sn(f) experimental 
S$'(f) theoretical 
Stf'(f) theoretical 

gauge 1 

frequency [Hz] 

Fig. 8a- Example of wave spectra computed during test 2 (gauge 1) expressed 
in linear (left) and logarithmic scale (right). 
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0 0.5 1 1.5 2 2.5 3 

frequency [Hz] 

sm 
[cm s] 

SUf) experimental 
.-r-cft) Si,1 (f) theoretical 

S$Y(f) theoretical 
gauge 8 

0 0.5 1 1.5 2 2.5 3 

frequency [Hz] 

S(f) 
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Sr,(f) experimental 
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S$'(f) theoretical 

gauge 8 

0 0.5 1 1.5 2 2.5 3 

frequency [Hz] 

sm 
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sm 
[cm2s] ">2 

Sr,(f) experimental 
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frequency [Hz] 

Fig. 8b — Example of ioaue spectra computed during test 2 (gauges 6, 8 and 12) 
expressed in linear (left) and logarithmic scale (right). 

These become important with decreasing depths, as indicated by the 
results for gauge 6 (at the end of the offshore slope, near the top of the bar, 
just before intensive breaking occurs). In this case, second-order components at 
low and high frequencies are evident and may be predicted accurately by the 
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analytical model. 
For gauge 8, the results do not appear very convincing, if only because the 

second-order components are in some cases greater than measured spectra. At 
the position of this gauge (above the top of the barrier, shoreside) intensive 
breaking occurs, and the measured spectrum is rather wide and therefore not 
suitable for analytic treatment, since this requires narrow banded spectra. 
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Sr/f) experimental 
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0 0.5 1 
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sm 
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0.5 t 1.5 2 

frequency [Hz] 
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frequency [Hz] 
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Fig. 9a — Example of wave spectra computed during test 2 (gauges 1, 6, and 8) 
expressed in linear (left) and logarithmic scale (right). 
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Fig.   9b - Example   of  wave   spectra   computed   during   test   2   (gauges   12) 
expressed in linear (left) and logarithmic scale (right). 

Nevertheless, low frequency components may still be predicted quite well 
by  the model. 

Lastly, the spectrum measured at gauge 12 (shoreside of the bar) is quite 
broad and far beyond the applicability of the method; calculated second- order 
components are very small and not very meaningful. 

For test 5 (h = 50 cm, Hm = 9.4 cm, Tp = 1.28 s) analytical results also 
appear satisfactory for shoreside gauges such as gauge 8. This is ascribable, in 
this case, to less intense breaking occurring above the bar (due to greater 
depths over it); measured wave spectra are still rather narrow and non-linear 
effects still pronounced. 

In this case too, non-linearities become very small, due to greater water 
depths, for gauges located shoreside of the bar and therefore, again, the 
method cannot be properly applied. 

Summary and conclusions 

Transformations of random waves over a submerged bar are investigated 
in this paper. 

In particular, experimental results are analysed through zero-crossing 
analysis (including separation of short and long waves) and spectral analysis. 
In this regard, some features of the evolution of variance spectra above the bar 
were observed and the importance of non-linear effects and breaking on 
spectral transformations are highlighted and discussed. 

Modified zero-crossing analysis allowed us to reveal some aspects of long 
wave behaviour over the submerged bar. A new and interesting problem 
observed during the experiments was the possibility of long waves resonances 
between the spending beach and the bar. 

The influence of flume seiches on this phenomenon will be more fully 
investigated with new experiments to be carried in the near future using a 
longer flume. In these experiments, a new absorbing system recently installed 
on the flume will allow to investigate the influence of paddle re-reflection of 
waves on the observed phenomena. 

A second order analytical method was applied to the data in order to 
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interpret non-linear transformations of spectra. As regards the procedure 
applied, which separates first- and second-order components for the measured 
spectra, the analytical method used seems conveniently applicable to describe 
non-linear effects, as long as breaking phenomena are not too intense. 
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CHAPTER 33 

Nonlinear Transformation of 
Irregular Waves in Shallow Water 

Per A. Madsen1 

Ole R. Sorensen1 

Hemming A. Schaffer1 

l.  introduction 

Propagation and shoaling of irregular wave trains in 
shallow water is a nonlinear process, where substantial 
cross spectral energy transfer can take place in rela- 
tively short distances. This process involves the gen- 
eration of bound sub- and super-harmonics and near-res- 
onant triad interactions, which are defined as the 
energy exchange between three interacting wave modes. 

In the literature it is common practice to dis- 
tinguish between bound waves and resonant free triads. 
The theory for bound waves is based on the assumption of 
a one way transfer of energy to generate higher and 
lower harmonics which are phase locked to the primary 
wave train. In reality, however, a feed back of energy 
to the primary frequencies will occur leading to near- 
resonant interactions. 

This phenomena has previously been treated by e.g. 
Freilich and Guza (1984) on the basis of the classical 
Boussinesq equations. It turns out, however, that the 
accuracy of the linear dispersion relation for higher 
wave numbers is of major importance for the exchange of 
energy even in shallow water and for this reason we rec- 
ommend as governing equations a special form of the 
Boussinesq equations. These were derived by Madsen et 

1 Danish Hydraulic Institute, Agern Alle 5, 
DK-2970 Horsholm, Denmark 
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al. (1991a) on a horizontal bottom and here we shall 
extend these equations to a mildly sloping bottom. 

The paper will contain a Fourier analysis of the 
inherent linear shoaling properties, transfer functions 
for bound sub and super-harmonics and a discussion of 
two cases of triad interactions. 

2.  New Boussinesq Equations 

The applicability of various forms of the Boussinesq 
equations expressed in terms of e.g. the bottom vel- 
ocity, the surface velocity, the depth-averaged velocity 
and the depth-integrated velocity was discussed by Mad- 
sen et al. (1991a). With the objective of improving the 
linear dispersion characteristics a new set of equations 
were derived in two horizontal dimensions. As the first 
step an improved linear dispersion relation was obtained 
by combining a polynomial expansion of Stokes first 
order theory with Pade's approximant. As the second step 
the classical Boussinesq equations were modified by in- 
voking the linear long wave approximation and using the 
method of operator correspondence. 

The equations presented in this paper represent an 
extension of the approach by Madsen et al. (1991a), by 
including first derivatives of the sea bed. The result 
will be a set of two-dimensional equations which incor- 
porate excellent linear dispersion characteristics and 
are applicable to irregular wave propagation on a slowly 
varying bathymetry from deep to shallow water. 

The starting point for the derivation is the classi- 
cal Boussinesq equations derived by Peregrine (1967). 
These equations, which are valid on a variable bathy- 
metry, are reformulated in terms of depth-integrated 
velocity variables, i.e. flux components, and are sim- 
plified by neglecting higher derivatives and products of 
derivatives of the still water depth h. First deriva- 
tives of h are considered small but are included in the 
formulation. 

It is a classical procedure to simplify higher order 
terms in the Boussinesq or KdV equations by introducing 
the linear long wave approximations (see e.g. Mei, 1983; 
Madsen et al., 1991a). As an example P^ type terms can 
be replaced by S,^ type terms by the use of this method. 
In shallow water it makes no difference, but in deeper 
water the form of the Boussinesq terms is critical for 
the accuracy of the linear dispersion relation. Instead 
of replacing P^ with S^ type terms we use a different 
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approach. Spatial differentiations of the linear long 
wave equations lead to expressions containing the terms 
pxxu Pxytf Qyyt and Qxyf Since these expressions are effec- 
tively zero in shallow water we add them to the original 
Boussinesq equations and obtain the following new set of 
equations: 
st + px + Qy = ° (2.1a) 

4 * & \   + gdSx + 1^=0 (2.1b) 
' v 

5), • (3). *-^ * •> - ° <2-lc) 

where subscripts x, y and t denote differentiation with 
respect to space and time, d is the total water depth, h 
is the still water depth, S is the surface elevation, P 
and Q are the depth-integrated velocity components, and 
^! and \[/2  are the new Boussinesq terms defined by: 

^ = - (B + |) h*   (P^t + 0„yt)   ~ B9h*   [Sm  + Sw) 

" ^x (~Pxt 
+ \Qyt + ZBghS^ + BghS^ (2.2a) 

" hhy (|oxe + BghSx 

*2 = - \B * -|) h>  (0,yt * PtyJ   - Bgh*  (Sw + Sw) 

- hhy [±Qyt + |pxt + 2BghSyy + BgASj£X) (2. 2b) 

" hh* (\pyt + SS*5*y) 

Except for the slope terms proportional to hx and hy 
these expressions are identical to the Boussinesq terms 
presented by Madsen et al. (1991a). B is the linear dis- 
persion parameter, which will be determined in the fol- 
lowing section. Further details concerning the deriva- 
tion, and a description of the numerical method used to 
solve them, will appear in Madsen and Sorensen (1992b). 
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3.  Linear dispersion relation and shoaling properties 

A Fourier analysis of the linearized one-dimensional 
version of the new Boussinesq equations will be made 
with the objective of studying the linear dispersion 
relation and the linear shoaling gradient embedded in 
the new equations. 

As a starting point for the analysis, the one-dimen- 
sional wave equation corresponding to (2.1a-c) combined 
with (2.2a-b) is derived. By using (2.1a) linear terms 
containing P are eliminated and secondly (2.1a) and 
(2.1b) are cross-differentiated and subtracted. This 
leads to: 

L = M + NM (3.1a) 

where 

(3.1b) L = ^xxct Stt - ghS„ * Bgh3Sxxxx - JB + -|) h2Sx 

M=[gSx +  (2B + ±)hSxtt - SBgtfS^ ) hx (3.1c) 

(3.Id) XT = 1 gS* + II 
2 y d 

In the following linear analysis the non-linear oper- 
ator N is neglected and we shall look for solutions to 
(3.1a) on the form 

S (x,t)   = AU)ei(ot-»W) (3.2) 

where w is the cyclic frequency, A is the local wave 
amplitude and tp is the phase function, which is related 
to the local wave number by 

<PX = k(x) (3.3) 

The water depth, the wave number and the wave ampli- 
tude are considered to be slowly varying functions of x 
and consequently products of derivatives and higher 
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derivatives of these quantities will be neglected in the 
following. 

The linear dispersion relation is obtained by insert- 
ing (3.2) into (3.1) and neglecting all x-derivatives of 
h, k and A, 

-G)2 + ghk2  + Bgh3k4 - (B + -i] k2h2u>2  = 0 (3.4) 

Alternatively this can be formulated as: 

c2   = 1 + Bk2h2 

Zh~   l +  (B* j)  k2h2 (3-5) 

where c is the wave celerity defined by c = u/k. 

As shown by Madsen et al. (1991a) various classical 
formulations of the Boussinesq equations all lead to 
(3.5) with different values of B: using the surface vel- 
ocity as dependent variable leads to B = -1/3, the bot- 
tom velocity leads to B = 1/6 and the depth-averaged or 
depth-integrated velocity leads to B = 0. By far the 
best agreement with Stokes first order theory is 
obtained by using the value B = 1/15, which is deter- 
mined by matching (3.5) with a Taylor expansion of the 
Stokes first order celerity combined with Pade's expan- 
sion technique. This value was origionally suggested by 
Witting (1984). Madsen et al (1991a) analyzed the accu- 
racy of (3.5) for the various possible values of B and 
concluded that the new Boussinesq equations combined 
with B = 1/15 provide excellent linear dispersion char- 
acteristics for values of h/L0 as large as 0.5. 

Proceeding with the Fourier alalysis and collecting 
terms to the next order in (3.1) includes the terms pro- 
portional to the first derivatives of h, k and A. The 
frequency w is eliminated by the use of (3.4) and dif- 
ferentiation of this equation also makes it possible to 
eliminate terms proportional to kx/k. After algebraic 
manipulations we get the expression: 

A h 
^r = -v 3 (3.6) 
A T h 

where 7 is the linear shoaling gradient. The expression 
for 7 reads: 
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•>•* 
1  +   (4B - l)k2h2 + (6B2 - -|sjir4A 

4B3 + AB
2
 + ±B\k6h6 + (s4 - ~B2\kah 

3 

(3.7) 

[l + 2Bk2h2  + (B2 + ±B\k*h' 

The reference linear shoaling coefficient based on 
Stokes first order theory is derived by using the con- 
cept of conservation of energy flux. After differen- 
tiation and algebraic manipulations this leads to: 

Ystokes  _ 2kh(sinh2kh)  + 2k2h2  (l-cosh2kh) ,3  8> 
(2kh + sinh2kh)2 

A comparison between (3.7) and (3.8) as a function of 
h/Lo requires that (3.7) is combined with the Boussinesq 
dispersion relation (3.4), while (3.8) is combined with 
Stokes dispersion relation. The result is presented in 
Fig. 1 and it can be concluded that the standard Boussi- 
nesq equations with B = 0 lead to major discrepancies 
for h/I^ larger than 0.10, while B = 1/15 has a remark- 
able effect and results in an excellent agreement with 
Stokes first order theory for h/L0 as large as 0.50. 

4.  Bound waves in shallow water 

Irregular wave trains travelling in shallow water can 
generate and sustain a considerable amount of bound har- 
monics, which travel phase-locked to the primary wave 
train. At locations, where drastic changes of the wave 
heights occur e.g. due to diffraction or wave breaking, 
the bound waves can be released and proceed as free 
waves. This may cause harbour resonance, drift motion of 
moored vessels and surf beats. The phenomena of bound 
waves has been discussed in numerous papers in connec- 
tion with the reproduction of regular and irregular 
waves in physical wave flumes (e.g. Barthel et al., 1983 
and Sand and Mansard, 1986). It has been concluded that 
linear boundary conditions often are insufficient and 
should be replaced by second order boundary conditions 
including the effect of bound sub- and super-harmonics. 
This problem is important for physical waves flumes and 
equally relevant for numerical models solving non-linear 
equations. 
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Fig.   1  Linear   shoaling   gradient,    y   defined   by    (3.6),    (3.7)    and 
(3.8). 

In this section transfer functions for second order 
bound sub and super-harmonics will be presented on the 
basis of the new Boussinesg equations. The derivation is 
straight forward and is based on a perturbation solution 
to the wave equation given in (3.1a-d). As a start we 
consider the forcing due to a simple first order wave 
group made up of just two frequencies wn and um at a 
constant depth. Each of the two wave components are con- 
sidered to be solutions to the linearized problem L{Sa>} 
= 0 where L is defined by (3.1b). The next step is to 
look for second order solutions to L{S<2)} = N„{S(1)} where 
N is defined by (3.Id). The first order bichromatic wave 
train will force a second order wave train consisting of 
four new frequencies: one sub-harmonic and three super- 
harmonics. The four second order wave numbers are deter- 
mined from combinations of k„ and km, and they do not 
satisfy the linear dispersion relation, which implies 
that these waves are bound or phase-locked to the first 
order wave train. For general irregular wave trains con- 
sisting of many wave components, the contributions from 
all pairs of frequencies inherent in the wave train can 
be summed up (see Sand and Mansard, 1986). 

The second order transfer function derived from the 
new Boussinesq equations reads: 

",l 

wE 

ghkl (Vz + G)„o>m / (ghknkm) ) 

ghkl - Bgh3k* + (B + l/3) h2u2
pk* 

(4.1) 
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where wp = pAw denotes the discrete sub or super-har- 
monic frequency receiving energy transfer from the pri- 
mary frequencies wn = nAu and wm = mAw. For sub-har- 
monics (4.1) should be used with n = m + p and k,, = y^+j, 
- k,,,. For super-harmonics n = p-m and k,, = k,,_m + k,,,. 
Further details and the complete formulation of second 
order boundary conditions for irregular waves can be 
found in Madsen and S0rensen (1992a). 

2ii V 3 
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\     0.80           )v ^n 
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^                               ) j —f-so-j  
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Fig.   2  Transfer     Functions     for     super-harmonics     and     for     sub- 
harmonics . 
—      Boussinesq transfer function determined by (4.1)  B-l/15 
     Ratio between  the Boussinesq  transfer and the   transfer 

function determined from the Laplace equation. 

Fig. 2 shows the transfer function for the super-har- 
monics up generated by the interaction between wm and wp. 
m, and for the sub-harmonics cop generated by the inter- 
action between wffl and wm+p. G+ and G" determined by (4.1) 
are   shown   as   full   lines   in   Fig.    2,   while   the   ratios 
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between G and the transfer functions derived from the 
Laplace equation (Sand and Mansard, 1986) are shown as 
dotted lines. Generally, the Boussinesq equations tend 
to underestimate the super-harmonics while the sub-har- 
monics can be underestimated as well as overestimated. 
Discrepancies up to 40% are noticed in the shown trunc- 
ated spectrum, but typical errors are less than 10%. 

An application of the theory is presented in Fig. 3, 
where time series of surface elevations are generated 
from a JONSWAP spectrum with y = 3.3. The water depth is 
10 m, the significant wave height is 2.0 m and the peak 
period is 9.0 s. The linear wave train is generated with 
random phases and with energy in the interval 0.05 hz to 
0.20 hz. The maximum frequency corresponds to h/L0 = 
0.25 which is within the range of application of the new 
Boussinesq equations. The bound sub-harmonics cover the 
interval the 0.001 hz to 0.15 hz, while the bound super- 
harmonics cover the interval from 0.10 hz to 0.40 hz. 

The consequence of neglecting the bound wave com- 
ponents in the input time series will be the release of 
spurious free wave components of the same order of mag- 
nitude. In this situation the free sub-harmonics are by 
far the most critical, since they can penetrate, e.g. 
into harbours almost without being reduced in magnitude 
and result in harbour resonance or at least in a major 
overestimation of the local wave disturbance. 

5.  Triad Interactions 

The theory of bound waves assumes an equilibrium 
situation where the non-linear wave train propagates 
without changing its form. In reality and especially in 
shallow water a substantial cross spectral energy trans- 
fer will take place due to triad interactions, which 
describe the exchange of energy between three interact- 
ing wave modes (see e.g. Freilich and Guza, 1984) . 

The simplest example of triad interactions occur, 
when first order monochromatic boundary conditions are 
applied in shallow water. This will unintentionally gen- 
erate spurious free second order waves in addition to 
the bound second order waves, leading to an energy 
exchange between the primary wave frequency and its 
super-harmonics. A numerical example is presented in 
Fig. 4a, which shows the computed surface elevation at 
eight equidistant times within one wave period as a 
function of the distance from the open boundary. The 
corresponding spatial variation of the amplitudes of the 
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first three harmonics is obtained by FFT-analysis of the 
computed time series and is shown in Fig. 4b. 

FIRST ORDER INPUT 
1.5 

— SUB-HARMONICS 
0.4 

0.2 

0.0 

-0.2 

-0.4 

tariA M \A r•\ ̂ A/vs r\/\*   J~\ AA   A ̂  /Af1 w y\/v vy^ ywv [ V ^V T V '1 

720 840 960 1080 1200 1320 1440 
s 

Fig.   3  First  order irregular waves and their correspondingly bound 
sub-harmonics. 
Boussinesq Eq.  with B =  1/15.   Water depth =  10 m. 
JONSWAP  SPECTRUM with H, =  2.0 m.   Tp =  9.0  s,   y =  3.3. 

As discussed in Madsen et al. (1991b) the energy 
transfer can be shown to depend strongly on the phase 
mismatch, which is defined by: 

6* km * K (5.1a) 

K -*„ (5.1b) 

This calls for an accurate description of the linear 
dispersion relation and in connection with this it 
should be emphasized that even when the primary wave 
corresponds to very shallow water in terms of h/L0, this 
is not necessarily the case for the higher harmonics. 
Hence, by using classical types of KdV or Boussinesq 
equations, the estimate of the phase mismatch may be 
rather inaccurate. 
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The new Boussinesq equations with B = 1/15 improve 
the accuracy considerably and as an example Fig. 5 shows 
a comparison with the measurements of Chapalain et al. 
(1992). The agreement between the measurements and the 
FPT analysis of the time domain simulations is seen to 
be excellent, except for the beat length of the third 
harmonic, which is slightly underestimated. More 
examples of harmonic generation forced by linear mono- 
chromatic and bichromatic boundary conditions on a con- 
stant depth can be found in Madsen and S0rensen (1992a). 

The final example is a study of non-linear re- 
fraction-diffraction on a semi-circular shoal. This was 
studied experimentally by Whalin (1971) for wave periods 
of l, 2 and 3 seconds. We shall concentrate on a dis- 
cussion of the case of 1 second waves, which has not 
previously been treated by the use of Boussinesq equa- 
tions. The value of h/L0 varies from 0.29 at the toe of 
the shoal to 0.096 behind the shoal. An FFT analysis of 
time series in each grid point along the centre line has 
been made and the resulting spatial evolution of first 
and second harmonics is compared with Whalin's experi- 
mental data in Fig. 6. A considerable scattering in the 
data is seen in front of the shoal but behind the shoal 
the agreement between the data and the new Boussinesq 
equations with (B = 1/15) is acceptable. Reasonable 
agreement is also found between the new Boussinesq equa- 
tions and the results obtained by Liu and Tsay (1984), 
who solved the non-linear Schrodinger equation. Finally 
the classical Boussinesq equations (i.e. B = 0) are seen 
to fail completely by predicting an unrealistic decrease 
of the first harmonic, a discrepancy which can be 
explained by the variation of the linear shoaling gradi- 
ent in Fig. 2. 

In fact this example demonstrates that Fig. 2 should 
be taken quite seriously as a measure of the range of 
application of different types of Boussinesq equations. 
A common mistake is that the accuracy of the wave celer- 
ity is taken as the practical measure, in which case a 
5% error restricts the use of the standard Boussinesq 
equations to approximately h/L0 = 0.22. However, accord- 
ing to Fig. 2 this is clearly much too optimistic in 
case of a variable bathymetry and the shoaling falsi- 
fication increases rapidly for h/L0 exceeding 0.10. This 
emphasizes the importance of using the new Boussinesq 
equations presented in this paper, in which case h/L0 as 
large as 0.5 can be considered. 
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Fig.   4 Triad interactions due to first order monochromatic boundary 
conditions by time domain Boussinesq model  with B =  1/15. 
Water  depth  = 0.40  m,   T  = 2.5  s,   H  = 0.084  m,   grid  size  = 
0.04 m,   Time step  = 0.01953  s. 
a) Wave envelope 
b) Spatial variation of the amplitudes for the first three 

harmonics. 
1:  f, =  0.40 hz,  2:  f2  = 0.80 hz,  3:  f3  = 1.20 hz. 

6.  Conclusion 

The paper presents a new set of Bousssinesq equations 
applicable to irregular wave propagation on a slowly 
varying bathymetry from deep to shallow water. It can be 
concluded that the new equations are capable of describ- 
ing the phenomenon of harmonic generation and triad in- 
teractions with an accuracy which is significant better 
than what can be obtained on the basis of the classical 
forms of the Boussinesq equations. 



472 COASTAL ENGINEERING 1992 

12      18      24 

DISTANCE (m) 

Fig. 5 Triad interactions due to first order monochromatic boundary 
conditions. Water depth = 0.40 m, T = 3.5 s, H = 0.084 m, 
Grid size = 0.06 m.  Time  step = 0.02734  s. 
       Time domain Boussinesg model with B=l/15. 
•f ",  °      Measurement  by  Chapalain,   Cointe   and  Temperville 

(1991). 
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Fig. 6 Refraction-diffraction on a semi-circular shoal. Spatial 
variation of the amplitudes for the first •three harmonics 
along the  center line. 
0:  Experiment,  Whallin   (1971),   1:  Liu and Tsay  (1984), 
2:  Boussinesg B=l/15,   3:  Boussinesg B=0. 
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CHAPTER 35 

Hybrid Frequency-Domain KdV Equation 
for Random Wave Transformation 

Hajime Masc1, M. ASCE, and James T. Kirby2, M. ASCE 

ABSTRACT: This paper develops a hybrid model for random wave transformation by 
employing a modified spectral model of the KdV equation and a probabilistic bore-type wave 
breaking model, and compares the numerical predictions with experimental observations. Main 
results are as follows: 1) Original frequency-domain KdV equation overestimates energy 
densities, due to over-shoaling term by Green's law in the equation, even in a region where 
wave breaking is not seen; 2) Modification of the original KdV equation in order to represent 
shoaling for linear-dispersive component waves leads to better predictions in the non-breaking 
region; 3) Damping coefficients in the model equation, either estimated from measured spectral 
densities or the numerically predicted, are in inverse proportion to the water depth and in 
proportion to the square of frequency, similar to the viscous damping term of the Burgers 
equation; 4) The hybrid model developed here can predict transformations of random waves 
satisfactorily, as indicated by comparison of energy spectra, representative wave heights, 
periods, and crest heights. 

INTRODUCTION 

The Boussinesq equations include the effects of weak dispersion and nonlinearity 
under the condition of /t2= (koho)2«l, t'= ao/An«l, and 0(;t2) = 0(e) where ko, ho, 
flo are the characteristic wave number, the water depth, and the wave amplitude 
(Peregrine, 1967; Madsen and Mei, 1969), and are a useful tool for predicting the 
transformation of shallow water waves. The Boussinesq type equations with a damping 
term introduced to simulate a turbulence dissipation can predict the change of mono- 
chromatic wave height both in the shoaling and the breaking regions (Karambas and 
Koutitas, 1992). 

An efficient method to solve the Boussinesq equations is to deal with the equations 
in the frequency domain instead of the time domain. The resulting one-dimensional 
coupled mode equations considering only shoreward-propagating waves can predict the 
evolution of nearshore field wind waves (Freilich and Guza, 1984; Elgar and Guza, 
1985), and the parabolic coupled mode equations can predict the transformation of 
periodic long waves over two-dimensional topography (Liu et al., 1985). An angular 
spectrum model of the Boussinesq equations can predict Mach reflection of cnoidal 
waves well (Kirby, 1990). The KdV equation is consistent with the Boussinesq 
equations when considering only shoreward-propagating waves. Although the 
Boussinesq equations and the KdV equation have only the lowest order of nonlinearity, 
the frequency-domain equations can estimate shoaled wave heights as well as wave 

1 Research Assoc., Department of Civil Hngrg., Kyoto University, Kyoto, 606, Japan. 
2 Assoc. Prof, Department of Civil lingrg., Univ. of Delaware, Newark, DH 19716, USA. 
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profiles fairly close to the breaking point (Vengayil and Kirby, 1986). Extension of the 
Boussinesq equations and the KdV equation to improve their dispersion characteristics 
was studied by Madsen, Murray and S0rensen (1991) and Khangaonkar and 
LeMehaute (1991). 

This paper develops a hybrid model for random wave transformation by employing 
a modified frequency-domain KdV equation and a probabilistic bore-type wave 
breaking model. The original frequency-domain (spectral) KdV equation is modified to 
reproduce the shoaling and the dispersion relation for linear component waves exactly. 
In order to include energy dissipation due to wave breaking, a damping term is 
introduced into the modified spectral KdV equation. A form for the coefficient of the 
damping term is first deduced by inspection of measured spectral energy densities 
together with calculated densities by the modified spectral KdV equation, and the 
coefficient is then formulated by using a probabilistic model of expected energy 
dissipation rate based on the bore model of Thornton and Guza (1983), taking into 
account the experimental characteristics. 

The model equation developed here can be called a hybrid model, since it employs a 
spectral method and a probabilistic method (individual wave analysis method). 
Comparisons between experimental observations and numerical predictions by the 
hybrid model are carried out against energy spectra, representative wave heights, periods, 
and crest heights. 

MODEL EQUATION 

Assuming a vertically two-dimensional case, small water depth variation such as 
0{ |Vft h\)<, 0{n2), and considering only shoreward-propagating waves (neglecting 
reflected waves), we reduce the Boussinesq equations to the KdV equation for variable 
depth as expressed by 

& + igh tx + -~- £ + -----   &x + -~—- &xr = 0 , (1) 

O(e) 0(|*2) 

where f is the surface displacement, h is the water depth, t is the time, and x is the 
horizontal coordinate. Substituting the Fourier series representation of surface 
displacement with complex amplitudes, An, 

CO ,• 

£=I  -f A„e'"<]*"**-°"')+  c.c. (2) 
«=1   2 

into Eq.(l) yields the lowest-order frequency-domain KdV equation, equivalent to the 
consistent shoaling model of Freilich and Guza (1984): 

dx + 4hAn    6 '" k,h A" 

3ink\ 
~8/T 

«-l N-n 

£ A,A„4 + 2 £ AjA„+i 
l=i /= l 

= 0;   n= 1,2, ,N , (3) 

where dAn/dx~ O(e) is assumed.    The procedure followed in deriving the above 
equation follows that of Freilich and Guza (1984), and Liu et al. (1985).   The second 
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term on the left hand side of Eq.(3) represents shoaling by Green's law; that is, the 
equation for linear waves 

is integrated to 

An{x) J h{x) Y14 

MO)    \ /KG) | 

This can be compared to the component form of fully dispersive linear theory, which 
gives 

<!A>L=.<P-ii,kAll . (6) 
clx 2CS„ 

The integrated form is then 

AH(x) =lCg.W\-"2 

which corresponds to the linear shoaling theory. The third term on the left hand side of 
Eq.(3) represents the effect of dispersion. For linear component waves in uniform 
depth, Eq.(3) reduces to 

^k--Litt3k?h2AH = 0 . (8) 
ax     6 

The resultant surface displacement is described by 

£ = -1 -a„ci{("ki + i'Pk?hl}x-'""i'} + c.c. . (9) 

From Eq.(9) the phase speed is given by 

C„=fl -1—•       , (10) 
k\    \ + (nkxh)2l<S 

where m\lk\ =fgh. Eq.(10) is an approximation in shallow water of the dispersion 
relation, 

C»  -    /HSnhMT nn 

fgh   V    kj,     ' K } 

where kn is obtained from (/K«0
2
 = gk„ tanh k„h.  When we adopt the equation given by 

cIA, 
}" - inki 

ax V tanh kji 
A„ = 0 (12) 

instead of Eq.(8), we can provide the exact dispersion relation. 
In summary a modified version of spectral KdV equation in order to provide exact 

shoaling and dispersion relation of each frequency mode is obtained by changing the 
shoaling and the dispersion terms: 
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dA>i + ick»)j: 

dx 2C, fin 
-A„-ink\\J~   *ff- --1M.+ 

v tann K„/I 

3ink\ 
~8/T 

«-i JV-« 

£ -vw + 2^ A*AS+, 
./= i ;= i 

= 0: «=.l, 2, ,N (13) 

When energy dissipation is taken into account, a damping term anAn should be 
added to the left hand side of Eq.(13), where a„ is a damping coefficient to be 
determined theoretically or experimentally: 

dA„ ,   (Cg„). 
dx +   % 'gn 

k„h 

cr^-^Ai^kh-T'* 
3ink\ 
~8/T 

"»-t N-n 

£ AiA„_i + 2£ AiA„+l 

.i= I ;= t 

+ a„A„ = 0 ;    n= 1,2, •• • ,N (14) 

Depending on whether an is real, image, or complex, change of energy only, phase only, 
or both energy and phase, respectively, can be introduced.  Here we take an to be real. 

In shallow water the model equation with damping term is transformed to 

IN         \ (  N              \ 

1 N2 x+
?,h ZW2 

\"-'     i I" '      / 
+ 2%   «„N2 = 0 (15) 

by adding the two equations of Eq.(14) multiplied by A„* and the complex conjugate of 
Eq.(14) multiplied by An.  By using the relation of 

E=~P8  I   \A„\2 , 
Z B=  1 

Eiq.( 15) is rewritten as in a form of an energy flux equation: 

V*gh\x • pgigh 

\ 

J_   <*n\A„\- 

(16) 

(17) 

It is confirmed from Eq.(17) that the an is a kind of energy damping coefficient. 

EXPERIMENT ON RANDOM WAVE TRANSFORMATION 

Random waves used here were simulated to have the Pierson-Moskowitz spectrum 
with^, = 0.6 Hz and^, = 1.0 Hz (fp: the peak frequency), referred as Case 1 and Case 2, 
respectively. Dominated wave breaking type seen in Case 1 was plunging, while in 
Case 2 spilling breakers were dominated. Figure 1 shows a sketch of experimental 
setup. Water surface variation were measured by capacitance-type wave gauges 
(WG.1~WG.12) at water depths of 47 cm, 35 cm, 30 cm, 25 cm, 20 cm, 17.5 cm, 15 
cm, 12.5 cm, 10 cm, 7.5 cm, 5.0 cm and 2.5 cm over a 1/20 plane beach. The data were 
recorded by a digital data recorder at the sampling interval of 0.025 sec for about 30 
min duration for Case 1 and 20 min for Case 2. 
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Wave Paddle 

-f- 

Wave Gauges 
WQ1 WG12 

=£ 

47 cm Impermeable 
Slope 1:20 

-10m 

Fig. 1    Experimental Setup. 

Figure 2 shows the change of measured energy spectra of Case 1 and Case 2. The 
data of water surface variations at each wave gauge were split into ten segments of 1024 
points with the time interval of 0.1 sec. The energy spectrum of each segment was 
summed up and averaged. The ensemble averaged spectrum was smoothed by- 
averaging three points. The degree of freedom is 60, and the resolution frequency is 
0.03 Hz. The figures show the decay of energies around the initially peak frequency, 
the shift of peak frequency to the lower frequency, and the increase of energies in lower 
and higher frequency regions with decrease in the water depth. At the shallowest water 
of 2.5 cm (WG.12), the energy level of low frequency modes becomes almost the same 
as that around the initially peak frequency. 

Case 1 — WG.1 
 WG.5 
— -WG.8 
— WG.10 

WG.11 
— -WG.12 " 

Case 2  WG.1 
 WG.5 
—-WG.8 
— WG.10 

\ j-> i WG.11 
.    ?-.V3 —  WG.12 

Fig. 2   Change of Measured Energy Spectra. 

The calculated spectral energy densities by the original spectral KdV equation 
(Eq.(4)), the modified spectral KdV model without damping term (Eq.(14)), and the 
linear shoaling theory were compared with the measured energy densities, as shown in 
Fig.3. The 300 complex Fourier amplitudes at WG.1 (/< = 47 cm) were used as input 
data. The energy spectra were calculated for ten segments and were averaged as in the 
case of experimental data. The original KdV model overestimates the energy densities 
at WG.7 where wave breaking is very infrequent. The prediction by the modified KdV 
model agrees well with the observation at WG.7, but does not at WG.10 where energy- 
dissipation due to wave breaking is important. The result means that since the Green's 
law is applied to all spectral components by the original KdV model, the ovcrestimation 
occurs, and that the modified KdV model provides a better prediction outside the surf 
zone, but results in overcstimalion in the surf /.one, due to the lack of a wave damping 
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term.   The predictions by the linear shoaling theory differ from the observations in 
spectral shape. 

10-a 
Case 1 

<D        1_ 

o 

0.1-= 

0.01 

Fig. 3    Comparison between Calculated Results by the Frequency-Domain 
KdV Model, Modified KdV Model and Linear Shoaling Theory. 

DAMPING COEFFICIENT 

For constant water depth, the following equation for spectral densities is obtained 
from Eq.(15) multiplied by NAtll: 

1 \(S,l)x+2a,!S„\ = 0 . 

When a„ is nearly constant for short distance, the solution of Eq.(18) is 

and an is expressed by 

an = -\nlSn(Ax)/S„(0))/{2A.x) . 

The Taylor expansion of the above equation is 

«B = |l-{.V«(AT)/X„(0)}]/(2Ar) . 

(18) 

(19) 

(20) 

(21) 

However, a„ estimated by Eq.(20) or Eq.(21), using the measured spectral energy 
densities, contains the effects of shoaling and nonlinear wave interaction. Some revision 
to remove such effects is required. Here the numerical results are utilized. Since the 
difference between the calculated spectral density at Ax downstream, S„(Ajr)ca|., and the 

measured density at a reference point, A"«(0)Meas.» ma>' be considered as the effects of 
shoaling and nonlinear interaction, the measured spectral density at Ar downstream, 

S„(Ax) Meas, is modified as 

S„(Ax) = .V„(A.v)Mcas. - {>V„(A.r)(„i. - \„(())Mea,j (22) 

Since Sn(Ax) takes negative value sometimes and the form of Eq.(20) is inconvenient, 
Eq.(21) is used as 
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r    i v! 
a„ = |l -\^(AT)/S»(0)Meas./J/(2AT_ (23) 

Another way is to obtain the an so as to coincide Sn{tsx)c&. with S„(Ax)Meas. 
described by the following equation: 

«„ = - In {Sn(Ax)MtiaJSn(Ax)cai\ I (2AT) (24) 

6- Casel 

4- 
— 1 - (S10'/ S9 Moas) 

- In (S10 Meas.' S,0 cal.) 

f 
2- 
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0- 

-2- 

J       .^^VA,      i        A  A^ 

1              1              1              1 "    1 

6-1 

0       0.5        1.0        1.5       2.0       2.5 

f    (HZ) 

Case 2 

• 1 - (S107 S9 Mea3.) 
• "I" (SioMcas.'S10Ca|) 

-i i 1 1 r 
0       0.5        1.0        1.5       2.0       2.5 

f   (Hz) 

4- 

E 
T-     2- 
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 - ln (S11 Meas. ' S11 Cal.) 

—i 1 1 1 r 
0        0.5        1.0        1.5       2.0        2.5 

f   (Hz) 

6 -1  Case 1 

-i 1 1 1 r 
0       0.5        1.0        1.5       2.0       2.5 

f   (Hz) 

(a) 

E 
r-       2- 

Case2 

— 1-(S,27S,1Meas) 

 " In (S,2Meas /S12cai.) 

Fig. 4    Estimated Damping Coefficient. 
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Figure 4 shows the estimated an using the data of conseeutive wave gauges of 
WG.9 and WG.10, WG.10 and WG.l 1, WG.l 1 and WG.12, separated by 50 cm each 
other, in which the solid line is the result using Eq.(23) and the dotted line is by 
Eq.(24). The solid line and the dotted line arc almost the same in a region of/< 2.0 Hz. 
The an at a given frequency becomes large with decrease in the water depth and appears 
to be proportional to/2 with a small constant value. The tendency is similar to that of 
the viscous damping term of the Burgers equation (given by -VL,XX where v is the 
positive coefficient). The Fourier representation for -v£x.x , using Eq.(2), results in 
v(nk\)2An, which is rewritten as v(ri(t)i)2/(gh)'A„ using the relation of (nk\)2= 
(nui\)2l{gh); that is, an=mn

2l(gh). Because of the denominator gh, the an becomes 
large with decrease in the water depth, and is proportional to the frequency squared. 
These results are used below to guide the choice of the distribution of damping on a 
frequency-by-frequency basis. 

Thornton and Guza (1983) formulated the expected value of energy dissipation rate, 
(££,), based on the probabilistic method (or individual wave analysis method), by using 
the Rayleigh distribution for wave height distribution, the specific weight function to 
represent the wave height distribution of broken waves, and an energy dissipation model 
of bore for each broken wave. The energy flux equation in shallow water is described 
by 

(^'1 = - Eb 

'*)=*®-pgB3f 
H„ 

16 f-h3 
1 

+ (HmJyh)l\ 
\SI2 

(25) 

(26) 

where B is a breaking coefficient, / is the characteristic frequency, Hrms is the r.m.s. 
wave height, y is the parameter to relate the A/ITns with the water depth. Here we choose 
the parameter values to be 

B=\, y=0.6,/=/f,//rns=27^|A»|: (27) 

The right hand sides of Eqs.(17) and (25) should be equal to each other: 

t\ I6fgh y2/<3 

1 + • JJ^M Y)/A
2 

N 

I PM £ N2 (28) 

Following Kirby et al. (1992), an was determined to represent the experimental 
tendency as follows: 

*« = «0 + (In If)2 «i 

a0=F'P, «i = (/}- «0) 
/2 I \*Jf 

2U  |2 I/«2W 

(29) 

(30) 
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Fig. 5   Comparison between Measured Spectra and 
Calculated Ones by Hybrid Model Equation. 
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The first constant term of Eq.(29) represents uniform energy decay over all frequency 
components, and the second term is to express the/2 dependence. Here we chose as 
/'' = 0.5. Eq.(14) using a„ determined by Eqs.(29) and (30) is the hybrid model 
equation used hereafter. The resulting model is integrated shoreward from the initial 
gauge position without any subsequent reference to use of measured data. 

COMPARISON BETWEEN EXPERIMENTAL OBSERVATIONS 
AND HYBRID MODEL PREDICTIONS 

Figure 5 shows the comparisons of the measured spectra with the calculated ones by 
the hybrid model equation. Input data was given at WG. 1 (/; = 47cm). For Case 1, 
although there arc slight differences in the region of/> 1.0 Hz at WG.l 1 and/< 1.0 Hz 
at WG. 12, both results agree fairly well. The measured and calculated spectra of Case 2 
also show good agreement. Predictions estimate the increase of energies in high and 
low frequency regions. 
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Depth (cm) 

(a) 

Case 2      ^f .^aj H 

• --• » •-- 

0 10 
—r~ 
30 40 20 

Depth (cm) 

(b) 

Fig. 6   Comparison between Measured and Calculate Representative Wave Heights. 
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Using the inverse FFT on the calculated Alh we can obtain water surface variations 
from which wave characteristics such as wave heights, periods, crest heights, and so on, 
can be calculated. In the following comparisons, measured wave characteristics were 
calculated from the consecutive low-pass filtered (4.0 Hz) water surface variations with 
At =0.025 sec. Figure 6 shows the comparisons of the measured representative wave 
heights with the calculated ones for Case 1 and Case 2. It can be seen from the figures 
that the agreement between measured and calculated wave heights is good. 
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-»- ••- T„ 
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~D- -•-• T 
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—r- 
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(b) 

Fig. 7   Comparison between Measured and Calculated 
Representative Wave Periods. 

Figure 7 shows the change of representative wave periods. Existing models based 
on the individual wave analysis model assume that the wave period is constant, or cannot 
deal with the change of wave period. Increase of energies of low frequency modes and 
decrease of energies around the initially peak frequency, according to Fig.2, make the 
zero-upcrossing periods long compared to the incident wave periods.   The present 
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hybrid model can estimate such change of wave periods, although a little differences can 
be seen at the shallowest water. 

The wave crest height is an important factor for the design of the height of seawalls, 
platforms, and so on. Figure 8 shows the comparisons between the measured 
representative crest heights and the calculated ones. Although the predictions are a little 
smaller than the observations, satisfactorily good agreement is obtained. The 
representative normalized crest heights (each crest height was normalized by the wave 
height) are shown in Fig.9, which shows a little different tendency of change between 
the observations and the predictions. The values themselves agree fairly well. 
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Fig. 8   Comparison between Measured and Calculated 
Representative Wave Crest Heights. 
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Fig. 9   Representative Normalized Wave Crest Heights. 

CONCLUSIONS 

This paper proposed a hybrid model for random wave transformation, and compared 
the numerical predictions with the experimental observations. In the hybrid model a 
spectral model and a probabilistic model were employed: the former is the modified 
frequency-domain (spectral) KdV model to provide the shoaling and the dispersion 
relation for linear component waves with a damping term; the latter is a probabilistic 
model of energy dissipation due to wave breaking to formulate the coefficient of the 
damping term in the modified spectral KdV model. 

The numerical predictions of energy spectra agreed well the experimental 
observations concerning the decay of energies around the initially peak frequency, the 
shift of peak frequency to the lower frequency, and the increase of energies in lower and 
higher frequency regions with decrease in the water depth. In addition to the energy- 
spectra,   the agreement between the predictions and the observation was satisfactorily 
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good against the representative wave heights, wave periods, wave crest heights. Thus, it 
was confirmed that the hybrid model developed here was useful as a vertically two- 
dimensional random waves over a uniform slope. The hybrid model should be further 
examined on the applicability to other situations such as multiple peak waves over a bar 
type topography. 
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CHAPTER 36 

BREAKING OF IRREGULAR WAVES ON A SLOPE* 

M. MIZUGUCHI1 

ABSTRACT 

Breaking condition of irregular waves on a slope is 
studied through a series of labolatory experiment of 
bichromatic waves. First, breaking condition of individual 
waves defined by zero-down crossing method is compared with 
breaking condition of regular waves. An emperical formula 
is proposed to take into account of the influence of both 
the depth and width of the following trough. Then it is 
shown that the breaking condition of regular waves can be 
applied succesfully when the individual waves are properly 
defined by paying attention to the nature of the wave 
crests. Finally these results obtained from the laboratory 
experiment are tested against the field data with 
reasonable success. 

1. INTRODUCTION 

Several studies have been already reported on the 
breaking of irregular waves on slopes. Goda (1973), Battjes 
and Janssen (1978), and Thornton and Guza(1983) dealt with 
probabilistic ( and somewhat heuristic ) methods to be 
incorporated into the transformation model of wave height 
distribution in the nearshore zone. Sugawara and Yamamoto 
(1978), Mizuguchi and Matsuda (1980), and Mase et al.(1986) 
constructed an irregular wave transformation model, in 
which wave breaking condition of individual waves are 
assumed to be the same as that of monochromatic waves. 

*) Part of this paper was published in Proc. of 35th 
Japanese Conf. on Coastal Eng. in Japanese( Mizuguchi et 
al., 1988) 

'Professor, Dept. Civil Eng., Chuo Univ., Kasuga, Bunkyo- 
ku, Tokyo, JAPAN 112 
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There also have been presented some papers, which 
directly and experimantally investigated breaking 
conditions of individual waves in irregular wave trains 
either in laboratory or in the field ( Iwagaki et al.;1977, 
Isobe et al.;1980, Hotta et al.;1984, Kimura and 
Seyama;1986, and Mizuguchi et al.;1987). One can summarize 
these papers as follows. 
1) Local wave breaking condition of individual waves ( 
normally defined by zero-down crossing method ) shows 
considerably larger data scatter than that of monochromatic 
waves. 
2) In average, individual waves in irregular wave trains 
tend to break more easily, that is, to break with smaller 
wave height compared with regular waves. 
3) Adjacent waves, in particular, the depth of the 
following trough for the waves defined by zero-down 
crossing method, have some influence on its breaking. 

In this paper, first, we look for a possible 
explanation for the cause of the data scatter as well as 
the tendency that irregular waves break more easily, taking 
into account of the influence of the neighbouring waves. 
In due course, we test the applicability of regular wave 
breaking criterion to irregular waves, and propose a way 
to relate the breaking criterions of irregular waves and 
regular waves. For that purpose, we conducted a series of 
labolatory experiment, using bichromatic waves, which 
essentially show a characteristic feature of the irregular 
waves that the neighbouring waves are not the same as is 
so for regular waves. An advantage to employ the 
bichromatic waves is that it is easy to measure the 
breaking waves by wave gauges, as they have limitted number 
of fixed breaking points. Finally, we apply our results 
obtained from the labolatory experiments to the field data 
and discuss the improvement accomplished and problems 
remained. 

2. LABORATORY EXPERIMENT 

Experiment was carried out in a wave flume of 30 cm 
wide, 20 m long and 45 cm in height with glass side walls. 
Beach of 1/20 slope with painted plate was installed in one 
end. Wave maker in the other end was of an absorbing type. 
Water depth was 35.5 cm in the constant depth area. 

Wave generating signal e was chosen as follows. 

e = acos(2nt)   + gacos(nt+e) (1) 

Here a is the amplitude of the primary waves of period 1 
s. Various combinations of bichromatic waves were produced 
in the wave breaking area by varying the phase difference 
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Fig. 1  Typical wave profile in time  of two-wave 
train at one of breaking points. 
Various quantities to possibly influence the 
breaking condition are evaluated. 

6 and the wave amplitude ratio g. This signal generates 
two-component waves also in terms of the time series, since 
the secondary wave has the half frequency of the primary 
waves. Hereafter we call this wave train as two-wave train. 
The amplitude a of the primary wave was set to be around 
3 or 6 cm in the uniform depth area. The amplitude ratio 
g was varied as 0.1, 0.2, 0.3, and 0.5. Typical surface 
profile at a breaking point is shown in Fig. 1. Total of 
160 runs of two-wave train experiment were conducted. In 
addition, 36 runs of regular wave experiment, which can be 
considered to be of the cases g=0, were also carried out 
in order to check the validity as well as the values of the 
experimental constants of the following Goda's breaking 
criterion ( Goda; 1973). 

H/d = A(L0/d)[l-exp{-Bd(l+Ktan
sp)}] + C (2) 

where H, d, and L0 denote wave height, water depth, and 
deep-water wave length respectively, tanfi is the beach 
slope. A, B, K, s and C are experimental constants and the 
originally proposed values are 0.17, 1.5, 15, 4/3 and 0 in 
its order. However, Eq.(2) with the original values of 
constants gives slightly larger breaking wave height as 
shown in Fig.2, as was also pointed out by Sugawara and 
Yamamoto(1978). A=0.158, with original values for other 
constants, is used in this paper, since it gives the better 
fitted curve to our regular wave experiment. 

In the experiment, first, video-camera was used to 
determine the breaking points. Then capacitance-type wave 
gauges were placed at those breaking points ( normally two 
for two-wave trains ) to measure the surface profiles. The 
breaking points were defined visually as the position where 
significant white foams were observed. If not obvious, then 
the point of maximum wave height was searched by moving the 
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0.01 
(d/L0)B 

0.1 

Fig. 2  Local breaking condition of regular waves on 
a uniform slope. 
Solid lines denote the experimental formula by 
Goda(1973) with specified values of A. 

wave gauges in the cross-shore direction. The data was 
recorded on a digital tape recorder with sampling frequency 
of 50 Hz for the cases of a a 3 cm and 100 Hz for both 
cases of a = 6 cm and of regular waves. Data processing as 
well as signal making were done on a personal computer ( 
Sord M343 SXII). 

3. ANALYSIS OF LABORATORY DATA 

The obtained data show small fluctuation of period 30 
s, which is roughly the period of the first harmonics of 
the wave flume. The quantities defined for individual waves 
were averaged over 30 cycles of the primary wave. Positions 
of wave breaking also fluctuated within the horizontal 
distance of about 5 cm. This value gives rough estimate for 
the experimental error. 

Zero-down crossing method was employed to define the 
individual waves, since this method takes the rise from the 
trough to the crest as the wave height as shown in Fig.l. 
This height is more appropriate for investigating the wave 
breaking condition than the fall height from the crest to 
the trough taken by the zero-up crossing method. As shown 
in Fig.l, various quantities associated with the defined 
wave, or more precisely with the shape of the troughs of 
both sides of the concerned crest, were also calculated in 
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Fig. 3  Breaking condition of two-wave train waves. 
Goda's experimental formula for regular waves, 
Eq.(2), is denoted by a solid line. 

order to study the influence of the adjacent waves, For the 
breaking depth, the still water depth at each location is 
employed. In this stage, a data-base of 196 cases of local 
wave breaking conditions is obtained. 

3.1 Breaking Conditions of Waves Defined by 
Crossing Method and Regular Waves 

Zero-Down 

Fig. 3 shows the local wave breaking condition in 
which (H/d)B is plotted against (d/L0)B, Subscripts B 
indicates those evaluated at the breaking point. The 
distribution of the data is very similar to the case of 
irregular waves and the data scatter is much larger than 
that in Fig. 2 for regular waves. For irregular wave 
results in laboratory experiment, see Fig. 2 in Kimura and 
Seyama (1986). 

Fig. 4 shows direct comparison of measured relative 
wave height, (H/d)E, against that, (H/d)R, given by Eq.(2). 
This figure shows that the waves break with wide range of 
relative wave height, 0.45-0.95, in spite of the 
expectation from the regular wave formula that they break 
with narrow range of relative wave height, 0.6-0.85. This 
may suggest that there are some other hidden parameters to 
control the breaking of irregular waves and also that the 
large data scatter in Fig. 3 can be reduced by playing with 
the definition of the water depth. 
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Fig. 4 Direct comparison of breaking wave condition 
for two-wave train waves with Goda formula. 

Kimura and Seyama (1986) succeeded to reduce the data 
scatter by introducing a modified water depth dm, that is 
the depth below the median level of wave crest and trough. 
However, the reduction may be largely due to the resulting 
nonlinear scaling in the vertical axis, i.e. H/dm. 
Moreover, it is difficult to find physical meaning of dm 
for the wave breaking. 

Here, first, we assume that the large data scatter is 
brought in as a result of neglecting the difference of the 
adjacent waves. We plotted the ratio of measured relative 
wave height, (H/d)E, to the relative height given by 
Eq.(2), (H/d)R, against various parameters defined from the 
quantities shown in Fig.l. Then the ratio shows clear 
dependency on the following parameters, HU/H ( where HU = 
H-HT+HTj ) and TU/T ( where TU = T-TT+TTj ). HU and TU are, 
respectively, the wave height and period, defined by the 
zero-up crossing method for the concerned wave crest. This 
is very conceivable when one thinks of the fact that it is 
the wave crest that breaks. In Fig. 5, the ratio of 
(H/d)E/(H/d)R is plotted against HU/H with TU/T as a 
parameter. The data, as a whole, show monotonical increase, 
implying the tendency that the larger the HU/H is, i.e., 
the deeper the following trough is, the higher the breaking 
wave height is, as was pointed out by Isobe et al.(1980). 
However, once the length of the following wave trough is 
taken into account, the data show monotonical decrease, 
indicating that the waves which are followed by relatively 
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Fig. 5 Effect of the shape of the following trough 
on in individual wave breaking in two-wave 
trains. Upper and lower diagrams are for 
different values of the parameter TU/T. 

deeper and shorter trough do break easily or with smaller 
wave height. In other words, the following deep trough, 
which is nearer to the wave crest, makes the crest break 
easily. This is reasonable as the situation means that the 
wave is sharp-crested and the actual water depth for the 
crest is shallow. The least square error method was applied 
to deduce the best-fitted curves, which are plotted with 
solid lines in Fig.5. They are expressed by the following 
equation. 

(H/d)E/(H/d)R = 0. 58 ( HU/H )"TU/Texp{ 0.48 (TU/T)} (3) 
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Fig. 6 Comparison of breaking conditions for two-wave 
trains after modification. 

Equation (3) gives value of 0.94 for the ratio when TU/T=1 
and HU/H=1, although unit value my be expected as the 
conditions correspond to the regular waves. The irregular 
shape of the individual waves may responsible for the easy 
breaking, although there is a possibility that the 
difference is within the experimental error. The data in 
Fig. 5 still show large scatter. In order to reduce the 
scatter, other parameters like TMX to directly desribe the 
shape of the trough could be better to be used. However we 
chose HU and TU to introduce the empirical formula, as they 
are the traditional quantities defined by zero-up crossing 
method. 

Figure 6 shows comparison of measured relative wave 
height with that given by Eq.(2) with modification after 
Eq.(3). The improvement is obvious as the average tendency 
follows that of regular waves. The correlation coefficient 
in Fig. 6 is 0.68 and much large than the value of 0.15 for 
Fig. 4. It may be possible to further reduce the the data 
scatter by introducing another parameter to describe the 
irregular shape of the waves. However that sort of approach 
may not be productive. 

3.2 Breaking Condition of Individual Wave Crest 

In the preceding section a modification of regular 
wave breaking formula for the individual waves defined by 
zero-down crossing method was attempted.  The results 
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Fig. 8 Breaking condition of individual wave crests 
in two-wave train waves. 

indicates that the properties of the wave crest are 
important to control the breaking. Now we look into the 
breaking condition of a wave crest in comparison with 
regular wave breaking. Here we define an individual waves 
by trough-to-trough method as shown in Fig. 7. For this 
individual waves, the height, H„, is defined as the 
vertical distance between wave crest and the line drawn 
from the preceding trough to the following trough. Local 
water depth d. is calculated by applying first order 
cnoidal wave theory ( Isobe;1985 ) as ,d„ = d,.+ (mean 
elevation of cnoidal waves over though level), with H,, 
trough-to-trough period, T„, and trough depth dt given. 
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Fig. 10 Comparison of breaking condition of field 
waves defined by zero-down crossing method and 
regular waves. 

Figure 8 shows local wave breaking condition for the 
individual wave crests. In contrast to Fig. 2, similarity 
with regular wave breaking is remarkable. There is still 
seen large data scatter, some of which may be of 
experimental error but most of which may be due to an 
artifice to approximate an individual wave by a regular 
wave. It is noted that the differences of wave period T, 
from the period T defined by zero-down crossing method are 
large and contribute quite significantly to move the data 
points in Fig. 7. In Fig. 7, average values of breaking 
height-depth ratio as well as their standard deviation 
could be evaluated for a given relative depth, as was done 
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Fig. 11  Comparison of breaking condition of field 
waves after the modification. 

by Kimura and Seyama(1986) for waves defined by zero-down 
crossing method with their modified depth dm, yielding 
experimental formulae for the breaking condition, though 
not tried here. 

4.BREAKING CONDITION OF FIELD WAVES 

16 mm camera movies, which shot the target poles in 
the nearshore zone were used to take out the waves, which 
are just breaking at the location. This film was already 
analyzed and the results for the zero-down crossing waves 
were reported by Mizuguchi et al.(1987). Here we re-analyze 
the film in the same way as we did for the labaoratory data 
and calculated the quantities shown in Fig. 1. Fig. 9 shows 
the cross-shore bottom topography of the site. The data at 
position D is used. The mean water depth was 2.79 m. 
Numbers of just breaking waves at position D were 47 out 
of 1118 waves defined during the observation. 

In Fig. 10, relative wave heights at the breaking 
point for field waves are compared with regular wave 
formula. For tanp, value of 1/25 is used. Figure 10 is very 
similar to Fig. 4, showing that waves break with wide range 
of, H/d, values, although Eq.(2) gives narrow range of the 
values. 

Figure 11 shows comparison of relative wave heights 
for field waves, (H/d)F, with those of the breaking formula 
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Fig. 12 Comparison of breaking condition of 
individual waves defined by trough-to-trough 
method for field waves. 

modified with Eq.(3), (H/d)RM. Figure 12 shows comparison 
of breaking condition of the wave crests, (H,/d,)F, for 
field waves and regular waves. Both diagram show a linear 
trend though large data scatters are still observed. There 
is no tendency in Fig. 12 that the field values are 
smaller than those given by regular wave formula, in 
contrast to the results in Fig. 8. The linear trends proves 
that the present modifications are in the right direction 
to establish the wave breaking condition of the individual 
waves in the field waves. The data scatter may result from 
various complexities observed in the field, such as three 
dimensional feature of field waves and non-uniform bottom 
slope, in addition to the factors possible in laboratory 
data. Recently, Sato et al.(1990) looked into the effect 
of long period waves on the irregular wave breaking. 
Interaction between long period waves and wind waves may 
be partially responsible for the remaining data scatter. 

5. CONCLUSIONS 

We can conclude that the individual waves in an 
irregular wave train do, in average, break in a similar 
condition to that of the regular waves. However, 
conventional zero crossing methods may not be suitable to 
defining the breaking waves, for thus defined waves need 
the systematic modification as given by Eq.(3). Regular 
wave breaking condition can be applied reasonably well to 
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the waves defined by the trough-to-trough method. 

One can also conclude that the average breaking 
height-depth ratio of two-wave train is slightly smaller( 
about 5 % ) than that of regular waves, although this 
tendency is not clear in field waves, and that some data 
scatter is inevitable when the regular wave formula is used 
for the individual waves. The irregular shape of the 
individual waves may be responsible for both of them. 

Here only local wave breaking criterion is studied. 
It is necessary to develop a shoaling model for irregular 
waves as well as for two-wave trains, which is valid upto 
breaking point, in order to be able to predict both the 
breaking depth and wave height. 

ACKNOWLEDGEMENTS 

I would like to thank T. Watanabe, Y. Takemura, M. 
Itoh and T. Mori for their great help in carrying out this 
research. This research was financially supported by Grant- 
in-Aid of Ministry of Education and Culture, Japan. 

REFERENCES 

Battjes, J.A. and J.P.F.M. Janssen(1978), Energy loss and 
set-up due to breaking of random waves, Proc. 16th 
ICCE, 559-587. 

Goda, Y.(1973), Irregular wave deformation in the surf 
zone, Coastal Eng. in Japan, Vol.16, 13-26. 

Hotta, S., M. Isobe, T. Izumiya and M. Enzawaf1984), 
Breaking criterion on a natural beach, Proc. 31st 
Japanese Conf. on Coastal Eng., 44-48 (in Japanese). 

Isobe, M.(1985), Calculation and application of first-order 
cnoidal wave theory, Coastal Eng., Vol.9, 309-325. 

Isobe, M., H. Nishimura and T. Tsuka(1980), Experimental 
study on breaking transformation of irregular waves, 
Proc. 27th Japanese Cobf. on Coastal Eng., 139-142 (in 
Japanese). 

Iwagaki, Y., A. Kimura and N. Kishida(1977), Breaking of 
iregular waves on slopes, Proc. 24th Japanese Conf. 
on Coastal Eng., 102-106 (in Japanese). 

Kimura, A. and A. Seyama(1986), On the breaking condition 
of irregular waves on slopes, Proc. 33rd Japanese 
Conf. on Coastal Eng., 174-178 (in Japanese). 

Mase, H., A. Matsumoto and Y. Iwagaki(1986), Calculation 



IRREGULAR WAVES BREAKING 501 

model of random wave transformation in shallow water, 
Proc. JSCE, Vol. 375/II-6, 221-230 (in Japanese). 

Mizuguchi, M. and C. Matsuda(1980), Shallow water 
transformation of field waves, Proc. 27th Japanese 
Conf. on Coastal Eng., 134-138 ( in Japanese ). For 
English version, see Mizuguchi, M.(1982), Individual 
wave analysis of irregular wave deformation in the 
nearshore zone, Proc. 18th ICCE, 485-504. 

Mizuguchi, M. , S. Hotta, T. Nakamura and T. Kawasaki(1987), 
On breaking condition of field waves, Proc. 34th 
Japanese Conf. on Coastal Eng., 152-156 (in Japanese). 

Mizuguchi, M., T. Watanabe, Y., Takemura and M. Itoh 
(1988), On breaking of irregular waves on a slope, 
Proc. 35th Japanese Conf. on Coastal Eng., 178-181 (in 
Japanese). 

Sato, S., M. Ozaki and T. Shibayama(1990), Breaking 
conditions of composite and random waves, Coastal Eng. 
in Japan, Vol. 33, No.2, 133-143. 

Sugawwara, T. and M. Yamamoto(1978), Calculation model of 
wave transformation in shallow water, Proc. 25th 
Japanese Conf. on Coastal Eng., 80-84 (in Japanese) 

Thornton, E.B. and R.T. Guza (1983), Transformationof wave 
height distribution, J. Geophys. Res., Vol. 88(C1), 
5925-5983. 



CHAPTER 37 

Oscillating Water Column Modelling 

Iain G. Morrison 1 and Clive A. Greated2 

Abstract 

The development of a mathematical model to calculate the response of a sim- 
ple oscillating water column wave energy device (OWC) to a known wave climate 
is described. The power available from the device is calculated and this is com- 
pared with results from model tests in a wave flume. 

Particle Image Velocimetry (PIV) has been used to map the flow of water 
within the chamber of the device and vorticity maps have been calculated. The 
estimation of energy loss in vortices due to viscous dissipation is discussed in de- 
tail and is shown to account for as much as 8% of the total energy of an incident 

Introduction 

The oscillating water column wave energy converter (OWC) is now a well 
established means of extracting useful energy from water waves both simply and 
cost effectively. It consists of a chamber with two orifices. One is open to the sea 
below the low water level and the other is typically at the top of the chamber and 
connects to a turbine. A water column is formed in the chamber and oscillates 
due to the force of the incident waves. This in turn forces air through the turbine 
thus generating electricity. Several devices are now in operation worldwide but 
these are single prototype units working at only a fraction of their true potential 
either due to turbine restrictions or to large scale dissipation of energy within the 
chamber itself. 

'Research Student, Fluid Dynamics Unit, Physics Department, The University of Edinburgh, 
Edinburgh, EH9 3JZ, U.K. 

'Director, Fluid Dynamics Unit, Physics Department, The University of Edinburgh, Edin- 
burgh, EH9 3JZ, U.K. 
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This paper attempts to develop a mathematical model to predict the power 
available from a simple design of OWC and to use Particle Image Velocimetry 
(PIV) to study the characteristics of water flow in the chamber of a model of the 
same OWC. Analysis of the highly detailed velocity maps produced with PIV 
allows regions of energy dissipation to be identified and the magnitudes of these 
energy losses to be estimated. 

The OWC under study here is a simplified ^th scale model of the prototype 
designed by Whittaker[4] and now operational on the island of Islay off the west 
coast of Scotland. This working example utilises a self rectifying axisymmetric 
Wells turbine[3] for the conversion to electrical energy. 

The OWC model 

The scale model measures approximately 0.5m x 0.5m x 0.4m - the dimen- 
sions chosen to coincide with those of models built and tested at Queen's Univer- 
sity, Belfast. The water depth shallows from a maximum of 0.75m 'offshore' to 
0.12m at the mouth of the OWC, the variation occurring steadily along a beach 
of slope 1:12 (figure 1). 

Orifice 

lil2 beach slope 

Figure 1: OWC model at top of 1:12 beach 

Mathematical modelling 

It is important that an OWC and it's turbine are capable of extracting the 
maximum amount of energy from the waves incident upon the chamber. In or- 
der to achieve this the natural frequency of the chamber must be chosen to be 
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close to that of the prevailing wave climate. Therefore it is useful to be able 
to predict theoretically the resonant frequency of an OWC chamber and the air 
pressure variations within it since it is these pressures which provide the force to 
drive the turbine. Linear wave theory is used as a first approximation here to 
model the typically low amplitude waves produced in the wave flume experiments. 

It is assumed that the air column compresses adiabatically and the variation 
of the mass of this column due to air movement through the orifice is consid- 
ered. It is further assumed that the air travels through the orifice with a velocity 
proportional to the excess pressure in the chamber. This yields a differential 
equation giving the rate of change of air pressure within the OWC: 

dt 
IP dy K_ fpo 

dt     p0A \ p (P ~ Po) (1) 

where p is the air pressure in the chamber, y is the height of the water surface in 
the chamber above mean water level (MWL), 7 is the ratio of the specific heat 
of air at constant pressure to that at constant volume, d is the length of the air 
column at MWL, po is atmospheric pressure, K is a constant relating to the size 
of the orifice, po is the density of air at atmospheric pressure, and A is the cross 
sectional area of the air column. 

Consideration of both the static and dynamic pressure under an incident wave 
and the upward force this exerts on the water column leads to the second differ- 
ential equation : 

dt2 Pw(L + y-d) 
(    .                 asinhkfh — b)sinwt 

pwg [a^t - y k{b_h)coshkh    + 

ga?ksinh2k(h — b) 
8w2(6 - h)cosh2kh + P0-P (2) 

where L is the chamber height, pw is the density of water, h is the mean water 
depth at the OWC, b is the distance below mean water level of the lip of the front 
wall, a is the amplitude, k is the wavenumber and w is the angular frequency of 
the incident wave. 

Equations (1) and (2) are insoluble analytically. They are solved numerically 
using a fourth order Runge-Kutta algorithm with a small time step. The program 
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which does this starts with deep water waves of known frequency and amplitude 
and calculates their amplitude and wavenumber in the shallower water at the 
mouth of the OWC before calculating the wave pressures at that point. This 
allows more reliable duplication of wave flume experiments where the amplitude 
and wavenumber of waves produced is only known accurately at their point of 
origin in deep water. 

From calculated values of water elevation and chamber air pressure the in- 
stantaneous power is given approximately by : 

P = Aft(Po-p) (3) 

The PIV system 

PIV is a full field velocity measurement technique consisting of two distinct 
stages. First the displacement of small, neutrally buoyant, seeding particles in 
the flow is recorded on a photographic negative using a high quality medium 
format camera. Then the negative is analysed using the Young's fringe method 
to produce a detailed map of regularly spaced flow velocity vectors with a typical 
maximum error of the order of 5% of the maximum velocity magnitude. 

The seeding particle displacements are recorded by illuminating the flow sev- 
eral times on a single frame with intense laser light. In the experiments carried 
out in Edinburgh the beam from a 15W continuous wavelength argon ion laser 
is scanned at high speed into the centre of the tank via a spinning mirror and a 
parabolic mirror which produce a 'sheet' of light illuminating a region about lm 
wide. 

One of the drawbacks of a PIV system is that although particle spacings 
on the film can be accurately determined the sense of direction of flow cannot. 
There is a 180° ambiguity in the direction of flow vectors which was overcome 
by the development of a rotating mirror image shifting system. This consists of 
a high quality front silvered mirror placed in a vertical plane and rotating on a 
turntable about a vertical axis through it's centre. The turntable rotates at a 
constant known speed. The PIV pictures are then taken with the flow reflected in 
the mirror. The rotation effectively superimposes a known horizontal velocity on 
the flow. This is chosen to be large enough such that the sense of all the resulting 
velocity vectors can be inferred at the time of analysis. Finally the superimposed 
shift velocity is subtracted to give the true flow vectors. 

The technique of PIV is discussed in greater detail by Gray k, Greatedfl] and 
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by Greated et al[2]. 

Wave flume experiments 

All wave flume experiments were carried out in a flume purpose built for PIV 
applications. The flume is 9.75m long, 0.4m wide and has a depth of 0.75m at 
mean water level. The walls and base of the tank are constructed from glass to 
allow unobstructed optical access from the base and sides of the tank. Waves are 
produced by a computer controlled hinged paddle with the capability to simul- 
taneously produce waves and absorb reflections to minimise any seiche effects in 
the flume. 

An OWC model was built entirely from perspex to allow access for the laser 
sheet from below and for photography from the side. The model was fitted with a 
high precision differential air pressure transducer. A resistance type wave gauge 
was fitted inside the chamber of the model and three further gauges were placed 
at different water depths on the sloping beach to measure the amplitudes of in- 
coming and reflected waves. All five channels of data collection were sampled at 
a rate of 80Hz. 

Building a scaled down Wells turbine for the model would not only be imprac- 
tical but would also be unlikely to replicate the linear damping effect of a real 
turbine on the oscillation of the water column. Instead the square orifice of the 
model was closely packed with many small diameter tubes to reduce the Reynolds 
number of the airflow so that the flow would be laminar and thus proportional 
to the difference between chamber pressure and atmospheric pressure. 

Wave gauge and air pressure records were taken for various amplitudes and 
frequencies of sinewaves and for nine different sizes of orifice ranging from a closed 
orifice to a maximum opening of 39mm x 39mm. 

Results 

PIV was used to produce velocity vector maps of the flow within the OWC 
for various frequencies and amplitudes of forcing waves and several different ori- 
fice sizes. Each map contains about 2500 vectors with a resolution of about 5mm. 

At frequencies below about 0.8Hz a strong vortex forms just within the lip of 
the front vertical wall of the model when water rushes in to the chamber. Fig- 
ure 2 shows the flow of water into the OWC chamber just after the crest of a 
0.6Hz, 15mm amplitude wave is incident. A vortex then forms as the water level 
rises in the chamber as shown in figure 3 and this is shed as the level drops again. 
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Figure 2: PIV vector map, f=0.6Hz, wave amplitude=15mm 

Figure 3: PIV vector map, f=0.6Hz, wave amplitude=15mm 

Figure 4 shows the comparison of typical pressure and chamber water ele- 
vation results from theoretical and wave flume experiments. It can be seen that 
the theoretical results correctly predict the amplitude of oscillation of water in 
the column but underestimate the pressure variations. This may be due to the 
difficulty of determining the effective mass of water involved in the oscillations of 
the water column. However a more likely explanation is that the small diameter 
tubes placed in the orifice of the OWC model failed to lower the Reynolds number 
sufficiently to ensure laminar flow through them. 

As a result of the underestimated pressure variations the theoretical model 
also underestimates the mean instantaneous power available from the device. The 
theoretical results in figure 5 suggest that the natural frequency of the OWC 
is about 0.55Hz with an orifice of 25 x 25mm whereas the experimental results 
suggest a lower value of less than 0.5Hz. Unfortunately it was not possible to 
produce lower frequency sinusoidal waves in the flume. The experimental results 
in figure   6 show an optimum orifice size of about 24 x 24mm whereas the the- 
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Figure 4: Air pressure and water elevation results, f=0.5Hz, wave ampli- 
tude=10mm, orifice=10xl0mm 

oretical results suggest an optimum size of 22x22mm at a frequency of 0.5Hz. 
These dimensions compare remarkably well despite the large discrepancy in peak 
air pressures between the two sets of results. 

Vortex energies 

Figure 3 shows a strong vortex within the chamber of the OWC. Much of 
the kinetic energy within the vortex is lost due to viscous dissipation. Therefore 
it is useful to attempt to calculate, from PIV vector maps, the kinetic energy 
contained in such a vortex. 

For calculation of kinetic energies from PIV vector maps to be possible it is 
necessary to assume that the flow in the OWC is completely two dimensional i.e. 
in the plane of the PIV photographs. Although there is some movement through 
this plane it serves as good first approximation in this case. 
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Figure 5:    Calculated instantaneous  power,   orifice=25x25mm,   wave ampli- 
tude=10mm 

Each vector in the PIV velocity map is taken to lie at the centre of a cuboid 
of fluid with dimensions dx x dy x w where dx and dy are, respectively, the hor- 
izontal and vertical spacings of vectors and w is the width of the OWC model. 
The cuboid is assumed to have a translations! velocity equal to that of the vec- 
tor at it's centre and an angular velocity equal to half the magnitude of the 
calculated vorticity at that point. This allows the translational and rotational 
energies to be calculated and combined yielding a total kinetic energy E given by : 

E = ^pwdxdyw (vl + vl) + —Pwwdxdy ^ - -^j (4) 

where vx and vv are the horizontal and vertical velocities respectively and pw is 
the water density. These values can be summed to give the total kinetic energy 
within the frame of the PIV picture or the total kinetic energy of a vortex subject 
to the difficulty of determining it's size. This can be compared with the calcu- 
lated energy of the wave transmitted by the wavemaker in order to estimate the 
proportion of wave energy dissipated by these vortices. 

In figure 3 the kinetic energy of the water in the OWC chamber is calculated 
to be 0.21J with about 0.16J being contained within the vortex. This corresponds 
to about 8 % of the original wave energy. However it clearly accounts for a much 
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Orifice size (mm) 

Figure 6: Calculated instantaneous power, f=0.5Hz, wave amplitude=10mm 

higher proportion of the wave energy actually reaching the device since energy 
is dissipated as the wave travels from deep to shallow water. It should be noted 
that these energy calculations from PIV plots take no account of potential energy 
due to variations in water level. 

Conclusions 

An attempt has been made to develop a theoretical model of an oscillating 
water column wave energy converter. It has been shown that although the model 
does not satisfactorily predict the pressure variations in the chamber it is able 
to approximate the optimum orifice size and the optimum frequency of power 
extraction. PIV vector maps of the flow into the chamber of the OWC have been 
used to calculate the energy trapped within a large vortex. This has been shown 
to account for more than 8% of the wave energy incident on the device. 

These PIV experiments should enable future OWC wave energy converters to 
be designed with a more quantitative approach to reducing hydrodynamic losses 
within the device. 
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CHAPTER 38 

NEW APPROACH FOR ESTIMATING THE SEVEREST SEA STATE 
FROM STATISTICAL DATA 

Michel K. Ochi 

Abstract 

This paper discusses a feature of the generalized gamma distri- 
bution which is particularly appropriate for statistical analysis of 
long-term significant wave height data. The agreement between the 
cumulative distributions of the data and the generalized gamma dis- 
tribution is shown to be satisfactory. Methods to estimate the pro- 
bable extreme sea state (significant wave height) expected in a spe- 
cified time period as well as the extreme sea state for design consi- 
deration of marine systems are presented. 

Introduction 

Probabilistic estimation of the extreme sea state expected in 50 
or 100 years provides information vital for the design of offshore and 
nearshore structures as well as for the stochastic analysis of various 
coastal processes such as wave-induced sediment transport. 

Sea severity as evaluated from wave height measurements depends 
to a great extent on the geographical location where the data are ob- 
tained, since the crucial factors for sea severity are the frequency 
of occurrence of storms, water depth and fetch length. In addition, 
sea severity depends on the growth and decay stage of a storm even 
though wind speed is the same. Thus, there is no scientific basis for 
selecting a specific probability distribution function to represent 
the statistical distribution of sea state (significant wave height). 
Because of this, various probability distribution functions have been 
proposed which appear to best fit particular sets of observed data. 
These include (a) log-normal distribution [Ochi 1978a], (b) modified 
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log-normal distribution [Fang and Hogben 1982], (c) three-parameter 
Weibull distribution [Burrows and Salih 1986] [Mathisen and Bitner- 
Gregersen 1990], (d) combined exponential and power of significant 
wave height [Ochi and Whalen 1980] and (e) modified exponential dis- 
tribution [Thompson and Harris 1972], etc. 

It is highly desirable that a more rational probability distri- 
bution be developed so that sea severity evaluated from data obtained 
anywhere in the world can be reasonably represented and analyzed by 
a specific distribution thereby permitting a direct comparison of 
data, including extreme values. To achieve this goal, this paper 
introduces a probability distribution called the generalized gamma 
distribution, and discusses a feature of the distribution which is 
particularly appropriate for analysis of long-term significant wave 
height data. 

Statistical Trend of Long-Term Significant Wave Height Data 

Prior to introducing a probability distribution to represent 
long-term significant wave height data, it may be well to examine the 
general trend of the statistical distribution. For this, significant 
wave height data obtained at various geographical locations as well 
as various water depths are analyzed in the present study. 

Figures 1(a) through 1(g) show the cumulative distribution func- 
tions of significant wave height plotted on log-normal probability 
paper. These data were obtained at locations: (a) Norwegian coast 
[Mathisen and Bitner-Gregersen 1990], (b) North Sea [Bouws 1978], (c) 
North Pacific off Japan [Tomita 1988], (d) North Pacific off Canada 
[National Data Buoy Center 1990], (e) Atlantic Ocean off Georgia [Na- 
tional Data Buoy Center 1990], (f) Florida East Coast (shallow water 
area) [Coastal Data Network 1990] and (g) Gulf of Mexico (shallow 
water area) [Work 1992], respectively. Included also in these figures 
is a straight line which represents the cumulative distribution func- 
tion by fitting the following log-normal probability distribution: 

f(x) =   1      exp(-l(to*-lM2},   0Sx<~ (D 

As can be seen in Figure 1, the cumulative distributions of all 
significant wave height data show a consistent trend irrespective of 
geographical location and water depth. That is, at least 90 to 95 
percent of each set of data is well represented by the log-normal pro- 
bability distribution; however, the data diverge from the log-normal 
distribution for large significant wave heights which are extremely 
critical for estimating extreme values. The divergence is always con- 
sistent in such a way that the cumulative distribution function of the 
data converges to unity faster than that of the log-normal distribu- 
tion. This implies that the log-normal distribution will overestimate 
the extreme significant wave height by a substantial amount. 
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SIGNIFICANT WAVE HEIGHT IN M. 

Figure 1(a): Long-term signifi- 
cant wave height data obtained 
off Norwegian coast plotted on 
log-normal probability paper 
(Data from Methisen & Bitner- 
Gregersen 1990) 
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Figure 1(c): Long-term signifi- 
cant wave height data obtained 
in the North Pacific Ocean off 
Japan plotted on log-normal pro- 
bability paper (Data from Tomita 
1988) 
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Figure 1(b): Long-term signifi- 
cant wave height data obtained 
in the North Sea plotted on 
log-normal probability paper 
(Data from Bouws 1978) 
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Figure 1(d):-Long-term signifi- 
cant wave height data obtained 
in the North pacific Ocean off 
Canada plotted on log-normal 
probability paper (data from 
Nat.Data Buoy Center 1990) 
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Figure 1(e): Long-term signifi- 
cant wave height data obtained 
in the Atlantic Ocean off 
Georgia plotted on log-normal 
probability paper (Data from 
Nat.Data Buoy Center 1990) 
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Figure 1(f): Long-term signifi- 
cant wave height data obtained 
off Florida East Coast plotted 
on log-normal probability paper 
(Data from Coastal Data Network 
1990) 
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Figure 1(g): Long-term signifi-  Figure 2: Comparison bewteen the 
cant wave height data obtained   standardized cumulative distribu- 
in the Gulf of Mexico plotted on  tions of (a)log-normal and (b) 
log-normal probability paper     generalized gamma distribution 
(Data from Work 1992) for G =0.20 and for various m- 

values 
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We may conclude from the results shown in Figure 1 that the sta- 
tistical characteristics of long-term significant wave height can best 
be represented by a probability distribution whose cumulative distri- 
bution is by and large close to that of the log-normal distribution 
but converges to unity much faster than the log-normal distribution 
at higher values, say over 0.95. 

Generalized Gamma Probability Distribution 

An extensive search was made to find an appropriate probability 
distribution which represents the cumulative distribution of signifi- 
cant wave height data. For this, various probability distribution 
functions were standardized so that a comparison of distributions 
could be made under the uniform condition of zero-mean and unit vari- 
ance. Here, standardization was achieved through a change of random 
variables by subtracting the mean and dividing by the standard devia- 
tion of the original random variable. Let us define the standardized 
random variable as Z and its probability density function f(z). The 
standardized log-normal distribution is given by 

f(z) = 
f^ 

2"° f^ exp 

1 z + 1 

Un jot Ua2-lz+llf 

2oz 

(2) 

where L/p7 1 s z < «>,   a =  exp p/2}. 

Note that the standardized log-normal distribution has only one para- 

meter a, and its lower bound is a function of a. 

It was found that the following generalized gamma distribution 

(in the standardized form) appears to satisfy the conditions required 

for analysis of significant wave height data discussed in the pre- 

vious section: 

f (z) = Y%fr  (v/5 z.+p)Cm  exp[-(v^[ z+p)°}, 

whe 

r<m) 

re  -P/V5 * z < ~,   p = r(m + -i) / r(ra), 

q=[r(m + !)r(m)-(r(m+i)}
2]/{r(m)} 

(3) 
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Figure 3: Comparison between 
the standardized cumulative 
distributions of(a)Norwegian 
data,(b)log-normal and (c) 
generalized gamma distribu- 
tion for a  =  0.528 and for 
various m-values 

In order to elaborate on the above statement, let us compare the 
two standardized probability distributions given in Eqs.(2) and (3) 
for an arbitrarily chosen value a = 0.20 of the log-normal distribu- 
tion and m - 1, 4 and 8 of the generalized gamma distribution. Since 
the lower bounds of these two probability density functions are equal, 
we have a functional relationship between Eqs.(2) and (3).  That is, 

>p}=r(m + 2)r<m, /{r(m+lj} (4) 

Hence, from Eq.(4), we can evaluate c = 5.70, 2.50 and 1.76 for each 
m-value with o = 0.20. A comparison of cumulative distribution func- 
tions of the log-normal and generalized gamma distributions (in stan- 
dardized form) is shown in Figure 2. As can be seen in the figure, 
cumulative distributions are nearly equal up to 0.90, but depending 
on the m and c-values in the generalized gamma distribution, the diff- 
erence can become substantially large for cumulative distribution is 
greater than 0.90. 

For further confirmation of this feature, another comparison is 
shown in Figure 3 for o = 0.528 of the log-normal distribution evalu- 
ated from data obtained off Norwegian coast shown in Figure 1(a), and 
m = 1, 2 and h of the generalized gamma distribution. Included in the 
figure is the cumulative distribution of the Norwegian data which is 
also standardized by using the mean and variance evaluated from the 
data. It can be seen in the figure that the values of significant 
wave height (standardized) for a specified cumulative distribution 
show little difference for the two probability distributions and they 
both agree well with data in the range of cumulative distribution up 
to 0.95. However, the difference becomes substantially large for 
cumulative distribution greater than 0.95. The cumulative distribu- 
tion of the data is very close to the generalized gamma distribution 
with m = 8 in this case. 
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This feature of the generalized gamma distribution shown in 
Figures 2 and 3 is considered to make its use advantageous in statis- 
tical analysis of significant wave height data. With this back- 
ground, let us compare the cumulative distribution functions of mea- 
sured data with the generalized gamma distribution (non-standardized) 
whose probability density function f(x) and cumulative distribution 
function F(x) are given as follows: 

f (x) = T^- A
cm x01""1 exp{-(Xx)c},   0 s x < -.        (5) 

F(x) = r|m,(^x)c} / r (m), (6) 

where the numerator is the incomplete gamma function. 

Figures 4(a) through 4(g) show comparisons of cumulative distri- 
butions of data with the generalized gamma distribution. Data in each 
figure correspond to those shown in Figures 1(a) and 1(g), respec- 
tively. Included also in each figure are the values of the three pa- 
rameters of the distribution evaluated from the data. Methods to 
estimate the parameter values will be discussed in the next section. 
As can be seen in Figure 4, the long-term significant wave height data 
can be well represented by the generalized gamma distribution. 

Estimation of Parameters of Generalized Gamma Distribution 

Methods to estimate the three parameters involved in the general- 
ized gamma distribution are discussed by Stacy and Mihram [Stacy and 
Mihram 1965]. They present a procedure based on two different ap- 
proaches; one being the maximum likelihood method, the other the mo- 
ment method. In both methods, the logarithm of the variables (sig- 
nificant wave height for the present problem) is used. In particular, 
the second method considers the following sample mean, variance and 
skewness: 

n 
u = — Y^ UJ,  where UJ = in  x^ 

n A  i 

?u -    (n-l)V2) is   t    <«!-«> 

11 /-IN TT>2 (7) 

n 
3 

u i-i 

By equating Eq.(7) to the theoretical mean, variance and skew- 
ness (in logarithmic form), respectively, we may estimate the three 
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Figure 4(a): Comparison of cumu- 
lative distribution functions of 
data and generalized gamma dis- 
tribution (Data from Mathisen 
and Bitner-Gregersen 1990) 
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Figure 4(b): Comparison of cumu- 
lative distribution functions of 
data and generalized gamma dis- 
tribution (Data from Bouws 
1978) 
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Figure 4(c): Comparison of cumu- 
lative distribution functions of 
data and generalized gamma dis- 
tribution (Data from Tomita 
1988) 
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Figure 4(d): Comparison of cumu- 
lative distribution functions of 
data and generalized gamma dis- 
tribution (Data from Nat. Data 
Buoy Center 1990) 
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Figure 4(e): Comparison of cumu- 
lative distribution functions of 
data and generalized gamma dis- 
tribution (Data from Coastal Data 
Network 1990) 

0.9999 

0.99 

0.95 

£    0.90 

I    0.80 
CO 
O n 
Q. 

0.50 

0.20 

0.10 

0.01, 
0 

GENF 
GAM 

ALIZ 
M 
m-1 
c-1 
X-3 

ED 

497 
109 
099 

/ 

.1             0 2                0 4       0 6   0 8 1 0                2 0                4 
SIGNIFICANT WAVE HEIGHT IN M. 

Figure 4(g): Comparison of cumu- 
lative distribution functions of 
data and generalized gamma dis- 
tribution (Data from Work 1992) 

Figure 5: Probable extreme sig- 
nificant wave height and design 
extreme significant wave height 
with risk parameter a = 0.01 as 
a function of time (Data from 
Mathisen & Bitner-Gregersen 1990) 
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parameters.      For  example,   the parameter m  can be  estimated  from  the 
following equation: 

-S— tn T (m) 
dm3 

-la   I =  (8) |9u'       T~^2 \Tp2. 
— (n T (m) 

Although the Stacy and Mihram method is mathematically correct, 
some difficulty is often encountered in practice in solving Eq.(8) for 
certain set of data. It should be noted that in estimating the sta- 
tistical properties of long-term significant wave height, the sample 
size of data is usually extremely large, on the order of several thou- 
sand. If this is the case, we may simply estimate the parameter val- 
ues by equating the sample moments to theoretical moments. Here, the 
j-th moment of the generalized gamma distribution is given by 

E [xJ 1 r(m4) (9) 
xj  r<m) 

Since the generalized gamma distribution has three unknown para- 
meters m, c and A, we may consider a set of equations consisting of 
either the first three moments or the 2nd, 3rd and 4th moments; the 
latter places more emphasis on the higher order moments. It is found 
through statistical analysis of many data that the solution of a set 
of three moments consisting of the 2nd, 3rd and 4th moments yields the 
generalized gamma distribution which well represents the cumulative 
distribution of the observed data. The parameter values of the gener- 
alized gamma distributions given in each example in Figure 4 are all 
determined by this procedure. That is, from a set of three equations 
for j = 2, 3 and 4 of Eq.(9), we can derive the following two equa- 
tions by eliminating the parameter \. 

(rM)1/2r(„.j)   E[x3| 

{'(-I)}3"   W" 
r(m)r(m + -i\  „. 4l  \   c/ =  E[x*] 

{r(m + |)}
2  {E[x2]}

2 

The parameters m and c are determined from the above equations. 
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Estimation of Extreme Sea State 

Estimation of the extreme sea state (significance wave height) 
expected to occur in a specified time period (50 years, for exmaple) 
based on the generalized gamma distribution is discussed in this 
section. 

(a) Probable Extreme Sea State 

The probable extreme sea state refers to that most likely to 
occur in a specified time period which is the modal value of the pro- 
bability density function of extreme values. It is essentially the 
value of the significant wave height which satisfies the equation of 
return period being equal to the number of significant wave heights 
in a specified time. In order to avoid possible confusion, the ex- 
treme value in N-observations is denoted by Yn-value which satisfies 
the following equation: 

{l / fl-rjm, Uyn)
cJ / r(m)U = tn N (n> (n 

where  N - number of significant wave heights expected in a speci- 
fied time period. 

Another approach for evaluating the probable extreme sea state 
is through application of Cramer's asymptotic extreme value statis- 
tics . This method was used for evaluating the extreme value of the 
generalized gamma distribution and therefrom the following equation 
to estimate the probable extreme values was derived [Ochi 1978b]: 

(m)  " ur
x e~Un 

*{-£(-*)}• 
where   ^ = (Ayn)

c 

The left-side of Eq.(12) is the gamma probability distribution, 
and hence solution of the equation with respect to ^ can easily be 
obtained for a given m, c and X. The asymptotic probable extreme 
value yn can be evaluated from the extreme value of UJJ. It is noted 
that the asymptotic probable extreme value thus obtained is very close 
to the value obtained as the solution of Eq.(ll) when N is large. 

(b) Extreme Sea State for Design Consideration 

The probable extreme sea state discussed in the previous section 
is the modal value of the probability density function of yn. How- 
ever, the probability that the extreme value exceeds the probable 
extreme value is theoretically 1 - e = 0.632. Since this proba- 
bility is very large, the probable extreme value should not be used 
for design of marine systems.  For the design of marine systems, it 
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is necessary to consider an extreme value for which the probability 
of exceedance is a very small specified value, a, called the risk 
parameter. It can be evaluated from the cumulative distribution 
function given in Eq.(6) as 

r{m, Ux)c} ,„ (13) 
F(x) = —1 i- = (l-o) ' K   ' r(m)     (   ' 

Although Eq.(13) yields the exact solution numerically, we can 
derive the following equation for large N and small a: 

r{m qx)C)=i_(i_n)1/N _ (14) 

r (m) N 

Eq.(14) yields an equation in a form similar to that given in 
Eq.(ll); and hence, the design extreme value with risk parameter, a, 
can be obtained by finding the yn-value which satisfies the following 
equation: 

hi jl / [l-r|m, Uvn)
c} / r(m)H = tn(N/a), (15) 

where a - risk paramater; namely, the probability that the extreme 
value exceeds the design extreme value. 

The design extreme value can also be obtained as the solution of 
the following equation which has a form similar to that given in 
Eq.(12): 

m-1 
r(m) 5{>-i(-i)} 

As an example of the estimation of extreme sea states, Figure 5 
shows the probable and design severest sea states as a function of 
time using the Norwegian data shown in Figure 4(a). The estimations 
are made by Eqs. (12) and (16). As can be seen, the magnitude of the 
probable as well as that of the design extreme sea state with risk 
parameter a = 0.01 do not increase significantly with increase in 
time. However, the design extreme sea state with the risk parameter 
a — 0.01 is substantially larger (approximately 40 percent) than the 
probable extreme sea state in this example. The severest sea state 
observed in 7 years at this location agrees well with the estimated 
probable extreme sea state for this period. 
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Conclusions 

Results of statistical analysis of long-term significant wave 
height data obtained at various geographical locations and at various 
water depths show a consistent trend. That is, at least 90 to 95 
percent of the cumulative distribution of each set of data is well 
represented by the log-normal probability distribution; however, the 
data diverge from the log-normal distribution for large significant 
wave heights. The divergence is consistent in such a way that the 
cumulative distribution of the data converges to unity faster than 
that of the log-normal distribution. 

From comparisons of many probability distributions in standar- 
dized form, it is found that the generalized gamma distribution satis- 
fies the condition that its cumulative distribution is by and large 
close to that of the log-normal distribution but it converges to unity 
much faster than the log-normal distribution at higher cumulative dis- 
tribution values, say over 0.95. Comparisons of cumulative distribu- 
tion functions of data and the generalized gamma distribution show sa- 
tisfactory agreement. Methods for estimating the probable extreme sea 
state expected in a specified time as well as the extreme sea state 
for design consideration of marine systems are presented. 
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CHAPTER 39 

Modeling the Transformation of Nonlinear Waves 
Passing over a Submerged Dike 

Takumi Ohyama 1 and Kazuo Nadaoka 2 

Abstract 

The decomposition phenomenon of a nonlinear wave train passing over a sub- 

merged dike has been investigated by a previously developed numerical model. 
The model, based on the time-dependent boundary element method, employs an 
effective nonreflective open boundary treatment and can be applied to arbitrary 
nonlinear wave processes. The results for regular wave incidence indicate that 
the higher harmonics generated during passage over the dike are transformed into 
prominent free waves in the trailing side of the dike, revealing the essential mech- 
anism of the observed decomposition phenomenon. The computed wave profiles 
at various locations agree favorably with experimental observations. The trans- 

formation of multicomponent random waves has also been investigated. The 

results show that a substantial amount of wave energy is transferred into higher 

frequency components. The power spectrum of the transmitted wave is found 

to be significantly influenced by the phase differences among the incident com- 
ponents as well as by the incident wave spectrum itself. 

1. Introduction 

The decomposition phenomenon of waves passing over a submerged dike is 
directly related to the variation of wave spectrum and therefore of great impor- 

tance for predictions of coastal wave fields and beach profile formation (Hulsber- 

gen, 1974). This phenomenon is believed to be governed by both the nonlinearity 
and the dispersivity of wave fields. 

The methods of numerical approaches to this phenomenon may be classified 
into the following groups.   The first approach is based on shallow-water wave 
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theories, such as Boussinesq's theory. However, because this approach relies 

on assumptions of both weak nonlinearity and weak dispersivity of wave fields 
it may not be valid especially for prediction in the trailing side of the dike, 
where higher harmonics may arise as deep-water waves. In fact, its applications 
have been restricted to the case of solitary wave evolution (Seabra-Santos et al., 

1987). The incidence of periodic wave trains is taken into account in the sec- 
ond approach, which is based on the second-order Stokes' wave theory (Massel, 

1984). However, because of the limitation of this wave theory, its application 

is restricted to the case of a deeply submerged dike in a weakly nonlinear wave 

field. Thus, the applications of these two approaches have been limited with re- 
spect to incident wave conditions and the submergence of the dike. In addition, 
these approaches cannot directly treat the evolution of random waves composed 

of multiple-frequency components. 
By contrast, the time-dependent boundary element method may apply to 

a wave field of more general conditions, including an arbitrary nonlinear wave 

field, since the free-surface boundary condition can be fully incorporated with- 
out approximations. The lack of efficient open boundary treatments, however, 
has made it impossible to deal with the incidence of continuous wave trains and, 
therefore, in many cases solitary waves have been imposed instead (Cooker et 

al., 1990). Recently, the authors (Ohyama and Nadaoka, 1991) have successfully 
developed an idealized "numerical wave tank" model based on the boundary el- 
ement method. This numerical model employs an effective nonreflective open 
boundary treatment so that it can be applied to arbitrary wave fields including 
nonlinear random waves. The present study investigates the decomposition of 
periodic and random wave trains passing over a rectangular submerged dike by 

using the previously developed numerical model. 

2. Numerical Wave Tank Model 

Numerical analyses have been performed by using a two-dimensional numeri- 
cal wave tank model previously developed by the authors (Ohyama and Nadaoka, 

1991). At both ends of the computational domain, numerical wave-absorption 

filters are installed as shown in Fig. 1. The filter is composed of a sponge 
layer to absorb the incoming shorter waves energy by frictional damping and 

a Sommerfeld-type radiation boundary at the lee side of the layer to transmit 
the outgoing longer waves. This numerical wave tank model additionally incor- 
porates a nonreflective wave generator which combines a vertically distributed 
wave-making source (Ss), introduced by Brorsen and Larsen (1987). 

A decay term proportional to the velocity magnitude is added to the equation 
of motion in the sponge layers.    Based on the potential theory, the dynamic 
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Distribution of [i 

^tiBBSMlV" 

Figure 1. Numerical wave tank model used for the analyses. 

condition on the free surface is consequently derived as 

^ + \{V<t>f + gv +, -I. xi dx ' ion Sp 
dx = 0    (on Sp), (1) 

in which <j>(x, z, t) is the velocity potential, n is the surface elevation from the 
mean water level, and \x is the damping factor. The factor, /i, is distributed 

linearly in the layers as shown in Fig. 1 in order to relieve the wave reflection at 
the leading side of the layers. Based on the results of the earlier study (Ohyama 
and Nadaoka, 1991), the maximum value of the damping factor in the sponge 

layers, /uroo3r, is given as Umaxy^o/g = 0-25 in the subsequent computations. 
Since the governing equation for the velocity potential in the fluid domain 

0 is expressed by a Poisson equation, an integral equation is introduced by ap- 
plying the second form of Green's theorem. All the boundary conditions except 

the dynamic condition on Sp, Eq. (1), are substituted into the integral equa- 
tion. Another integral equation is derived by applying the method of weighted 
residuals to Eq. (1). These equations, which involve <j> (on Sp, Sy, S2 and 54) 
and dcf>/dt, n and dn/dt (on Sp) as unknown variables, are discretized spatially 

and solved simultaneously for successive time steps. 

The nodal points on the free surface, Sp, are considered to move in a vertical 
direction with the time step advance. The unknown variables, <j>, d<j>/dt, r\ and 
dn/dt, can be rewritten by using A4> and An, which are the increments of <f> and 
n, respectively, during the time increment At. In this time-stepping procedure, 
nonlinear terms, which correspond to the spatial displacement of the nodal point 

on Sp, are taken into account for better accuracy (Ohyama, 1990). The linear 
algebraic equations to be solved for A</> (on Sp, Sy, S2 and S4) and An (on 
Sp) are consequently obtained. The earlier paper (Ohyama and Nadaoka, 1991) 
provides a detailed description of the numerical procedure. 

In the subsequent computations, the time increment, At, and the horizontal 
projection of distance between the surface nodes, Ax, are given to be 1/32 of 
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(b) Wave height distribution. 

Figure 2. Evolution of periodic wave for D/ho = 5.25, hs/ho = 0.4, 
(T2hD/g = 0.8, H0/hD = 0.1. 

incident wave period (or of significant wave period for the case of random waves) 
and 1/40 to 1/20 of incident wave length (or of significant wave length for the 

case of random waves), respectively. The initial condition for each case is the 
still-water condition, i.e., <f> = rj = 0, and numerical results 10 periods after the 

"cold" start are used for discussion. 

3. Decomposition Phenomenon of Periodic Waves 

Figure 2(a) shows a numerical example of the wave profile around the dike 
both in time and space, in which a and H0 represent the angular frequency 
and the height of the incident waves. The conspicuous decomposition into the 

shorter waves occurs immediately after passage over the submerged dike, and the 

transmitted waves propagate as nonconservative waves composed of multiple- 

frequency components. The corresponding wave height distribution is indicated 
in Fig. 2(b), together with the linear solution for transmitted wave height (Ijima 
and Sasaki, 1971). Preliminary studies found that the linear theory accurately 
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    Experiment 
0        Numerical result 

Experiment 
Numerical result 

(a) Above the center of the dike. (b) In the trailing side of the dike. 
Figure 3. Comparison of computed wave profiles with experimental 

observations for a2hD/g = 0.97, hs/hD = 0.3, H0/hD = 0.1, D/hD = 4.0. 

predicted reflected and transmitted wave energies, even when a conspicuous 
decomposition of wave trains occurs. As shown in Fig. 2(b), however, the 

predicted wave height in the trailing side of the dike is markedly greater than 
the corresponding linear solution, and varies in space since the transmitted waves 

propagate as nonconservative waves. 
The wave evolution during passage through the dike, therefore, produces sig- 

nificant phenomena such as the transfer of a large amount of energy to higher 
frequency components along with the augmentation of wave height. 

4. Experimental Verification 

Physical model experiments have been conducted to verify the present nu- 
merical method. The experimental wave tank is 17m long and 0.4m wide; the 
water depth, hD, and the incident wave height, H0, were set at 25cm and 2.5cm, 
respectively (H0/hr> = 0.1). The model of the submerged rectangular dike has 
a width of 100cm (D/hD = 4.0) and a height of 17.5cm (hs/hD = 0.3). The 
wave profiles were measured at three locations: one over the center of the dike, 
and the others 125cm apart from the center of the dike on both sides. 

Comparisons of wave profiles at a point over the center of the dike and at a 

point in the trailing side are given in Figs. 3(a) and 3(b), respectively, in which 

/o represents the incident wave frequency (= a/2ir). The computed wave profiles 
are found to agree favorably with the corresponding experimental observations, 

indicating the reliability of the present numerical model. 
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Figure 4. Wave profile both in time and space around stepped bottom for 
hs/hD = 0.4, o2hDjg = 0.8, H0/hD = 0.1. 

5. Mechanism of the Decomposition Phenomenon 

Figure 4 shows the computed wave profile for the case of a stepped bottom 
with hs/hD = 0.4. The incident wave conditions are identical to those of the 
previous case of the submerged dike (Fig. 2[a]). Figure 4 illustrates that a sec- 
ondary wave appears at the trailing side of the primary wave as the wave crest 

propagates onto the step. It then gradually parts from the main crest and is 
overtaken by the following wave. These basic features of the wave deformation 
are similar to those of solitary wave disintegration over a stepped bottom (Mad- 
sen and Mei, 1969). As indicated in Fig. 2(a), by contrast, wave decomposition 
during passage over the dike occurs drastically, suggesting that its mechanism 

is quite different from that of the solitary-wave disintegration over the stepped 
bottom. Therefore, the wave field in the trailing side of the dike is compared 
with that over the stepped bottom in order to investigate the mechanism of wave 

decomposition. 
The spatial evolutions of the lowest three harmonic amplitudes, \r)n\ (n = 

1, 2, 3), are indicated in Figs. 5(a) and 5(b), in which |(r/0)i| is the first harmonic 
amplitude of the incident wave. As shown in these figures, the second harmonic 

amplitude, |r/2|, is spatially modulated over the step, but is preserved in the 
trailing side of the dike. This modulation phenomenon over the step is explained 
by nonlinear resonant interaction based on the phase mismatch between the free 
and bound waves in the second harmonic (Mei and Unluata, 1972; Bryant, 1973). 

Furthermore, in order to investigate the characteristics of the wave number 
(or celerity), spectral analyses in the wave number/frequency space have been 

performed for both the wave field over the stepped bottom (6.0 < x/hn < 25.0) 
and that in the trailing side of the dike (12.5 < x/hD < 25.0). The results are 
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(a) Stepped bottom. 

f/fo = 1    -- f/fo = 2 ///„ = 3 

25.0 

x/hD 

(b) Submerged dike with D/hn = 5.25. 
Figure 5. Distribution of each harmonic amplitude for hs/ho = 0.4, 

0-2hD/g = 0.8, HQ/hD = 0.1. 

indicated in Figs. 6(a) and 6(b), respectively, in which k is the wave number 
and h is the water depth (h — hs for the stepped bottom and h = hp for the 
submerged dike). In the ordinates, the power spectrum for each component, p'n, 

is divided by the maximum value of the spectrum in the first harmonic (p'i)max- 
In each f/fo—kh plain, a curved line (F) represents the linear dispersion relation 

(kta.nh.kh = 4.v2f2/g), and a straight line (B) is drawn from the origin of 

direction to a point at which the spectrum for the first harmonic (f/fo = 1) is at 
a maximum. The wave components on line (F) and those on line (B) correspond 
to the free waves and the bound waves, respectively. A larger difference in the 

celerity between the free and bound waves is found in the trailing side of the 
dike compared to the case of the stepped bottom. A comparison of the wave 
number spectra in the second harmonic is indicated in Fig. 7. In the shallow- 
water region over the stepped bottom, the amount of energy in the bound wave 
component is larger than that in the free wave component; whereas in the case 
of the submerged dike almost all the energy of the second harmonic exists as 
the free wave component. 

The results of the spectral analyses yield the following description on the de- 
composition phenomenon: In the shallow-water region, both the free and bound 
waves in the higher harmonics result from wave nonlinearity.   However, wave 
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Linear dispersion 
relation (F) 

(a) Shallow-water region over the stepped bottom. 

Linear dispersion 
relation (F) 

(b) Deep-water region in the trailing side of the dike with D/hn = 5.25. 
Figure 6. Comparison of wave number-frequency spectrum for hs/hD = 0.4, 

HQ/hD = 0.1, a2hD/g = 0.8. 
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Figure 7. Comparison of wave number spectrum in second harmonic for 

hs/hD = 0.4, H0/hD = 0.1, a2hD/g = 0.8. 

disintegration in this region emerges rather gradually because of the small dif- 
ference between the celerities of the free and bound waves. When these waves 

propagate into the deep-water region where wave nonlinearity is so weak that 
the bound waves can no longer exist, a large amount of energy is transferred 

abruptly to the free waves in the higher harmonics. Since the celerities are 
significantly different among the primary wave and these free waves in the deep- 
water region, the wave disintegration phenomenon is conspicuous compared to 

the case of the stepped bottom. 

6. Variation in Decomposition Phenomenon According to Dike Width 

As shown in Fig. 5(a), the second harmonic amplitude fluctuates spatially 
over the shallow-water region. Assuming the weak nonlinearity of a wave field, 
the beat length of |?72|, A2) can be expressed in the following form (Massel, 1983): 

A2 = 2TT/(A;2 -2*0, (2) 

where k\ and k2 represent the wave numbers of the free waves in the first and 

second harmonics, respectively. The beat length of |?j2| in Fig. 5(a) agrees 
favorably with the value calculated from Eq. (2). 

According to the aforementioned mechanism of wave decomposition, it is 
expected that the amount of energy transferred into the free wave components 
varies appreciably with the dike width, and that the dike width relative to the 
beat length of \r]n\, D/Xn, is a definitive parameter, as suggested by Mei and 
Unliiata (1972). The first numerical example indicated in Figs. 2(a) and 2(b) 
corresponds to the case of D/\2 = 0.5 (X2/hD = 10.5), while Figs. 8(a) and 8(b) 

show the numerical results for D/\2 ~ 1.0, in which the dike width is twice as 
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Figure 8. Wave deformation around submerged dike for D/hp = 10.5, 
hs/hD = 0.4, a2hD/g = 0.8, H0/hD = 0.1. 

large as in the first example. In this case of D/X2 = 1.0, the transmitted wave 
profile is almost sinusoidal and a negligible amount of energy is transferred to the 
higher frequency components during passage over the dike, although nonlinear 
effects such as steepened wave crests can be seen over the dike. Comparison of 
Fig. 8(b) with Fig. 5(a) reveals that the distribution of \r)2\ °ver the dike is 
similar to that over the corresponding stepped bottom. 

The variations in \t]2\ and \rj3\ of the transmitted waves, with D/\2> are 
indicated in Figs. 9(a) and 9(b) for the cases of hs/hD = 0.4 and 0.3, respec- 

tively. In the ordinates, the higher harmonic amplitudes are normalized with 
the first harmonic amplitude. Since \r]2\ and |r/3] are slightly modulated even 
in the trailing side of the dike, spatially averaged values over each beat length 

are plotted in these figures. The results for hs/hD — 0.4 (Fig. 9[a]) show that 

the maximum value of |r?2| appears at D/A2 = 0.5 and the minimum value at 
D/\2 = 1.0, substantiating that the modulation of |T72| over the dike is similar 
to that over the stepped bottom and its value at the trailing edge is preserved 
in the transmitted wave.  In the case of hs/hD = 0.3 (Fig.  9[b]), on the other 
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Figure 9. Variation in \rjn\ of transmitted waves with D/X2 for a2h£,/g = 0.. 
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hand, the value of D/\2, where |J72| attains its maximum, is smaller than 0.5. 
This may be because the wave nonlinearity over the dike is so strong that the 
use of A2 obtained from Eq. (2) is no longer adequate. Furthermore, in this 

condition, since the beat length of [r?31 over the step is nearly one-half of A2, |%| 
becomes the minimum at the location where 1772 J is at the maximum, and the 

peaks of \r]3\ appear on both sides. 
These results lead to the following conclusions: As inferred by Mei and 

Unliiata (1972), each harmonic amplitude in the transmitted waves becomes 

remarkably larger when D/\n is nearly 0.5. When the water depth over the 
dike is very shallow, however, the stronger nonlinearity yields a shorter beat 
length of \rj2\ than predicted from the weakly nonlinear solution. 
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7. Spectral Transformation of Random Waves 

Lastly, this study investigates spectral transformation of random wave trains. 
The nonlinearity of the incident random waves considered here is so weak that 
they are expressed as a sum of multiple-frequency components: 

Vin = J2ansin(knX ~ 27rfj + £n), (3) 
n 

in which rnn is the surface elevation of the incident wave train, and an, kn, fn 

and sn represent the amplitude, the wave number, the frequency and the phase 

lag of each component, respectively. 
Figures 10(a) - 10(c) show the power spectrum of simulated random in- 

cident waves (10[a]), and their modifications through the transmission over a 
submerged dike with D/hD = 4.0 and hs/hD = 0.3 (10[b] and 10[c]). The 
incident wave train considered here is composed of 96 wave components and 
the amplitudes of each component have been prescribed according to the spec- 
trum of Bretschneider-Mitsuyasu (Mitsuyasu, 1970) with Tx/^Jg/ho = 8.0, 
Hi/3/hn = 0.07, in which T^ and Hi^ are the significant wave period and 

height, respectively. The power spectra of the water surface fluctuation were 

calculated from 4096 wave data at a point Ihn away from the center of the dike. 
The power spectrum of the incident waves was obtained from the computation 
for a flat-bed condition in which the dike does not exist. 

In the transmitted wave spectra, several noticeable peaks arise in higher 

frequency components, indicating that a substantial amount of wave energy is 
transferred into the higher frequency components. This is of great importance 
because the augmentation of the wave energy for high frequency makes the 
significant wave period appreciably shorter. In addition, these spectral peaks 
are not located as the higher harmonics of the peak frequency of the incident 
wave spectrum. 

Figures 10(b) and 10(c) show the transmitted wave spectra for the incident 

waves with the same power spectrum (Fig. 10[a]), but with a different series of 
pseudo-random numbers for the specification of the phase lags among the wave 
components. The significant difference in the peak frequencies of the wave spec- 
trum between these two cases indicates the importance of the phase difference 
among the wave components for the transformation of the random wave train. 

8. Conclusions 

The previously developed numerical model has been applied to the analyses 
of wave decomposition during passage over a submerged dike. The computed 

wave profiles at various locations agree favorably with experimental observations. 
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Figure 10. Power spectra of random waves for Tij3\fg/hp = 
HU3/hD = 0.07, D/hD = 4.0, hs/hD = 0.3. 
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The higher harmonics generated over the dike are found to be transformed into 

prominent free waves in the trailing side of the dike, demonstrating the essential 

mechanism of the observed decomposition phenomenon. Further computations 

show that the occurrence of decomposition and its degree depend significantly 

on dike width. The results for random waves indicate that a substantial amount 

of wave energy is transferred into higher frequency components. Furthermore, 

the power spectrum of the transmitted wave is significantly influenced by the 

phase spectrum of the incident random waves. 
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CHAPTER 40 

Probabilistic Calculation Model of 
Directional Random Waves 

Wi-Gwang Pae1), Hajime Mase2), M. ASCE 
and Tetsuo Sakai3), M. ASCE 

ABSTRACT: A probabilistic calculation model is developed, for the 
simplicity of inclusion of wave breaking and energy dissipation, to predict 
the transformation of directionally-spreading random waves by using 
parabolic refraction-diffraction equations. The numerical predictions are 
compared with the experimental observations of random wave transforma- 
tion over an elliptic shoal by Vincent and Briggs (1989); the predictions 
agree well with the observations under the non-breaking condition, 
however, the agreement is poor under the wave breaking condition. 

INTRODUCTION 
Estimation of refraction and diffraction, shoaling and wave breaking 

deformation over complicated bathymetry is an important problem in 
coastal engineering. Although random sea state is usually approximated 
by a monochromatic wave equivalent to the significant wave, there are 
some differences between the actual sea state and the results of monochro- 
matic representation. 

There are mainly two methods to deal with transformations of random 
waves: that is, spectral and individual wave analysis methods. Here we 
employ the individual wave analysis method for the simplicity of inclusion 
of wave breaking and energy dissipation. Incident wave heights and 
incident angles of individual waves are given from probabilistic density 
functions of wave heights and angles, and periods are given depending on 
their wave heights. Model wave equations used here are two different 
parabolic refraction-diffraction equations depending on incident angles. 
The numerical predictions are compared with the experimental 
observations of wave transformations of directionally-spreading random 
waves over an elliptic shoal carried out by Vincent and Briggs (1989). 

1) Consulting Engineer, Nikken Consultants, Inc., Shinagawa-Ku, Tokyo, 141, Japan. 
2) Res. Assoc., and 3) Prof., Department of Civil Eng., Kyoto Univ., Kyoto, 606, Japan. 
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NUMERICAL MODEL FOR DIRECTIONAL RANDOM WAVES 

Input Wave Heights 
One-parameter Weibull distribution was adopted as an input wave 

height distribution (Mase and Kobayashi, 1991). 

P(x) = m- hf}3 JC"-
1
 exp (- J- (hV3 xf 

2<p \  2<p 

2<p 

/•oo 

(201n3) 

hm exp 
Mm 

2<p 
dh , 

(1) 

(2) 

<j,-. r m + 1 
m (3) 

where x is the wave height normalized by the significant wave height, Ho, 
r is the Gamma function, and m is the shape factor related to the wave 
groupiness factor, GF, as described by 

m = 3.44- 1.99 GF, (4) 

according to Mase (1989) and Mase et al. (1990). Therefore, the effect of 
wave grouping is indirectly taken into account in the wave transformation 
model through Eq.(4). 

From the Weibull distribution, representative individual wave heights 
were defined by dividing x, ranging from 0 to 2, into N (=20) segments, xt 
(i = 1,..., AO, and the corresponding occurrence probabilities, pt (i - 1,...^V) 
were calculated. A dimensional wave height is given by Xi*Ho- 

Input Wave Periods 
Considering that higher waves have longer periods and referring 

observed joint distributions of wave heights and periods (Goda, 1978), we 
set wave periods as 

Ti = 0.6 To ; 
Tt = To ; 
Ti= 1.2 T0; 

0 < #, <; 0.5H0 , 
0.5H0<Hj<; 1.5H0, 
l.5Ho<Hi , 

(5) 

in a simple manner, where To is the significant wave period. 
An alternative way to give input wave heights and periods is to use a 

joint probability density function of wave heights and periods; however, 
this method results in more number of waves in the calculation of wave 
transformation than the present method, since several wave periods are 
defined for a given wave height. 
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Input Incident Wave Angles 
Here directional spreading of individual waves was considered as in the 

case of spectral method (Panchang et al., 1990). Directional distributions 
of individual waves were assumed to be described by the following 
function: 

G{6) = G0 cos2S{{6 - 6b) /2) (6) 

where 6b is the principal (mean) direction against the x axis, S is the 
parameter representing the degree of directional concentration , Go is the 
constant to make the integration of Eq.(6) unity. Eq.(6) was originally 
proposed for spectral components (Mitsuyasu et al., 1975); which was 
treated as a probability density function of incident angles here. 

Assuming that the directional distribution of individual waves is narrow 
compared to that of spectral components, and since parabolic refraction- 
diffraction equations are employed as model wave equations, we limit the 
maximum absolute value of 6 to 60°. The representative incident wave 
angles, 6) (/' =1,..., M), were given by every 10° in the range between - 60° 
and 60°, and the corresponding occurrence probabilities, qj (j =1,..., M), 
were determined from Eq.(6). 

The directional spreading function used by Vincent and Briggs (1989) 
was 

G(^X+l|exP{ (jd)2 
COS_/'(6T 6Q) (7) 

— Eq. (7)   (o=10°) 
(o=30°) 

Eq. (6)   (S=10) 
(S=65) 

-40 0 
6 (deg) 

Fig. 1  Comparison of directional spreading functions. 
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If S in Eq.(6) is assigned to 400, 65, or 10, the directional distribution by 
Eq.(6) corresponds to that by Eq.(7) with a= 0°, 10° or 30°, used as the 
experimental conditions of uni-directional, narrow-, or broad-banded 
directional spreading by Vincent and Briggs (1989). Figure 1 shows the 
comparison of the two directional distributions by Eqs.(6) and (7). It is 
seen from the figure that both almost agree. 

Model Wave Equation 
Transformations of all N*M individual waves of wave heights //,, wave 

periods 7*, and incident angles 9j, with the occurrence probabilities pi*qj, 
were calculated by parabolic refraction-diffraction equations. The calcu- 
lated results were superposed according to their occurrence probabilities. 
For waves with large incident angle \dj[ a= 5°, the minimax approximation 
model of Kirby (1986) was used: 

Ax + i (k-a0k)A+ ^A + -^-[ai-bx^ (CCgAy)y - J^CC^ 

w U-+ c   \ "8x 

/C  Lp       £K\so 
[CCgAyjy - at-bME-A 

k C„ 

+ i b\ 'gx 

kC     2kC9
2 

WA ib 
kCg 

l-rWxA ib\ WAx=0 , (8) 

where A is the complex amplitude, k is the wave number averaged over 
the y direction, k is the local wave number, Cg is the group velocity, CD is 
the angular frequency, W is the damping coefficient described later, and 
a0, ah by are the coefficients taken to be 0.9947, -0.8900, -0.4516. It is 
noted that the derivative of W was included in Eq.(8) compared to the 
original minimax model of Kirby (1986). 

For waves with small incident angle |fy|<5°, the following parabolic 
equation with an energy dissipation term was used: 

Ax - i (K- ko)A + (KCCjlx A - 
2KCCe 2KCC, 

• (CCgAy)y = 0 

K2 = k2+ i kW 

(9) 

(10) 

where &o is the wave number at the incident boundary averaged over the 
y direction. Eq.(9) is obtained from the mild slope equation with a 
damping term (Booij, 1981) by using the splitting matrix method (Radder, 
1979; Dalrymple et al., 1984). 

Incipient of wave breaking was estimated by a simple equation, 

Hb/hb = 0.85 (0.7 + 5 tan)8 ) (11) 
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where Hb and hb are the wave height and depth at the breaking point, 
tan/6 is the bottom slope. 

The damping coefficient in Eqs.(8) and (10) was formulated by a bore 
model (Battjes, 1986) as follows: 

Y3 T \hl 

y = 0.7 + 5 tan/3 

11-10 Mi* 
5, 

B = 0.6 sh/hb ^ 1-0 
hlhb =s0.6 

(12) 

(13) 

(14) 

Eq.(14) was used to represent the measured wave height change of 
monochromatic waves more accurate (Mase and Iwagaki, 1982). In the 
calculation, a treatment of the lateral boundary condition followed 
Yamamoto(1987). 

COMPARISON BETWEEN NUMERICAL PREDICTIONS 
AND EXPERIMENTAL OBSERVATIONS 

Experiments of random wave transformations over a shoal were 
carried out by Vincent and Briggs (1989). Figure 2 illustrates the 
experimental layout of an elliptical shoal and measurement locations, but 

18 

15 

E    12 

9 

6 - 

3 ~ 

0 

Elliptic al Shoal 

9 c 

A 
' 7 

6 

3nt 

\ 
> s 

\ 
Measurem; 

Locations 

h=0.762m 

J I I 
0       3       6       9      12    15     18 

x(m) 

Fig. 2 Experimental layout. 
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the coordinates are rewritten so that the center of the shoal is located at 
(x, y) = (6m, 9m), for the convenience in the numerical calculations. The 
TMA spectrum was used as a target spectrum. Spectral peakedness was 
changed by two; that is, broad-banded and narrow-banded frequency 
spectra. In the present model, an energy spectrum was not given as input 
data, but given by a wave height distribution. As general, a narrow- 
banded spectral wave trains lead to the Rayleigh distribution of wave 
heights. 

— Calculated Result 
(S=65) 

o   Mean Value of Case 
ID N1 & N2 

(a) 

3.00 B.DO P.00 li.00 

X   CM] 
13.00 IS.00 

(b) 
Fig. 3  Spatial wave height distribution for narrow-banded 

directional spreading waves of Case Nl and N2. 
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Figure 3 shows the comparison of measured and calculated wave 
heights along the measuring line #4 (figure (a)), and in a horizontal region 
(figure (b)), for the case of narrow-banded directional spreading waves 
with two different spectral peakedness of Case Nl and Case N2 in the 
paper of Vincent and Briggs (1989). Since the experimental results of Nl 
and N2 were almost the same, the experimental results were averaged and 
shown in Fig.3. In the calculation, the Rayleigh distribution (m = 2 in 
Eq.(l)) was given as the input wave height distribution. Comparing wave 
heights along the measuring line #4, we see a fairly good agreement 
between both results, but the calculated wave heights around y - 9m are a 
little larger than the measured ones. One of the reasons of the discrepancy 
may be attributed to unsatisfactory smoothing due to inadequate number 
of division in both wave periods and incident angles in the calculation. 

Figure 4 shows the comparison of wave heights along the measuring 
line #4 for the case of uni-directional random waves under the condition of 
non-breaking. In this figure, not only the significant wave height but also 
the one-hundredth maximum, the one-tenth maximum and the mean wave 
heights are plotted. Easiness to calculate such wave heights is one of the 
advantages of the present calculation method compared to spectral 
calculation methods. Experimental results of U3 and U4 were averaged in 
the figure. We can see a good agreement in this condition. 

3.5 

3.0 

2.5 

2.0 

1.5 
X 1.0 

0.5 

0.0 

Cal. 
  Hi'ioo  H1/10 

— H1/3 . . H 
o Mean Value of 

Case ID U3 & U4 

_L _L 
8       9      10 

y(m) 
11     12     13 

Fig. 4 Comparison of measured and calculated wave heights along 
the measuring line #4 for uni-directional random waves. 

Figure 5 is the result of narrow-banded directional spreading waves of 
CaseN3 and CaseN4. Numerical predictions agree well with the 
observations. 

Figure 6 shows the comparison for the case of broad-banded 
directional spreading random waves. The spatial wave height distribution 
along the measuring line #4 is very flat due to wide directional spreading. 
Averaged measured wave heights and calculated ones agree well. The 
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3.5 

3.0 

o 
£0 

if 

2.5 

2.0 

1.5 
X 1.0 

0.5 

0.0 

Cat.  H1/100  H1/10  H1/3 

o   Mean Value of Case ID N3 & N4 
- H 

_J_ -L 
6       7       8       9       10     11      12     13 

y(m) 

Fig. 5 Comparison of measured and calculated wave heights 
along the measuring line #4 for narrow-banded 

directional spreading random waves. 

Mean Value of Case ID B3 & B4 

Fig. 6 Comparison of measured and calculated wave heights 
along the measuring line #4 for broad-banded 

directional spreading random waves. 

difference between the calculated one-hundredth and the mean wave 
heights around y = 9 m is larger than that in both sides; that is, the wave 
height distribution around y = 9 m becomes wider than that in both sides. 

Figure 7 shows the effect of the shape factor of the Weibull distribution 
on the calculated wave heights along the measuring line #4. There is little 
difference in the significant wave heights, but we can see the difference for 
higher waves such as the one-hundredth maximum wave height. As the 
shape factor m becomes small, that is, the incident wave height distribution 
becomes wider, the one-hundredth maximum wave height becomes large 
especially around y = 9 m. 
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Fig. 7 Effect of incident wave height distribution on 
calculated wave heights along measuring line #4. 
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— Calculated Result 
- - Calculated Result 

(R.H.SoiEq.(11)x0.5) 
o   Meas. (Case ID N5) 

_1_ _L _L JL 
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13 

Fig. 8 Comparison of measured and calculated wave 
heights under the wave breaking condition. 

Figure 8 shows a result of the cases that wave breaking occurred over 
the shoal. The measured spatial wave height distributions along the 
measuring line #4 are different from the calculated ones. The observations 
become minimum around y = 9 m, but the predictions are maximum. 
Even if the incipient condition of wave breaking was modified to make 
waves break at deeper water, by multiplying 0.5 to the original incipient 
condition, the shape of calculated spatial wave height distribution is 
unchanged, only resulting in smaller values (shown by broken line). 



MODEL OF RANDOM WAVES 549 

The following point should be noted. Experiments of uni-directional 
random wave transformations over a shoal were carried out by Lie and 
T0rum (1991). Even in the case that severe wave breaking occurred on 
the shoal, a concave wave height distribution along a transverse section, 
that is, being minimum of wave heights at the center of a transverse 
section cannot be seen, judging from contour maps of wave heights. The 
difference between the measured and the calculated wave heights under 
the wave breaking condition, and the difference between the measured 
results by different researchers may be attributed to the complexity of the 
breaking point and energy dissipation process over an arbitrary varying 
bathymetry. 

CONCLUSIONS 
This study developed a probabilistic model to calculate transformations 

of directionally-spreading random waves, by using an incident wave height 
distribution, an incident angle distribution, and parabolic refraction- 
diffraction equations, for the simplicity of inclusion of wave breaking and 
energy dissipation. Other advantages of the present model were as 
follows: 1) the present model could estimate any representative wave 
heights including the significant wave height; and 2) could evaluate the 
effect of wave grouping through the relationship between the incident 
wave height distribution and groupiness factor. The experimental results 
of random wave transformations over an elliptic shoal by Vincent and 
Briggs (1989) agreed well with the predictions by the present numerical 
model in the case of non-breaking condition. In the case that wave 
breaking occurred on a shoal, the predictions were not in agreement with 
the observations. The shape of measured wave height distribution in a 
transverse section was concave, however, the calculated wave height 
distribution was convex. Therefore, one of the advantages of the present 
model, that is, the simplicity of inclusion of wave breaking process was not 
examined yet. The present model should be checked for other experi- 
mental observations over a shoal, since some of the observations showed a 
different pattern of wave height distribution. 
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CHAPTER 41 

DIRECTIONAL WAVE MEASUREMENTS 
IN RIO DE JANEIRO COAST 

C.E.Parente1, C.P Hansen2, R.M. Sampaio3, 
J.M. Lima4, J.L.B. Carvalho1 

ABSTRACT 

This paper presents the experience and results with a 
slope array of wavestaffs specially designed and built for 
directional wave measurements from an offshore platform off 
the Rio de Janeiro coast. We discuss the main features of 
the system, limitations and noise sources. A promising 
adaptive technique is introduced. 

1. INTRODUCTION 

Having one of the biggest coastlines of the world, Brazil 
still lacks long term wave data, either in offshore areas 
or in the coast. In the last decade most of the oil 
production in the country is coming from offshore, and 
fields as deep as 1500 meters will be exploited in the 
incoming years. In this way, information on directional 
wave, wind and current, for the design of new huge 
structures to face such challenge, is mandatory. Besides 
that, an emerging consciousness in relation to the 
occupation, protection and management of coastal areas is 
also putting a big demand in environmental data. 

Three directional wave measurement projects are going one 
in the Rio de Janeiro State coast (positions are shown in 
fig.l). 

Associate Prof, at UFRJ/RJ/Brazil and graduate student 
2Researcher at Braz.Navy Hydrog.Office in Rio 
3Researcher at INPH in Rio 
4Researcher at CENPES/Petrobras in Rio 
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A) A Directional Waverider buoy in front of Guanabara 
Bay (Rio de Janeiro city); 

This instrument is being used in a joint project 
conducted by the Federal University of Rio de Janeiro and 
the Brazilian Navy Hydrographic Office (DHN), owner of the 
equipment (Melo et al, 1991) . The main purpose is to 
characterise the wave climate along the famous Ipanema- 
Leblon beach that have been under severe erosion in the 
last years. 

B) A directional buoy built by CONSUB, a brazilian 
company, for PETROBRAS, moored in 1500 meters of 
water. 

This buoy sends via Imarsat satellite, meteorological and 
oceanographic data including directional wave data. 

C) An array of resistive wavestaffs mounted as a slope 
array in an offshore platform in waters 100 meters 
deep; 

This paper describes the experience and results with this 
slope array. 

Legend 
@   Directional waverider 
(B>   Meteo-oceanographical  buoy 
@   Array of resistive wavestaffs 

Guanabara 
Bav 

Rodrigo 
de Freitas 

Lagoon -^ 

Ipanema, 
Leblon 
Beach       Rasa 

Island 

Cabo Frio 
Island 

Atlantic Ocean 

Cape 
St. Tome 

& Oil 
Platforms 

Campos Basin 

£ 

Fig.l   Rio   de   Janeiro   coast   with   the   locations   of   the   directional 
measurements. 

DIRECTIONAL   MEASUREMENTS   FROM  AN 
WITH  A  SLOPE  ARRAY 

OFFSHORE   PLATFORM 

The objective of this project is to simultaneously 
measure wave, current and wind in order to determine long 
term resultant  forces   in  an offshore platform. 
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Directional wave measurements are made with arrays of 
resistive wavestaffs suspended from the platform. 

Following the idea of Ford et al (1968) , we built a slope 
array of resistive wavestaffs to be suspended from an 
offshore platform in the Campos basin. One array consists 
of four wavestaffs made with 0.25 mm stainless steel wire 
spirally winded around a 1.25 mm synthetic cable. The 
staffs are suspended from the platform, fixed in a light 
frame forming a square of 1.12 m each side. This 
configuration has shown several advantages in terms of 
handling, maintenance of vertical position and relative 
horizontal position among the staffs. 

Due to safety reasons (protection against fishing boats) 
the array is mounted inside the platform; as we discuss 
later, this can be a source of noise. 

The staffs are excited with CW signals in order to extend 
the life of the wires. All the signals are conditioned and 
processed in a central station producing surface elevation 
and two orthogonal surface slopes. We followed the 
processing techniques of Borgman (1982) and Kuik et al 
(1987) to get the one point spectrum, main direction and 
spread about the main direction. We can also calculate the 
wave number and compare with the value given by the linear 
theory. 

Preliminary results have shown good agreement with visual 
observation (sea and swell) and measured data (wind and 
current). 

The main characteristics of the slope array are: 

Requirements: low drag and small weight in order to be 
easily placed by hand in the support base and keep good 
vertical position. In the beginning we have tried just 
single wires (very low drag), but the sensitivity was not 
enough for lower frequencies. 

Number of staffs: 4 - mounted in a square of 1.12 m side. 

Sensor spacing: 1.12 m. The spacing is a compromise 
between adequate sensitivity for slope measurements and 
spatial aliasing in high frequencies. 

Staff: resistive. A stainless steel wire .25 mm in 
diameter is spirally winded in a 1.25 mm polypropylene 
wire. 

Resistance: 135 ohms/meter. 
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Weight: Each staff has a 5 kg weight. 

Linearity: 1.7 per cent. 

Length: 12 meters. 

Excitation: pulsed CW. 

Detection: synchronous (sample/hold). 

Signal conditioning: all the conditioning circuits are 
analog, the A/D conversion being done in the computer. 

3. DATA ANALYSIS IN SITU 

All the data (wave, current and wind) is transferred to 
a PC type computer and processed in real time; it is also 
send to Rio via satelite. 

The software perform the following operations: 

- data acquisition; 
- data quality tests; 
- time domain analysis; 
- frequency domain analysis; 
- directional wave analysis. 

Raw data and calculated parameters are also send to shore 
via satelite. 

We use the classical Fourier and the Borgman and Kuik 
techniques mentioned above to calculate the directional 
spectral parameters (main direction and spread); they are 
summarized below. 

Elevation and slopes for a monochromatic wave (f,6) are 
given by: 

rj = a cos (kxcosQ + kysinQ - cot + e) U) 

T)     = - a .fccosSsin (kxcosd + icysinS - cot + e)    (2) 

T)     = - a ksinQsin (kxcosd + kysinQ - cot + e)    (3) 
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Taking the  origin at   (0,0)   and     e=0; 

r\ = a coscofc (4) 

r\ x =  - a iccos0sincot 

r\    = - a JcsinSsincofc (6) 

Now we Fourier transform and take cross spectra: 

Tl TIX Tly (7) 

acostot -akcosQsinoit   -aksinQsinwt    (8) 

cosofc sincot     coscofc sincofc     cosut sinot      (9) 

I 1 i 
a -akcosQ -aksinQ    U°) 
  _- - L - . t-  - _ 

' I 
V V 

a2kcosd = a1 a2ksinB = jbx  <n) 

wain direction =>        6 = atan{bj a^)        (12) 

Kuik et al (1988) suggest that the energy distribution 
around the main direction, D(6), can be associated to a 
probability distribution, the standard deviation 
representing the spread of energy. 

0 = ^2(1 - m±)   ; m1 = {al + bl <13> 
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Some data quality control are made comparing the measured 
wavenumber (km) with the wavenumber given by linear theory 
(kj) . For the same monochromatic case, taking the spectrum: 

G„ - a2;  Gn    = a2ic2cos28;  G„    - a2ic2sin26 (14) 

and summing: 

K 
N 

G,x 
+ G,y (15) 

We can see below an example from a fetch limited NE sea, 
typical of the Campos area. In fig. 2 the spectrum, in 
fig. 3 main direction, in fig 4 spread and in fig. 5 
comparison of wavenumbers. 

frequency in Hz 
Fig.2 Spectrum of a NE sea 

frequency in Hz 
Fig.3 Main direction 

70 

-.TV 

V- 
60 

0 
Fig.4  Spread 

0.5 0 0.5 

Fig.5 Wavenumbers (kt, k) 
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4. DATA ANALYSIS ASHORE 

Fig.6 shows the evolution of the spectrum for the peak 
frequency along the record, advancing one value of the 
series each time. We can notice regions of high and low 
values suggesting that possibly at a given moment the 
energy in the main direction is low but could be measurable 
at other directions. 

! 
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\ I\ f\ 
\ i X 

rf 1 
1 

AAV 
I 

I        \ 

i 

Fig.6 Spectrum (peak frequency) changing with time 

We may consider that these ups and downs along the record 
are due not only to the fact that different frequencies, 
close together, combine in a constructive or destructive 
way but also to other factors, identified as noise, non- 
linearities, non-stationarity, inaccuracies, etc... 

- limited number of sensors; 
- non-linearities of staffs and circuitry; 
- non verticality of staffs; 
- influence of platform structure; 
- non-stationarity of the wave field; 
- finite sensor spacing and aliasing; 

All this factors tend to contribute to the non- 
stationarity of the process along the recording time. 

We can recall some basic principles of spectral analysis, 
quoting Gardner (1988): 

The fundamental reason for interest in a statistical 
(e.g. time averaged) spectrum of some given data is a 
belief that interesting aspects of the phenomenon being 
investigated have spectral influences on the data that are 
masked by uninteresting (for the (purpose at hand) random 
effects and an additional belief (or, at least, hope) that 
these spectral influences can be revealed by averaging out 
the random effects. This second belief (or hope) should be 
based on the knowledge (or, at least, suspicion) that the 
spectral influences of the interesting aspects of the 
phenomenon are time-invariant, so that the corresponding 
invariant spectral features (such as peaks or valleys) will 
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be revealed rather than destroyed by time averaging. 

The random combination or action of all the mentioned 
factors could destroy some features of the process rather 
than enhance if we average along the entire record, as 
mentioned by Gardner. 

We could possibly select some recording periods where a 
given frequency band or directional sector is showing a 
better signal quality, wave grouping or other special 
feature. This is a kind of adaptive technique that we are 
trying now and we show here some results. 

A possible criterium would consider how close are the 
wavenumber values (measured and from linear theory); 
another, perhaps, wave grouping. Using the first one, for 
each selected series (close values of k, and k ) we collect 
spectrum and mam direction. The result is a possible 
representation of the directional spectrum. If we sum, for 
each frequency, all the contributions in direction we 
approach the one point spectrum, whose area should agree 
with the mean square value of the process. 

The technique could be resumed as follows: 

1) For each sensor take series of m point at time, and 
calculate spectrum, main direction, km and spread, (m is 
typically 64,128 or 256). 

2) Take the average of all 4 sub-arrays (it is worth 
while to have some redundancy). 

3) Select the series where ABS (km - kt) < s x kL; 

s between 0.05 and 0.2, for example. 

4) Accumulate the spectrum value in the corresponding 
direction box. 

We can see below some results. In Fig.7 we can see a 3D 
plot of the evolution of the spectrum value and main 
direction for the peak frequency along a given recording 
period. During this time we have enhancement of the 
spectrum value for different direction inside a given 
sector, changing in a well behaved way. 
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time 

direction 

Fig.    7       Spectrum   value   and   mean   direction   for   the   peak   frequency- 
changing along the time. 

In  fig.   8   a  construction of  D(8)   for the peak  frequency 
taking  the  contributions  of  all  sub-arrays. 
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Fig.8 D(6) for the peak frequency, using the contributions of all sub- 
arrays. Vertical axis is spectral density and horizontal axis is 
direction in degrees. 
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In fig. 9 we see a 3D plot of "directional spectrum" 
(frontal view). We have in the same graph two plots of the 
one-point spectrum. One is calculated using the entire 
record with 4 d.f. (dashed line); the other one is 
calculated summing the contributions of direction "boxes" 
for each  frequency   (continuous   line). 

Fig. 9 3D plot of directional spectrum (frontal view). Vertical axis 
is direction and horizontal axis is frequency (axis z is spectral 
density).   In the  same graph one point  spectrum. 
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In fig. 10 a 3D plot of the same data (side view) . 
Vertical axis is frequency and horizontal axis is 
direction; z axis is spectral density. 

Fig. 10 3D plot of directional spectrum (side view). Horizontal axis 
is direction; vertical axis is frequency; z axis is spectral density. 

5. CONCLUSIONS 

The results are showing very good consistency compared 
with measured wind values and visual observations from the 
platform. As we would expect the resolution is relatively 
poor for low frequencies . We are about to use two arrays 
30 m apart in an attempt to solve this problem. 

The resistive wave staff have been used for many years 
and is a very cheap and reliable way to get wave data from 
an ocean fixed structure. Usually it is not very easy as 
one could expect to make oceanographic measurements from 
an offshore platform, mainly if it depends on divers, big 
cranks and special locations, just to mention a few 
problems. In this way, a small and light array suspended 
from the spider deck of a platform (the deck closest to the 
sea level) provided that the resolution is adequate for low 
frequencies, can be very useful not only as source of log 
term data but also for the day to day operation of the 
platform. 

Work in progress is toward better resolution in low 
frequencies, simulations with artificial seas, combination 
of two or three arrays and the search for adaptive 
techniques. 
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CHAPTER 42 

ON THE ATTENUATION OF WAVES 
PROPAGATING WITH A CURRENT 

Michio Sato* 

Abstract 

In this paper,the mechanisms which dissipate the enregy of waves prop- 
agating on a current are considered. It is shown that the surface slope of an 
actual uniform current plays an important part for the variation of wave 
height attenuation rates with the intensity of the current. The surface 
slope enhances the attenuation of waves propagating on an opposing cur- 
rent and weakens it for a following current. It is also shown that,as the 
wave attenuation rate increases in stronger opposing currents,it affects the 
change in height of waves on a gradually varying opposing current to such 
an extent that we can not ignore the effect. 

1    INTRODUCTION 
When waves propagate on an opposing uniform current,the rate of wave height 

attenuation increase with the current velocity. Iwasaki and Sato(1972;hereafter 
referred to as IS ) attempted to explain the increase of the wave height attenuation 
through the dissipation of wave energy due to the work done by internal and 
boundary shear stresses. 

On the other hand, it has been pointed out that, when waves propagate on 
a following current, the wave attenuation rate decreases as the strength of the 
superimposed following current increases. Kemp and Simons(1983) and Simons 
et al. (1988) provided experimental results which showed the reduction of wave 
height attenuation rates on following currents. 

The objective of this paper is to provide a theoretical explanation for the 
reduction of the wave attenuation rates on following currents together with the 
increase of ones on opposing currents. 

'Professor, Department of Ocean Civil Engineering, Kagoshima University, 1-21-40 Kori- 
moto, Kagoshima-shi, 890 JAPAN 
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2    WAVE HEIGHT CHANGE ON 

A UNIFORM   CURRENT 
Problems on coexisting system of waves and currents have been treated fre- 

quently in an unrealistic situation of horizontal bed and uniform depth. However, 
when the bottom is horizontal,the depth of a flow changes in the flow direction 
and a uniform flow is not possible in real fluid. 

Before going to the main subject,we consider the role of the mean surface 
slope in somewhat intuitive fashion through a thought experiment. 

When waves propagate on still water of constant depth with a horizontal 
bottom,the wave energy fluxes and the wave heights at the sections I and II in 
figure 1(a) are equal unless the wave energy dissipates due to viscosity. Then,we 
consider the situation like (b) in figure 1 where waves go uphill assuming no wave 
energy dissipation due to viscosity. If waves propagate without change in height, 
there must be mass transports of the same intensity through the sections I and 
II.However,the potential energy of the mass transported through the section I 
is greater than the one transported through the section II by the quantity of 
the mass times the gravitational accelation times the difference of mean surface 
elevations,and there are no energy sources which supply the potential energy 
other than wave energy. Therefore,the constant wave energy flux does not hold 
and wave height is expected to decrease as the waves propagate. 

In the situation like (c) in figure l,we can deduce that the wave height will 
increase as the waves propagate. This thought experiment suggests that the effect 
of surface slope be taken into consideration for the discussion of wave height 
change on a uniform current. 

WAVE ENERGY BALANCE Now,we consider a two dimensional situation 
in which waves propagate on a current with uniforn depth. The mean surface 
has the same inclination as the bottom slope. Choosing space coordinates x and 
y to be along and perpendicular to the mean water surface respectively (figure 
2),equations of motion and continuity are 

du     ,TT       .du       d(U + u) .   .     I8p     ldr 

dt dx ay pdx     p oy 
dv     ,TT       . dv       dv „     1 dp ,. 

+ {U + u) — + v—   =   -gcaaB--£ 2 
at ox       oy pay 

du     dv .„. 

3~x + 8-y = ° (3) 

In IS, the term gsin9 in equation(l) was omitted on the assumption that the 
gradient of rc,which was a part of r due to pure current,in y direction was com- 
pensated with this term when flow was uniform without waves. However,the mean 
surface slope of wave-current co-existing system differs from the surface slope of 
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(ECg)a   =   (EC,), 

Hu   =   H, 

(EC,)„ - (EC,),   =   gMIA: 

/   =   —— <0 
dx 

(BC,)B-(EC,),   =   ?M/Ax 

•ffiJ   =   •ff;exp(Jr/Ax)>.ff, 

•/   =   -—>0 
ax 

Figure 1: Energy balance of waves propagating over a still water with inclined 
surface 



566 COASTAL ENGINEERING 1992 

y 

yyr? 

Figure 2: Definition sketch 

pure current and this has been confirmed experimentaly by Asano et al.(1986). 
The boundary conditions at the free surface y — h + t) and at the bottom y = 0 
are 

(4) 

(5) 

(6) 

where u and v are the velocity components of wave motion in x and y direction, 
U is the current velocity and assumed to be a function of y; p,p,g,r and r\ are 
density,pressure,gravitational acceleration,Reynolds stress and surface elevation. 

Integrating the sum of equation (1) multiplied by pu and equation (2) multi- 
plied by pv over the depth with respect to y, and making use of equations (3) to 
(6) together with the Leibnitz's rule,an equation for the balance of wave energy 
is obtained as follows after averaging over a wave period. 

drl  , <n ,    ^ dr> at y = h + r] 

0 at y = h + r] 

0 at y = o 

d \ [h+i p 1    — 

dtljo      2 ^ + V' dy + 2P9r)2 C°S S 

+ /      %*+v*)Udy+-pgc<*6rr>Uh+n Jo      I I 

1 „   ,dUh+„     r>>+i   dr ,      Mv dU . 

+pg sin 9 /     u dy 
Jo 

(7) 
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Assuming that the slope is small enough for the following approximation to be 
valid 

cos # « 1 and sin 8 « tan 8 = 1 

and confining ourselves to the second order approximation of wave motion in the 
following discussion for the sake of simplicity,the wave energy ballance equation 
becomes as follows 

dE     dF       fh   dr ,       fh.     _.dU , T (h+i   , ,oN 

-m+-^ = lud-ydy+i{~puv)Hdy + pgIL udy (8) 

where E is the wave energy density and F is the wave energy flux given by 

E   =   £E^+^)dy+^pg^ (9) 

F   =   £pudy + Jo
Hp;{^T^)Udy + ^pg^Uh (10) 

There appear three sources of wave energy in the righthand side of equation 

(8). 
The first term gives energy dissipation due to viscosity. The second term 

shows the possibility of energy transfer between waves and a current through the 
mechanism similar to the energy transfer through the work done by Reynolds 
stress against flow strain in turbulent flow. This term vanishes for in viscid wave 
motion because of the phase difference of TT/2 between u and v. However, the 
existence of bottom wave boundary layer is expected, this term should be exam- 
ined. 

The last term stems from the existence of the inclination of surface on an 
actual uniform flow. As was mentioned previously,waves must do work against 
the gravity in order to maintain the mass transport over the inclined surface. 

WAVE HEIGHT CHANGE    Putting each terms of the righthand of the 
equation (8) as follows 

/„ uidy = -2^F <n> 
fh dU 

Jo(-puv)~dy   =   -2a2F (12) 

rh+ri 
pgl       udy   =   -2a3F (13) 

For monochromatic waves, d/dt = 0 and equation (8) reduces to 

—F= -2 (ai + a2 + a3) F 
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Integrating this with respect to x 

F 
— = exp{-2 («i + a2 + a3) x) 

where the subscript o denotes the quantities at x = 0,and the wave energy flux 
F is expressed using wave height H and wave energy transfer velocity Cg

x as 

F = ECg = \PgH2Cg (14) 

For the uniform current under consideration,Cs = Cgo. Therefore, the change 
in height of the waves on a uniform current is given by 

TT 

— - exp{- (ai + a2 + a3) x} = exp (-ax) (15) 
•no 

In order to obtain the attenuation coefficients a, expressions relevant to 
the quantities on waves and currents must be given. In the following analy- 
sis,expressions in IS were used. They were derived on the assumption that the 
mean velocity profile was logarithmic for smooth bed and the prevailing part of 
eddy viscosity was due to the current and the contribution of waves to the eddy 
viscosity was small. 

Examples of calculated results of the wave height attenuation rates are shown 
in figure 3. These results show that a\, defined by equation (11) and discussed 
in IS is positive and makes the base of the wave attenuation; «2, which is the 
part due to the Reynold's stress like stress induced by the wave orbital velocity 
components u and v, is small for a following current compared to the others, but 
this enhances the wave attenuation for a strong opposing current; a3, which is 
related to the slope of the mean water surface, is negative for a following current 
and positive for an opposing current and the absolute value increase with the 
current velocity. 

Hence,the wave attenuation rate a decreases with the velocity of the following 
current, and this seems to give a possible physical explanation for the experimen- 
tal results of Simons et al.(1988). 

When the velocity of a following current is small, a3 is smaller than «i and 
the resultant a gives wave attenuation. For a certain velocity of the following 
current ,ai and a3 cancel out and waves are expected to propagate without chang- 
ing the height.And when the velocity exceeds the critical one,CY3 overcomes ai. 
In such situation as this,the resultant attenuation rate a becomes negative and 
gives waves the growth in height. 

On the other hand, cvi,a2 and a3 all enhance the attenuation of wave height 
on opposing currents. 

JTo be exact, E is not necessarily equal to (\/8)pgH'i and wave energy transport velocity 
also does not necessarily coincide with group velocity denned by da jdk(k:vtz.vz number,<r:radian 
frequency) except the case in which the vertical velocity distribution is uniform. But the 
diferrences for the logarithmic now are small. 
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Figure 3: Calculated results of wave attenuation rete 

The comparison between the calculated results and some experimental data is 
shown in figure 4. The agreement of the calculation with the experimental data 
is improved compared to IS. The experiment were conducted only for opposing 
currents since the experimental facilities were not available for following currents. 

3    WAVES ON NON-UNIFORM CURRENTS 

Next,the case in which both of water depth and velocity change along the 
direction of a current is considered(figure 5). In this case we choose space coordi- 
nates x and y along and perpendicular to a horizontal plane taken near the mean 
surface,respectively. Then,the basic equations and the boundary conditions are 
given by 

du     /T1     ,8(U+u)     Hr     ,dp+u) 

dv     nr     ,d(V+v)     nr     ,d(V+v) 

= —^-+-1^ + ^        (16) 
1 dp    1 ldax    3T% 

pdx    p\dx      dy 

p dy    p\dx       dy j 

d(U + u)      d(V + v) 
+ •—: - = 0 

dx                 dy 

v + . - | + (, + «)g at y = v (19) 

p   =   0 at y = v (20) 

V + v   =   -(U + u)^- 
dx 

at y = -h (21) 
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Figure 4: Comparison with experimental results for opposing currents 
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Figure 5: Definition sketch 

where V is the vertical velocity component of the current and ax,ay,Txy,Tyx denote 
stress component due to turbulence. 

WAVE ENRGY BALANCE    Based on these equations,we obtain an equa- 
tion for wave energy balance in the same way as the case of uniform currents 

d_ 
dt J-h 2 ^ + ^ dy + 2P9^ ~ ^' 

+- 

1 

/_ fyyl+v^+p+pgiy-mudy 

+ /fc+"?(«2+«2) U dy+lpg^-rffUyA 
Jo      l l 

dU; 
_hP(U + u)u~dy-J_hp(U + u)v 

dx 

U 
dr] 

+ 

p ou [i ov _  \ 
I    p(V + v)u—dy-J^  p(V + v)v—dy + pg(r]-r])\V- 

where rj denotes mean water level. 
In the righthand side of this equation, lots of sources of wave energy appear 

and rather complicated. For the sake of simplicity, we assume gradually var- 
ing flow. Then, (dU/dx)2 and V2 are small, and we may put — pv2 — p — 
pg(rj— y). Besides, we assume that (dryx/dy) ^> (dax/dx),(day/dy),(drxy/dx) 
and (dU/dy) > (dV/dx). 
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To the second order approximation, equation (22) reduces to 

dE    OF \ [" .    „       .dU,        r     dU  , 

-m+^ = -[Upu+p)-^dy-Lpo^d\ 
+ LUYyd^l^-pm)l^dy-p9L    udyTX\^t)     (23) 

where E and F have been given by equations (9) and (10). 
When U is independent on y, the part in the bracket of equation (23) becomes 

as follows 

[ ] =    /    (P«2 +p)dy-      po dy 
I J—h J—h 

— - 9 — 
dx        x dx 

where Sx is the radiation stress introduced by Longuet-Higgins and Stewart(1960). 
Therefore, the bracket can be considered to correspond to the radiation stress 
term in the case where current velocity varies not only horizontally but also ver- 
tically. 

The last term of the righthand side corresponds to the one in equation (7). 
When we consider the head loss of the mean flow,we should take this term into 
consideration. 

WAVE HEIGHT CHANGE Considering monochromatic waves and defining 
a* and a as 

-2*F   =    yyu>+p)
dJLdy-fy£dy] (25) 

~2aF   =   LUYydy+L{-pUv)ly-dy-p9L    UdyTxK*Tg)       (26) 

Equation (23) reduces to 

A 
F = 2a* F - 2aF (27) 

dx 

Integrating this from x = 0 to x with respect to x 

F      C, 

Fr 
'r = ~^-exp(2 I*a*dx)exp(-2J*adx\ (28) 

Thus, wave height change is given by 

(~-)     exp (j* a*dx) exp (-j" adx\ (29) 
H0 

We could calculate the change of wave height on non-uniform currents using this 
equation. However,it is rather complicated and laborious job to carry out the 
calculation. 
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When wave motion and currents are inviscid and vertical velocity distribution 
of the current is independent on y, equation (29) reduces to 

H_ 

Ho c„„ 
exp {[<dX) (30) 

where subscript u denotes the expressions for waves on verticaly uniform currents. 
So, equation(30) corrected by the factor exp (— /„* adx) was used in the following 
calculation. 

The integrals in equation(30) were approximated using trapezoidal approxi- 
mation for equally divides intervals of Ax. Then 

Hn 

Ho 

n—1   7T n-1 

n 
i=0 

ca 
Cg, ui'+l 

exp j- (a* + a*+1) Ax j exp |- (a; + ai+1) Axj 

(31) 
Prior to the calculation of wave height,the depth and the velocity of the current 

and dU/dx were calculated at points i and i + 1 by a conventional calculation 
method for a non-uniform current. Then, the wave height at each i was calculated. 

Figure 6 is an example of calculated results for opposing currents. In this 
figure, subscript 0 denotes the quantities at x = 0. 

As the bottom slope becomes smaller,the factor exp(— Jg adx) weaken the 
amplification effects due to the shoaling effect and the energy transfer through 
Sx (dU/dy) for the waves traveling over an opposing current. Figure 7 shows the 
comparison between experimental results and calculated ones. These results show 
that the dissipative effect of the factor exp (— JQ adx) plays an important role for 
the wave height change on a gradually varying opposing current. 

X(km) 

Figure 6: A model calculation results 
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4    CONCLUSION 

Waves propagating on a uniform current attenuate their height due to the 
effects of 1) viscosity, 2)Reynolds stress like wave stress induced by the orbital 
velocity in bottom wave boundary layer and 3)the existence of the inclination of 
the mean surface. 

The effect of 1) makes the base of the wave attenuation rate. The effect of 
2) is small for a following current,but this enhances the wave attenuation for a 
strong opposing current. And the effect of 3) gives positive attenuation rate for 
an oppsing current and negative attenuation rate for a following current. 

The combined effect of them increases the wave attenuation rate for an oppos- 
ing current. But it decreases the attenuation rate as the velocity of a following 
current increases,and this seems to give a possible physical explanation for the 
experimental results of Simon et al.(1988). 

As the wave attenuation rate increases with the velocity of an opposing cur- 
rent,it affects the change in height of waves on a gradually varying opposing 
current to such an extent that we can not ignore the effect. 
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CHAPTER 43 

A Two-Dimensional Surf Zone Model 
Based on the Boussinesq Equations 

H.A. Schaffer1, R. Deigaard2 and P. Madsen1 

Abstract 

A simple approach to wave breaking using the concept of surface rollers is intro- 
duced in a two-dimensional Boussinesq model. A surface roller represents a passive 
bulk of water riding on the front of a breaking wave and the vertical redistribution 
of momemtum associated with the formation and change of surface rollers leads to 
additional terms in the Boussinesq equations. A simple geometrical method is used 
for the determination of the shape and location of these rollers at each time step in 
the simulation. This automatically results in a time-varying break point position in 
the case of irregular waves. Furthermore, breaking may well cease for example 
when waves reach a trough inshore of a bar. 

Comparison between one-dimensional simulations and experiments shows 
good agreement for the variation of wave height and mean water surface as well as 
surface elevation time series throughout the surf zone for both regular and irregular 
waves. Simulations in two horizontal dimensions are still at the initial stage. A 
sample simulation is shown. 

Introduction 

The modelling of wave conditions in the surf zone is an important basis for the 
description of wave-driven currents and sediment transport. 

Previously, waves breaking on a beach have been modelled by the non- 
linear shallow water equations. These predict that the front face of the wave will 
gradually become steeper until it is vertical. In such a model, the front of a break- 

1 Danish Hydraulic Institute, Agern AWi 5, 2970 Hursholm, Denmark 

2 DTH, ISVA, DK-2800 Lyngby, Denmark 
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ing wave may then be represented by a jump condition in which mass and momen- 
tum are conserved. Thus only the integrated energy dissipation over the wave front 
is represented. 

The details of the turbulent front of a bore were studied by Madsen (1981) 
and Madsen and Svendsen (1983) and Svendsen and Madsen (1984) using a two- 
layer model, and it was found that the energy dissipation can be represented in a 
depth-integrated model by taking the non-uniform velocity distribution into account 
in the momentum equation. 

The main restrictions for the use of the non-linear shallow water equations 
are that they can only be used for very shallow water, and that they cannot describe 
a wave of constant form propagating over an even bottom. One consequence of this 
is that the offshore boundary must be very close to the surf zone and in some cases 
even within the surf zone. Another consequence is that once a wave has started 
breaking, it will continue to do so even if it enters deeper water, eg in a trough 
inshore of a bar. Due to these restrictions, it is of interest to develop a model for 
the surf zone based on the Boussinesq equations which has a wider range of applic- 
ability than the non-linear shallow water equations. 

Boussinesq models for the surf zone have been developed by Abbott et al 
(1983), Karambas and Koutitas (1989, 1992) and Karambas et al (1990) using a 
depth-integrated one-or-two-equation turbulence model. Deigaard (1989) introduced 
the concept of surface rollers in Boussinesq modelling and estimated the surface 
roller geometry using ideas of Engelund (1981). The roller was taken to be a lump 
of water moving with the speed of wave propagation as in the models of Svendsen 
(1984, 1984a). The present work is an extension and modification of the model by 
Deigaard (1989). 

The Flow Description 

The flow velocity in the surface roller is very large compared to the orbital motion, 
as the water in the roller travels with the wave celerity, c. Thus, the velocity 
distribution is very uneven in the presence of rollers. The breaking/broken waves 
are represented by including the effect of the surface rollers in the equations expres- 
sing the conservation of mass and momentum. The contribution from the rollers is 
determined by considering the momentum flux of the velocity profile shown in 
Figure 1. First, the one-dimensional case is considered. The orbital velocity, U0, 
is taken to be uniformly distributed over the vertical, and the surface roller with a 
thickness 5 has the velocity c. The instantaneous water depth is h, the still water 
depth is D, and the water surface elevation is rj. 

The instantaneous depth-integrated flux in the x-direction p is then 

p = j udz = U0 (h-b) + c 8 = U0h + (c - UJ 5 (1) 
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and the depth-integrated momentum flux, Fm, is 

Fm = f p u2 dz = p Vl (h-b) + p c2 8 
-D 

= p U2
0h + p (c2-Ul) 8 

(2) 

H    Cx     H h^-M 

x-COMPONENTS y-COMPONENTS 

Figure 1. Cross-section and assumed velocity profile components of 
a breaking wave with a surface roller. 

If no roller is present (5=0), the momentum flux of the uniformly-distributed orbital 
velocity is given by 

F_ = D et (3) 

Retaining this expression for the momentum flux, even when rollers are present, a 
correction term must be included. This term (divided by p) takes the form 

= u2
eh + (c2-c# 8 -1 qj. h + {c-UJ 8)2 

8 (c-Uf   1 
-!) 

(4) 

or with U„ determined from (1): 

—(MM tl (5) 
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This contribution to the momentum flux from the rollers is then - together with F^ - 
included in the full Boussinesq equation for conservation of momentum: 

§E • ± (E1) • i? + gh *L + El J_ (P.). 21 1E_ = o    <«> 
at    dx{h)    dx        ax     6  ax2dt\DJ    2  &

2ar 

The continuity equation is not affected by the presence of rollers: 

^3. + ^ = 0 (7) 
dt       dx 

When the flow equations are solved with the surface rollers at the wave fronts, the 
additional, third term in the momentum equation will cause an energy loss, which 
represents the energy dissipation in spilling breakers and broken waves. 

The extension of this analysis to two dimensions is simple, and the three 
correction terms RM, R^ and R^ are given by the expressions: 

h 

1 *„ = f «v dz - & + 5 l' " *J V " h) - El + » (9) 
P     ""      in h ,   _   8 * -a 

1 F.w =  f v2 dt = *' + 5 
P    *w     i                * 1 

_ *2 

A ^ do) 

where cx and cy are the x- and y-components of the wave celerity vector, and q is 
the depth-integrated flux in the y-direction. SR^/dx + dR^/dy is then included in 
the equation for x-momentum and dRyj/dy + dR^/dx is included in the equation for 
y-momentum.  The equation for mass conservation is unchanged: 

*L + & + *2 = 0 (11) 
dt       dx      dy 
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Geometrical Determination of Surface Rollers 

The consequence of the presence of surface rollers has now been established and it 
remains to determine their variation in space and time, S(x,y,t). There is no appro- 
priate theory available for this purpose, and we adapt the heuristic geometrical 
approach of Deigaard (1989) with some modifications. 

As a shoaling wave approaches a shoreline, the local steepness of the front 
increases, the wave becomes unstable, and breaking initiates. Assuming that the 
local gradient of the front of a non-breaking wave has a maximum tany>, we simply 
take the wave to be breaking when this gradient is exceeded. Furthermore, we 
assume that the water above the tangent of slope tany?, to the water surface belongs 
to the roller as shown in Figure 2. This also implies that breaking ceases if the 
maximum of the local slope becomes less than tany>. 

SURFACE 
ROLLER 

_!^ 

SURFACE 
ROLLER 

=   1 .5 

Figure 2. a: Geometrical detection of surface roller (cross-section 
A-A in Figure 3),   b: The same roller with f, = 1.5 
applied. 

Engelund (1981) found that <p = 10° was appropriate for weak hydraulic 
jumps, and using the bore/hydraulic jump analogy, we use this value in the inner 
surf zone. However, waves over a constant depth can be stable for much larger 
local slopes from which it is clear that <p = 10° is inadequate near the break point. 
For this reason, <p is chosen to vary in time while being constant in space within 
each surface roller. 

Breaking is initiated using y> = <pB, which then gradually changes to the 
smaller terminal value <p = y„. Since breakers often transform rather quickly to the 
bore-like stage, an exponential transition of tany? is chosen: 
where t* is the halftime for (tanyj-tanyO. Thus, the roller is determined by the three 
parameters, tany>B, tanyj0, and t*. 

Furthermore, we introduce a roller shape parameter, f{, to partially com- 
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tancp = tan(p0 + (tan<pB - taiwp^ exp - In2 
t* 

(12) 

pensate for the primitive way of separating the surface roller from the rest of the 
flow. After the geometrical determination of the roller at each time step, 8 is sim- 
ply multiplied by f8 before the influence of the roller is computed. Note that this 
has no direct influence on the roller determination. 

In the 2D case, the toe of the roller becomes a curve (segment) instead of 
a single point, see Figure 3, and the cut-off line is a surface defined by the roller- 
toe curve and a set of generating lines. These generating lines are determined by 
the instantaneous local cut-off angle, <p, and the local direction of the maximum 
slope of the free surface. 

y 
A 

-••x 

Figure 3. Plane view of a 2D surface roller, 
section A-A is shown in Figure 2. 

The cross vertical 

The roller shape parameters, f{, is maintained without difficulty. As in the 
ID case, <p (tan <p to be exact) is chosen to vary as given by (12). In the 2D case, 
however, <p is not constant in space within each surface roller (as in the ID case), 
but only along a roller-toe orthogonal (see Figure 3), ie a lateral variation of <p 
within each roller is possible. This is because the age of different sections of the 
surface roller may vary: from the time of initial breaking, each roller section is 
traced along the roller-toe orthogonal and this provides a way of determining the age 
of each roller section. This age is then used for the determination of the local value 
Of (p. 

The detection procedure outlined above automatically allows for very differ- 
ent situations within the same surface roller. For example, for oblique incident 
waves on a beach, the bore-like stage in the inner surf zone is modelled using tp = 
V0 simultaneously with initial breaking (<p » <f^) occurring in the seaward end of 
the roller. 
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Numerical Results and Comparison with Measurements 

In all numerical simulations shown below, three of the four parametres governing 
the instantaneous determination of the surface roller were kept constant using <pa = 
10°, t*/Tw = 0.1 where T^ is the (peak) period, and f4 = 1.5. Furthermore, <p0 

= 20° was used in all tests but one, for which it was necessary to reduce the value 
to <p9 = 18° in order to match the measured break point. At the seaward boundary, 
the depth-integrated velocity was specified, and at the shoreward boundary, the 
remaining waves were absorbed by a numerical sponge layer (Larsen and Dancy, 
1983). The celerity was modelled by 1.3 VgD" throughout. 

Figure 4a shows the surface elevation at t = 24 s including the rollers for 
a regular wave of T = 4 s climbing a plane slope of 1:40. This computation was 
made with a time step of 0.1 s and a grid size of 0.4 m, using 37 CPU seconds on 
anIBM 4381 P12. The figure gives a first impression of the capability of the model 
to reproduce the wave decay and the development of asymmetric wave profiles 
resembling bores. Figure 4b shows the results when no surface-roller term is 
applied. 

o.o 

1.5 

0.0 

-1.5 

Figure 4. Instantaneous surface elevation of regular waves on a 
plane sloping beach, a: with surface rollers, b: without 
surface rollers. 
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In Figure 5, comparison of wave height, H, and mean water surface, 
MWS, with measurements from DHI (Thorkildsen et al, 1991) is shown. The beach 
profile has a bar with a depth of 0.10 m and the waves are regular with T = 1.6 s 
and H0 = 0.12 m (wave height at seaward boundary where the depth is 0.54 m). 

0.2 

0.0 

0.02 

0.00 

-0.02 

WAVE HEIGHT 
® MEASUREMENTS 

— SIMULATION 

20m 

MWS 

«L fl        & 

® 

7zm^^^^^ 

Figure 5. Comparison of wave height and mean water surface with 
DHI measurements for regular waves breaking over a bar 
(Thorkildsen et al, 1991). 

Both the wave height and MWS compare very well with measurements. 
An interesting feature is that both measurements and numerical results exhibit the 
well-known 'delay' of the change of sign for the MWS-gradient relative to the break 
point. This indicates that the model reproduces the effect of a rapid transformation 
of potential energy to kinetic energy and the change in the wave profile taking place 
in the initial breaking process. In Figure 6, surface elevation time series for another 
profile with a bar are compared with measurements from Hansen and Svendsen 
(1986). At the two locations shown, the depth was 70% and 42% of the breaker 
depth, respectively. The latter location is on the top of the bar where breaking has 
almost ceased, and the wave height is seen to be somewhat overestimated. 
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SIMULATION MEASURMENT 

Figure 6. Comparison of surface elevation time series with measure- 
ments by Hansen and Svendsen, 1986. 

We now turn to irregular waves bearing in mind that this only requires a 
change in the seaward boundary condition for the simulation and that no additional 
assumptions are needed regarding eg the variation of the break point position. 
Figures 7, 8 and 9 show results for incoming waves given by a JONSWAP spectrum 
with random phase assignment and a peak enhancement factor of 3.3. The incoming 
significant wave height is 0.14 m and the peak period is 1.8 s. The profile is the 
same as for the results shown in Figure 5 (Thorkildsen et al, 1991). 

Figure 7 shows an instantaneous surface elevation and Figure 8 gives spatial 
variation of the RMS of the surface elevation as well as the MWS. Both quantities 
compare well with measurements, except for a general vertical shift between calcu- 
lated and measured MWS-values. This, however, is explained by loss of water in 
the numerical sponge layer due to setup, and the problem is expected to disappear 
when a run-up condition is incorporated. Figure 9 shows time series of surface 
elevation at gauges nos 5 and 9 (indicated in Figure 8). The agreement is surpris- 
ingly good considering that the physical and numerical shoreline absorption are 
bound to be a little bit different. 

0.0 

0.2 

0.4 

n  R 

12 16 20 

Figure 7. Instantaneous surface elevation of irregular waves break- 
ing over a bar. 
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0.05 
RMS OF n 

0.0 

V777, 

<8 MEASUREMENTS 
-«- SIMULATION 

20m 

Figure 8. Comparison of RMS ofsurfave elevation and mean water 
surface for irregular waves breaking over a bar with DHI 
measurements (Thorkildsen et al, 1991). 
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•10s  -i 

F/gwre P. Comparison of time series of surface elevation for posi- 
tions nos 5 and 9 in Figure 8. 
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Figure 10 shows a close-up of the instantaneous surface roller thickness and 
surface elevation for a two-dimensional simulation of a regular wave (H„ = 0.15 m, 
T = 2 s) breaking over a focusing shoal. The topography, known as the Whalin 
shoal, is given in Figure 11 where the close-up area is indicated by the square. The 
effects of breaking (Figure 10) have resulted in a decay of wave height in the central 
part of the wave. Without breaking, this part of the wave would have been the 
highest. 

Figure 10. Two-dimensional simulation of a wave breaking over a 
focusing shoal,  a: surface roller,  b: surface elevation. 
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Figure 11. Focusing shoal (Whalin topography). 

Conclusion 

Effects of wave breaking have been successfully incorporated in a Boussinesq model 
using the concept of surface rollers. Comparison with experiments shows that the 
model is capable of reproducing the variation of wave height and mean water sur- 
face for regular as well as irregular waves breaking in shallow water. Even details 
of surface elevation time series in the inner surf zone are reproduced quite well. 
The model has the potential to simulate irregular short-crested waves over a varying 
topography under surf conditions including phenomena like nearshore calculation 
and infragravity waves. 
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CHAPTER 44 

FIELD VERIFICATION OF NUMERICAL MODELS 

FOR CALCULATION OF NEARSHORE WAVE FIELD 

Takuzo Shimizu *, Akiyuki Ukai 1   and  Masahiko Isobe 2 

ABSTRACT 

Field applicabilities of both the parabolic equation model and the 
energy flux equation model are verified through comaprisons with field 
data. The results show that the parabolic equation model has fairly 
good accuracy for estimating the wave height distribution of the actual 
wave field over a complex bottom topography, but the transformation 
of directional wave spectra cannot be reproduced satisfactorily in the 
surf zone. It is also found that the energy flux equation model is appli- 
cable for practical use although its basic equation has a shortcoming 
of not taking into account the diffraction in a strict sense. 

INTRODUCTION 

In recent years, a numerical predictive model of three-dimensional beach to- 
pography change has been developed and applied to many practical problems in 
Japan. A few attempts have been made to demonstrate the practical applicability 
of the model through comparisons of the numerical predictions with the actual 
topographical changes around a harbor (e.g. Shimizu et al. 1990). In order to 
properly predict the beach evolution due to construction of a coastal structure, 
it is first of all important to evaluate the wave field with good accuracy. In a 
numerical model for estimating the wave field in the nearshore region, wave trans- 
formation such as shoaling, refraction, diffraction and wave breaking should be 
taken into account. Moreover, treatment of random waves is important for the 
field application.   In this study, two calculation models are examined; namely, 

Penta-Ocean Construction Co. Ltd. , 2-2-8 Koraku, Bunkyo-ku, Tokyo 112, Japan. 
2Pfofessor, Dept. of Civil Eng., Univ. of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113, Japa 
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the wave energy flux equation model as described with the directional wave spec- 
trum proposed by Karlsson(1969) and the parabolic-type equation model derived 
from the mild slope equation by using the wave ray-front coordinates proposed 
by Isobe(1987). We try to verify the field applicability of these two models quan- 
titatively, through comparisons with the field measurement data. We shall also 
investigate the effects of the calculation results of the wave field on those of the 
wave-induced nearshore current field. 

FIELD INVESTIGATION 

The field verification if the models has not been thoroughly discussed owing 
to difficulties of obtaining field data on nearshore waves and currents under se- 
vere wave conditions. The field observation was, therefore, carried out around 
the Tomioka Fishery Harbor, facing directly the Pacific Ocean, Fukushima Pre- 
fecture, Japan. The Tomioka Fishery Harbor is under construction and has been 
troubled with harbor shoaling since the construction started in 1986. 

Fig. 1 shows the bottom topography of the investigation site and the locations 
of observation points. The calculation area is the same as shown in this figure 
and is about 2.5 km long in the alongshore direction and about 1.5 km long in 
the cross-shore direction. The calculated wave rays by Snell's law are also shown 
in this figure. The wave rays are calculated for the mean wave condition of storm 
waves which attacked during the observation. The significant wave period is 8.6 
seconds and the direction of the crestline is 6 degree oblique to the shoreline. The 
bottom contours are complex and there exist some rocky shoals. In the southeast 
of the harbor entrance, the bottom contours extend offshoreward like a tongue 
and the wave rays converge and intersect with each other around this shoal. 

At six points in the nearshore region with the water depth of about 5 m, 
waves and nearshore currents were measured by using a combination of an ultra- 
sonic wave gauge and an electro-magnetic current meter with a pressure sensor. 
The incident wave conditions were also measured at Point 0 with the water depth 
of 12 m. Synchronized measurements of the water surface elevation and the two 
components of horizontal water particle velocities were conducted. The measur- 
ing instruments have the self-recording system and had been placed on the seabed 
during the observation. 10-minutes measurements with the sampling time of 0.5 
seconds were recorded on the magnetic casette tape every 2 hours for approxi- 
mately one month. 

The data obtained by an ultrasonic wave gauge during the storm waves be- 
yond approximately 2 m are not normal because of intrusion of air bubbles due to 
wave breaking. The pressure fluctuations obtained by a pressure sensor are, there- 
fore, converted into the water surface motion on the basis of the small amplitude 
wave theory. First, the pressure fluctuation profile is decomposed into a finite 
number of Fourier series components with the aid of the Fast Fourier Ttransform 
algorithm. The Fourier coefficients of the pressure flucutations are converted into 
those of the water surface fluctuations on the basis of the linear wave theory. 
The wave profile is, then, reconstructed with these converted Fourier coefficients 
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Fig. 1.     Bottom topogaraphy of investigation site. 

of water surface motion in the frequency range from 0.03 to 0.3 Hz. Moreover, 
the wave profiles estimated by using the pressure data are compared with those 
observed directly by the ultrasonic wave gauge during the relatively calm period 
when the simultaneous records of both data were obtained successfully. 

The field observation was carried out over a period of approximately one 
month from September to November in 1990. During the observation, fortu- 
nately, storm waves greater than 3 m in significant wave height attacked twice. 
Our intrests are focussed on the data obtained at Point 4 where the increase in 
wave height is a result of refraction and diffraction effects due to bottom topog- 
raphy, and at Point 5 where diffraction behind the breakwater occurs. 

CALCULATION METHOD 

Energy Flux Equation Model (EFEM) 

The wave energy flux equation model as described with the directional wave 
spectrum proposed by Karlsson(1969) has been widely used for refraction of ran- 
dom waves. In this study, the model with an additional term of energy dissipation 
is employed. 

d
:(Dvx) + ~{Dvy) + ~{Dve) = -fDD (1) 

'dc   . 

dx 

vT = c„ cos f v„ — c„ sm t v9=\- 
dx dy 

cos 8 (2) 
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where D(f, 9) is the directional wave spectrum, cg the group velocity, c the wave 
celerity and fD the energy dissipation coeffcient. 

In this model, random waves are treated directly as the directional wave spec- 
trum. Therefore, this model has an advantage of the computational time being 
relatively short in a wide region such as the actual field. On the other hand, this 
equation has a shortcoming of not taking the diffraction into account in a strict 
sense. But, this model gives an approximate estimation of diffracted wave height 
for practical applications, because diffraction of random waves can be explained 
mainly by the directional spreading. 

Parabolic Equation Model (PEM) 

Many numerical models for calculation of the wave field under combined re- 
fraction and diffraction above a complex bottom topography have been developed 
on the basis of the mild slope equation. Approximate parabolic-type equations 
are often adopted because much computational time can be saved owing to the 
forward stepping scheme. 

Isobe(I987) developed a parabolic equation model for the random waves trans- 
formation due to refraction, diffraction and wave breaking. Irregular waves are 
described as a superposition of component regular waves with different frequen- 
cies and directions. In order to improve the accuracy of calculating the wave 
transformation for a wide range of propagation directions of component waves, a 
curvilinear coordinate system is introduced and the parabolic equation is derived 
by taking into account the difference between directions of wave propagation 
and a pre-chosen coordinate. This coordinate consists of wave rays and fronts 
for modified bottom topography in which wave rays do not intersect with each 
other. In this model, the curvilinear coordinates are defined from the peak wave 
frequency and peak direction of the directional spectrum. In a shadow region, 
additional wave rays are radiated from the tip of the breakwater. 

The following parabolic-type approximate equation was derived in the curvi- 
linear coordinate system. 

1     I   d   I    h( dtj>\ 1 d<j> 

Gh( hn drj \   h^ drj) h^ d£ 

where <f> is the complex amplitude of water surface fluctuation, G = ccg, ui the 
angular frequency, k the wave number, k^ the ^-direction component of the wave 
number vector, and h^ and hv the £- and rj -direction scale factors of the curvi- 
linear coordinates, respectively. 

Energy Dissipation Model 

As for the energy dissipation term due to wave breaking, the model proposed 
by Isobe(I987) is employed in both models. This energy dissipation model is 
devided into two phases.  The first phase is the determination of breaking point 
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and the second is the evaluation of energy dissipation coefficient. The breaker 
index of an individual wave is expressed by the ratio of water particle velocity to 
wave celerity as follows. 

= 0.53 - 0.3 exp l-3^db/L0\ + 5 tan3/2 /? exp j -45 (jdb/L0 - O.l)   1 (4) 

where "/'h is the criterion for regular waves, u the amplitude of horizontal water 
particle velocity at still water level, d the water depth, L0 the deepwater wave- 
length, tan/? the bottom slope, and the subscript b denotes quantities at the 
breaking point. 

The ratio at the breaking point for individual waves of an irregular wave train 
was temporally taken as 0.8 times that for regular waves in the original paper. 
In this study, through comparisons with feld measurement data, the coefficient is 
assumed to be 0.7. The breaker index for random waves, -yb, is indicated as follows. 

76 = OH (5) 

The energy dissipation coefficient of irregular waves is given as the product of 
the probability of breaking waves and the energy dissipation coefficient of regular 
waves. 

ID = PBf'D (6) 

where fD is the energy dissipation coefficient of irregular waves, Pg the proba- 
bility of breaking waves, and f'D the energy dissipation coefficient of regular waves. 

f°=-\m^ukd>w ^ 
t n j\ tanhkdl (       5(1 - s2)(l + s2) + 2s2(s2cosh2kd - 1) 1 /i(A:<f)-Vnw"2(1 + a2)t HiTTtf / (8) 

s2 = 2A;rf/sinh2A:<i (9) 

7, = 0.4 x (0.57+ 5.3 tan/?) (10) 

7r = 0.135 (11) 

where ys and yT give the maximum values of 7 on a uniform slope and in the wave 
recovery zone respectively. Eq.(7) to (9) are evaluated by using the significant 
wave as a representative wave. 

On the assumption of the Rayleigh distribution, the probability of breaking 
waves is expressed as follows. 

1 + 2.004 (r^-)    }exp 
.  2' 

-2.004 '   7b 

'  7l/3 
(12) 
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where 7^3 is the value of 7 without breaking dissipation corresponding to the sig- 
nificant wave. Both the energy equation model and the parabolic equation model 
are based on the small amplitude wave theory. However, the effect of wave non- 
linearity cannot be neglected in the shallow water. Here, the nonlinearity effect is 
treated by multiplying a correction factor to the wave height. For non-breaking 
waves, the first-order cnoidal wave theory is used (Isobe, 1985) and for breaking 
waves, the correction factor is taken to be 1.25 on the basis of experimental results. 

COMPARISON OF WAVE HEIGHT AND DIRECTION 

The parabolic equation method and the energy flux equation method were 
applied to reproduction of the observed wave field. In order to compare the cal- 
culations with the measurements, the measurement data obtained at Point 0 are 
classified into three cases in accordance with the wave height level. The wave 
direction is limitted to the predominant direction, E. The numerical calculations 
are conducted for the mean significant waves of these three classifications, using 
the Bretschneider-Mitsuyasu frequency spectrum and the Mitsuyasu-type direc- 
tional spreading function. The directional spreading parameter Smax is set to be 
25, because the observed values at Point 0 were about 20 to 30 during the ob- 
servation. The numbers of frequency and directional intervals with equal spacing 
are 10 and 15 respectively for calculation by the parabolic equation model, and 
10 and 45 for that by the energy equation model. 

Fig. 2(a) and (b) show the calculated wave fields for regular waves and for 
irregular waves by the parabolic equation model. The incident significant wave 
height is 2.9 m, the significant wave period is 8.5 s and the wave direction is 
E. As seen in Fig. 2(a) for regular waves, the extraordinary spatial variations 
in wave height are calculated owing to refraction over the complicated bottom 
topography. The calculation for random waves, on the other hand, show rather 
smooth wave height distribution because of presence of various directional and 
frequency components. Fig. 2(c) is the calculation result by the energy flux equa- 
tion model. The spatial variation in wave height is even smoother than that of 
the parabolic equation model. Judging from these results, treatment of random 
waves is seemed to be inevitable for field application. 

Fig. 3 shows the relationship between the incident wave height at Point 0 and 
that at the representative observation point in the nearshore region. The scat- 
tered plots are the measurements and the symbols are the calculations. At Point 
3 near the harbor entrance, the significant wave height is almost the same as the 
incident wave height under relatively calm waves and becomes a little smaller ow- 
ing to the wave breaking when the incident wave height is beyond 2 m. At Point 
4 around the rocky shoal, the wave height increases owing to refraction over the 
shoal compared with the incident wave height, and the effect of wave breaking 
appear when the incident wave height becomes greater than 2 m. Altough the 
conventional refraction analysis of regular waves gives the crossing of wave rays, 
both of the computed results by the parabolic equation model and by the energy 
flux equation model show good agreements with the measurements.   As it was 
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Fig. 2.     Calculated wave fields. 
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expected at Point 5, in the sheltering area behind the breakwater, the results 
calculated by the energy flux equation model underestimate the measurements. 
On the other hand, the calculated results by the parabolic equation model show 
fairly good agreements with the measurements. 

Fig. 4 shows the comparisons between the measured and the calculated sig- 
nificant wave heights including data at Point 1 and 2. The calculations of the 
parbolic equation model agree with the measurements much better than those of 
the energy flux equation model. 

Fig. 5 shows the comparisons between the measured and the calculated prin- 
cipal directions. The calculations of both the parabolic equation model and the 
energy flux equation model for irregular waves agree fairly well with the measure- 
ments. 

COMPARISON OF DIRECTIONAL WAVE SPECTRUM 

Measured Directional Wave Spectra 

The directional wave spectra were estimated by the Maximum Entropy Method 
(MEP ; Kobune and Hashimoto, 1986). The Maximum Entropy Method has an 
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extremely high resolution for a three sensor array. In this study, the pressure fluc- 
tuation measured by a pressure sensor and the two components of the horizontal 
water particle velocities measured by an electromagnetic current meter are used 
for estimating the directional wave spectrum. The directional spreading param- 
eter S of the Mitsuyasu-type directional distribution function can be estimated 
as a function of frequency as follows (e.g. Isobe, 1988). 

s(/)=(wH) + (w-if       <13) 

The frequency-dependent longcrestedness parameter, S(f), can be evaluated 
by eq.(14) and (15) and using the estimated directional spectrum. 

7(/) = f Mz° + Mm - \AMa° - M°2)2 +4M" 11/2 (14) 
\ M20 + M02 + ^/{M20 - M02)

2 + 4MJ
2
J J 

MPi(f)= f"  2 D{f,9)kp+qcos?8smq9d6 (15) 
JeP-f 

where 8P is the angle at the spectral peak. 

Fig. 6(a) shows the observed frequeny spectra and frequency-dependent direc- 
tional spreading parameters under non-breaking wave condition with an incident 
significant wave height of 0.92 m and its period of 6.95 s, and (b) shows those un- 
der breaking wave condition with corresponding values of 3.21 m and 7.6 s. The 
frequency spectra observed at Point 3 and 4 in the nearshore region, have higher 
energy densities in both low and high freuency regions than those observed at 
Point 0. This tendency is remarkable under the severer wave condition as shown 
in Fig. 6(b). The high frequency fluctuations are due to wave breaking and the 
long-period motions are due to surf beats. Under the relatively calm condition, as 
shown in Fig. 6(a), the peakedness of directional wave spectrum increases owing 
to refraction at Point 3 near the harbor entrance compared with that at Point 0. 
On the contrary, as can be seen from Fig. 6(b), under the severe wave condition 
the peakedness does not increase. At Point 4 around the shoal, the peakedness 
does not increase owing to the intersection of wave rays under both conditions. 

Fig. 7 shows the observed relations between the incident significant wave 
height and two ratios at the two points; one is the ratio of the significant wave 
height to the incident wave height and the other is the ratio of the directional 
spreading parameter of the peak frequency to that of the incident waves. Under 
the non-breaking condition where the significant wave height is below 2 m, at 
Point 3 near the harbor entrance as indicated schematically by the dash line, the 
peakedness of the directional distribution function increases owing to refraction 
compared with that of the incident wave. This can be usually seen in an area 
where the seabed topography has straight and parallel depth contours. At Point 4 
around the shoal as illustrated by the solid line, the directional spreading param- 
eter does not increase and is nearly equal to that of the incident wave, although 
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the wave height increases owing to refration. In fact, because of the intersection 
of wave rays, the diffraction effect due to bottom topography occurs. Under the 
stormy wave conditions where the significant wave height is beyond 2 m, the di- 
rectional spreading parameter at Point 3 decreases and is approximately equal to 
that at Point 4 around the shoal. This is supposed to be caused by wave breaking. 

Comparison between Calculations and Measurements 

Fig. 8 shows comparisons between the measured and the calculated directional 
distribution functions which are integrated with respect to frequency. The cal- 
culations are conducted for the severest wave condition during the observation. 
The significant wave height is 3.5 m and the significant wave period 8.5 s. Un- 
der this condition, the observation points in the nearshore region were included 
in the surf zone. At Point 3 near the entrance of the harbor, both the results 
of the parabolic equation model and the energy flux equation model give larger 
peakedness than the measurements. At Point 4 behind the shoal, it is reproduced 
qualitatively that the calculated directional distribution functions have a smaller 
peakedness than those at Point 3. But the results of the energy flux equation 
model show better agreement with the measurements than that of the parabolic 
equation model. At Point 5 behind the breakwater, according to the results by 
the parabolic equation model, an extremely sharp directional distribution func- 
tion is calculated of which the spectral peak direction is on a line from the tip 
of the breakwater to the observation point. The measured peakedness is, on the 
other hand, considerably dull and is close to the one calculated by the energy 
equation model. Although in the energy flux equation model diffraction cannot 
be taken into account, but the directional spreading is considered and there exists 
also a numerical diffusion especially in calculating the directional convection. 

Fig. 9 shows the comparisons between the measured and the calculated frequency- 
dependent directional spreading parameter of the Mitsuyasu-type directional dis- 
tribution function. Around the peak frequency of 0.12 Hz, the same tendencies 
are seen as shown in Fig. 8. It is a cynical result that the measured directional 
spectrum transformation in the nearshore region is reproduced seemingly better 
by the energy flux equation model, although the parbolic equation has theoret- 
ically good accuracy for calculating combined refraction and diffraction over a 
complicated bottom topography and behind a breakwater. There are some rea- 
sons for disagreement between the calculations by the parabolic equation and the 
field measurements in the surf zone. The first reason is that the parabolic equa- 
tion model is based on the linear wave theory, but the actual waves are nonlinear 
in the surf zone. The second reason is that the energy dissipation model used in 
this study is a model for estimating the total energy transformation due to wave 
breaking and that the energy dissipation coefficient is assumed to be constant 
irrelevantly to the direction. Namely, it is assumed that the directional spectral 
shape does not change after wave breaking, which seems to be unrealistic. The 
other reason is that the method for estimating the directional wave spectrum is 
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also based on the linear wave theory, and therefore, it does not have high resolu- 
tion for data measured in the surf zone. Thus, there remains rooms for improving 
the estimation method of the directional spectrum by taking into account non- 
linearity of the actual sea state in the surf zone. 

INFLUENCES ON NEARSHORE CURRENT FIELD 

Finally, we attempt to investigate the effects of the calculation results of the 
wave field on those of the wave-induced nearshore current field. Fig. 10 shows the 
results of the nearshore current calculations. The measured velocity vectors are 
also illustrated, but in a different scale from the calculated vectors. Fig. 10(a) 
and (b) show the results for regular waves and for random waves by the parabolic 
equation model and (c) shows the results by the energy flux equation model. In 
computing the nearshore current field of random waves, the radiation stress is 
evaluated as for a regular wave with the equivalent wave energy and the princi- 
pal direction which are estimated from the calculated directional wave spectrum. 
The group velocity and the wave celerity are estimated by using the significant 
wave period. 

The result for regular waves gives an extremely large spatial variation and a 
strong shoreward current is calculated around the shoal in accordance with the 
spatial variation in wave height.   On the other hand, the calculations by both 

(a) PEM (Regular Wave) (b) PEM (Irregular Wave) 

Fig. 10.     Calculated current fields. 
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models for random waves show relatively smooth current fields. The observed 
dominant current pattern is reproduced satisfactorily. Thus, the current field 
calculation results are not so sensitive to the difference in the wave field calcula- 
tion results if random waves are treated in the wave calculation model. 

CONCLUDING REMARKS 

The parabolic equation model and the energy flux equation model are applied 
to the calculation of the actual wave field over a complicated bottom topography 
and their field applicabilities are investigated through comparisons with the field 
data. As a result, it is found that both the parabolic equation model and the 
energy flux equation model are applicable for practical use and that the former 
has extremely good accuracy for estimating the wave energy transformation over 
a shoal, where the increase in wave height due to refraction and the diffraction 
effect due to bottom topography occur, as well as behind a breakwater. The 
transformation of directional wave spectra due to refraction and diffraction in 
the surf zone can be reproduced qualitatively by the parabilic equation model, 
but the observed directional spectra show smaller peakedness of the directional 
spreading function than the calculated ones. The observed spectra can be esti- 
mated better by the energy flux equation model. This is, however, a seeming 
agreement due to numerical diffusion. In order to properly estimate the trans- 
formation of directional wave spectra, it is necessary to accumulate further field 
data in the surf zone with good accuracy. It is also needed to develop a wave 
transformation model in which wave nonlinearity can be taken into account. 
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CHAPTER 45 

Bottom Shear Stresses in the Boundary Layers under Waves 
and Currents crossing at Right Angles 

Richard R.Simons1 

Tony J.Grass2 

Mehrdad Mansour-Tehrani3 

Abstract 

This paper describes a two year experimental research 
programme investigating the influence of non-linear wave- 
current interactions on wave and current characteristics. 
The tests focus on the mean and oscillatory velocity 
components and shear stresses within the bottom boundary 
layer over a rough bed for cases where waves propagate at 
right angles to the line of the current flow. Bed shear 
stresses have been measured directly by means of a novel 
shear plate device. The aim of the research is to generate 
a reliable data set for use by modellers. 

Results show that currents experience a significant 
change both in mean bed shear stress and apparent bed 
roughness when waves are superimposed. However, the 
oscillatory, wave-induced, bottom shear stress has been 
shown to be insensitive to the addition of an orthogonal 
current. 

Introduction 

Recent years have seen the development of many 
mathematical models for predicting the boundary layer 
characteristics of combined wave-current flows and hence 
sediment transport along and across the coastline. 
However, the proliferation of models has not been matched 
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by the availability of experimental results against which 
they can be validated, particularly at large scale and 
where waves propagate orthogonally or at arbitrary angles 
to the current. 

Published field data which include combined wave- 
current conditions generally lack sufficient control over 
the main parameters to provide a reliable basis for model 
calibration. Laboratory experiments on wave-current 
interaction have most often considered only the case of co- 
linear waves and current (for example, Bakker and van Doom 
(1978); Brevik and Aas (1980); Kemp and Simons (1982), 
(1983); Simons et al.(1988)). This situation matches that 
found in estuaries and in some offshore regions, but 
contrasts with the condition frequently occurring along 
many coastlines where waves propagate directly on-shore, 
over a longshore current. Only Bijker (1967), and more 
recently Visser (1986), Arnskov et al. (1991), and Sleath 
(1990), have considered this more complex, but extremely 
important, orthogonal case. Bijker's tests were restricted 
to measurements of shear stress deduced from observations 
of water surface slope in an orthogonal wave-current field, 
and his instrumentation was unable to determine velocity 
profiles above the bed. Arnskov's tests were restricted to 
flows over a smooth boundary and are thus hard to 
extrapolate to real coastal engineering situations where 
the bed is invariably rough, and frequently rippled. 
Sleath's tests were performed over a variety of rough 
boundaries, and he simulated waves crossing a current at 
right angles by oscillating a section of roughened bed 
across the line of a unidirectional current flowing along 
a laboratory flume. 

Another shortcoming of earlier data has been that shear 
stresses have had to be implied, from nearbed velocity 
profiles, water surface slopes, or wave attenuation, rather 
than from direct measurement. It is the aim of this paper 
to fill a gap in existing data by providing direct 
measurements of bottom stress and velocity field under 
laboratory conditions for a range of combined waves and 
currents crossing orthogonally. 

Wave Basin 

The experiments were performed in a wave basin 
approximately 20 m square, designed for a water depth of 
1.5m but with a raised central test area, 9 m by 6m, over 
which the still water depth was just 700 mm. This plateau 
area was installed specially for these tests, and was 
coated with a fixed layer of sand (nominal diameter of 2 
mm) to produce a uniform rough boundary. 

Ten ram-type wave generators were mounted along one 
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wall of the basin, the other three walls supporting 
permeable beach units 2.5 m long at a slope of 15°. Each 
ram could be operated under independent control to generate 
waves with periods between 1 s and 3 s, and with heights up 
to 30 0 mm. 

Currents were introduced through a set of gate valves 
under the beaches in one of the side walls, flow being 
removed through a corresponding set of openings in the 
other side. The current strength was controlled by 
adjusting the speed of a pump which circulated water 
through a 2-compartment channel round the perimeter of the 
basin. For the tests described here, three current 
conditions were investigated: zero mean flow (wave alone), 
125 mm/s, and 200 mm/s. 

Shear Plate Device 

A vital element in the programme was the ability to 
make direct measurements of shear stress applied to the bed 
by the wave-current flow above. Very few attempts have 
been made to design such a device in the past, mainly 
because of the high sensitivity required to resolve the 
small forces involved, and the difficulty of reducing the 
wave-induced pressure gradient effect on the vertical faces 
of the structural elements. The most important results 
reported from such a device are those of Reidel & Kamphuis 
(1973), who measured friction factors for a rough boundary 
under a wide range of wave conditions in a two-dimensional 
laboratory flume. Oebius (1982) has also developed an 
instrument intended for deployment in the field under 
mobile bed conditions, while Arnskov et al. (1991) have used 
a hot film technique to measure shear stresses on a smooth 
bed. 

The main criteria to be satisfied by the shear plate 
device during the present project were that it should be 
capable of measuring a 2-dimensional horizontal force 
vector varying rapidly in magnitude and direction, have 
sufficient sensitivity to resolve the relatively small 
shear stresses induced by the mean current, have the range 
to follow large wave-induced oscillatory stresses, have a 
surface area small enough relative to the length of a wave 
in the basin that spatial averaging would not significantly 
reduce the recorded peak oscillatory stress, have a 
sufficiently high natural frequency relative to the 
"forcing" wave frequency that inertial phase lag and 
resonant vibrations would be negligible, remain co-planar 
with the surrounding bed during test conditions, and 
tolerate the presence of sediment and debris in the water. 

The design adopted consisted of a 0.9 mm thick, 
circular disc (250 mm diameter), supported on four tubular 
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columns, mounted flush with the surrounding bed, and 
deflecting sideways in a sway motion under the action of 
any lateral force. A clearance of under 0.5 mm was allowed 
between the circumference of the plate and the adjoining 
bed, imposing a physical constraint on the maximum possible 
deflection of the plate, and thus also on the measurable 
force for any given structural stiffness. 

The horizontal displacement of the plate was measured 
by two eddy current transducers mounted orthogonally under 
the bed and positioned to monitor the movement of a small 
target block attached to the centre of the plate. These 
devices had a sensitivity of just over 0.1 microns, and 
operated with a working clearance of 1 mm. 

Because of the finite length of the waves under test, 
there was a horizontal pressure gradient across the bed of 
the basin which exerted a significant force on the edge of 
the active shear plate. Although the plate was made as 
thin as possible to minimize the effect, pressure on the 
edge still contributed a significant proportion to the 
total force observed. The correction procedure adopted for 
these tests involved deducing the pressure gradient from 
direct measurements of orbital velocity (and hence 
acceleration) just above the oscillatory boundary layer. 
The edge force was calculated by dividing the plate into 
1000 sectors, determining the radial force on each at 
discrete phases through the wave cycle, resolving this 
force into the direction of wave propagation, and 
integrating round the circumference. 

To check whether the pressure correction was adequate, 
and to determine whether the shear plate was capable of 
measuring shear stresses to sufficient accuracy under 
oscillatory flow conditions, a set of preliminary tests was 
carried out in a wave flume. These tests were performed 
over a smooth bed, using a smooth active plate, for a range 
of wave periods between 1.0s and 1.35s. The smooth bed 
provided conditions for which there is a reliable 
theoretical solution for amplitude and phase of the bottom 
shear stress - calculated from the orbital velocity just 
outside the viscous-dominated oscillatory boundary layer. 

The measured force was corrected for edge pressure, 
and the resulting shear stress plotted out with the 
theoretical shear stress and the orbital velocity through 
the wave cycle (fig.l). Bearing in mind that the edge 
pressure effect corrected for was generally far greater 
than the shear stress sought, there was remarkably good 
agreement between theory and experiment, with errors 
between 1% and 15%. This was felt to be satisfactory, as 
the shear stresses induced at the rough boundary in the 
main test programme were almost an order of magnitude 
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curve through a wave cycle. 

greater than those at the smooth bed. 

Velocity Measurements 

To determine the velocity field in the complex three- 
dimensional flow, measurements were made using an 
ultrasonic flow meter which yielded three velocity 
components simultaneously. The transmitters on this 
instrument "pinged" at 100Hz, giving a response time of 
l/30s and a resolution of lmm/s in a range up to 1 m/s. 
However, while it was ideal for determining the 
instantaneous velocity vector in the upper flow, its size 
(with a measuring volume 15 mm in diameter) meant that it 
was unable to provide detailed information within the 
relatively thin wave boundary layer. 

Velocities close to the bed were measured with a 
fibre-optic laser anemometer supported by a vertical 
traversing device on the overhead gantry. The measuring 
volume was some distance away from the optical fibre probe, 
and thus provided a relatively non-intrusive means of 
determining velocities. Tests using the LDV had to be 
carried out twice in order to obtain all 3 velocity 
components.  The main set of tests had the optical fibre 
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head set up pointing vertically downwards at the bed to 
measure the two horizontal components of velocity. Tests 
were then repeated with the optics pointing into the 
current, close to horizontal, so as to measure horizontal 
and vertical components of wave-induced velocity. 

Other Instrumentation 

Wave characteristics were monitored by 16 resistance- 
type wave probes mounted in a rectangular grid pattern 
(spacing 0.5m by 0.66m) from an overhead gantry over the 
test area. Data from all the instruments (water surface, 
shear plate, anemometers) were recorded synchronously 
through a 32-channel data logger directly onto computer 
disc, together with a signal from the wave generators. 

Results 

27 different wave/current conditions were tested from 
combinations of four wave periods [1.1s, 1.5s, 2.0s, 
2.5s.], wave heights in the range 80 mm to 190 mm, and 
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Fig. 2 Mean velocity profiles for 2 cases of combined waves 
and current and for the same current alone. 

three currents conditions [zero, 125 mm/s, 200 mm/s] 
running orthogonally to the waves. Table 1 lists the 
general test parameters. 
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Run: Wave 
Period 

s 

Incident 
Wave 

Height mm 

H at Plate 

mm 

Reflex 
Coeff 

Q, 
O 

Current 

mm/s 

W1P 1.49 136 125 11.8 0 

W1C 1.49 135 125 25.9 200 

L1CC 1.49 140 125 8.9 125 

W2P 1.49 168 150 12.0 0 

W2C 1.49 185 175 8.1 200 

W3P 1.49 98 90 18.4 0 

W4P 2.02 135 165 40.0 0 

W4C 2.02 138 177 39.9 200 

L4CC 2.02 145 176 37.9 125 

W5P 2.02 160 190 31.0 0 

W5C 2.02 172 209 34.9 200 

L5C 2.02 168 202 37.2 200 

L5CC 2.02 170 205 37.2 125 

W7P 1.11 120 122 12.0 0 

W7C 1.11 118 118 25.9 200 

W8P 1.11 78 76 11.5 0 

W8C 1.11 78 78 10.9 200 

W9P 2.48 140 152 26.0 0 

L9C 2.48 130 140 24.0 200 

L9CC 2.48 140 147 24.0 125 

W10P 2.48 183 200 24.6 0 

L10C 2.48 184 191 22.0 200 

W10CC 2.48 152 162 22.0 125 

L10CC 2.48 182 195 22.0 125 

W11P 2.48 123 130 25.0 0 

W11C 2.48 200 

W11CC 2.48 150 125 

Table 1: General test parameters: water depth 700mm. 
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Mean velocity profiles of the two currents on their 
own took a form typical of most turbulent boundary layers, 
following a logarithmic curve through the near-bed region 
(within 100mm of the bed), with velocities continuing to 
increase but more gradually above this level up to the 
water surface. However, when waves were superimposed, 
running orthogonally to the direction of flow, there was a 
significant reduction in mean velocity in the upper flow, 
matched in most cases by an increase in the lower half of 
the flow (fig.2). This effect was most pronounced for the 
waves with longest periods (1.5s, 2.0s, 2.5s) and greatest 
heights, whereas the 1.1s period waves showed little change 
in general profile shape. 

When plotted out on log-linear axes, the profiles 
revealed that the apparent bed roughness zA was increased, 
in some cases by more than a factor of 20 times its value 
for current alone. The mean bed shear stress was also 
increased by the addition of wave action (Table 2). 

Run: Orbital 
Umax 
mm/s 

Shear 
Vel.   u, 

mm/s 

T 'mean 
Pa.103 

Apparent 
roughness 

zA mm 

ZA    /     Z0 

CCP 0 7.03 49.0 0.05 1.0 

L1CC 157 7.82 61.0 0.10 2.0 

L4CC 140 7.36 54.0 0.12 2.4 

L5CC 164 6.53 43.0 0.08 1.6 

L9CC 212 14.40 206.0 1.15 23.0 

L10CC 287 12.50 157.0 0.90 18.0 

LCP 0 9.81 96.0 0.05 1 

L5C 164 11. 9 141.0 0.30 6.0 

L9C 212 17.7 313.0 0.45 9.0 

L10C 303 17.1 291.0 0.55 11.0 

Table 2: Wave-current tests: mean flow parameters 

As the shear plate was set up during these tests to 
measure the large oscillatory shear stresses induced by the 
wave action, relatively small mean stresses caused by the 
mean current were difficult to determine precisely. 
Nevertheless, the values obtained from the combined wave- 
current tests, when substituted into the "Law of the Wall", 
suggest that the von Karman constant K lies between 0.30 
and 0.50 - a wide range, but probably acceptable in view of 
the experimental difficulties involved in measuring both 
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the mean velocities and the shear stress. 

Table 1 listed the basic characteristics of the waves 
used for each test run. All the waves lay in the 
"intermediate" zone, although the 1.1s period waves were 
close to "deep water" conditions, and the 2.5s periods 
approached "shallow water" status. It should be noted that 
the reflexion coefficients were found to be very high in 
many of the tests - an inevitable consequence of using 
waves with a length far greater than that of the absorbing 
beaches round the perimeter of the basin. 

The most interesting tests as far as the main 
objective of the research was concerned were those inducing 
significant shear stresses at the bed of the basin. These 
tended to coincide with tests involving waves with the 
longer wave periods and lengths, and hence also with high 
reflexions. However, this was not considered to be a 
serious problem, as the majority of wave-current theories 
are based on the interaction of a plane oscillatory flow 
with a current - and a standing wave pattern induces just 
such a plane oscillatory flow at the bed (albeit a 
spatially varied one). 

Data analysis included a correction to the oscillatory 
shear stress measurements to account for the effect of 
wave-induced pressure gradients at the bed of the basin. 
Its effect is relatively greater for the short period 
waves. Sleath (1991) has pointed out that an equivalent 
force also acts on each sand grain at the bed, and this has 
been taken into account in the present work. 

Results from the tests with wave alone (fig.3), and 
those with waves and currents combined (i.e. fig.4), both 
showed that the oscillatory shear stress, after correction, 
always peaked approximately 30° before the orbital 
velocity. Another important observation was that the 
maximum shear stress was relatively unaffected by the 
superposition of a turbulent current - either strong or 
weak (see Table 3). This contrasted with the significant 
effect the addition of waves had on the properties of the 
currents. 

Discussion 

Considering first the changes caused to the mean 
current profiles by the superposition of waves, the 
additional resistance experienced in the upper flow is 
something that has been reported in earlier papers on wave- 
current interaction (Kemp & Simons, 1982; Bakker & van 
Doom, 1978) . However, it is an effect not included in any 
of the present generation of mathematical models purporting 
to describe the wave-current process.  The most likely 
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Run: Wave 
Period 

s. 

Orb 
max 

mm/s 

RE 

Umaxa/V 
a/ks 

T wmax 

Pa 

friction 
factor 

W1P 1.49 142 4775 22 0.841 0.083 

W1C 1.49 158 5910 25 0.902 0.072 

L1CC 1.49 156 5761 25 0.792 0.065 

W2P 1.49 189 8456 30 1.076 0.060 

W2C 1.49 222 11562 35 1.066 0.043 

W3P 1.49 104 2560 16 0. 621 0.114 

W4P 2.02 125 5112 27 0.626 0.080 

W4C 2.02 114 4185 24 0.647 0.100 

L4CC 2.02 131 5526 28 0.227 **0.027 

W5P 2.02 173 9637 37 0.826 0.055 

W5C 2.02 153 7538 33 0.815 0.070 

L5C 2.02 163 8555 35 0.320 0.024 

L5CC 2.02 164 8661 35 0.294 0.022 

W7P 1.11 67 793 8 0.553 0.246 

W7C 1.11 67 793 8 0.490 0.218 

W8P 1.11 42 311 5 0.382 0.433 

W8C 1.11 42 312 5 0.393 0.446 

W9P 2.48 204 16440 54 0.435 0.021 

L9C 2.48 214 18090 56 0.379 0.017 

L9CC 2.48 212 17754 56 0.375 0.017 

W10P 2.48 289 32992 76 0.672 0.016 

L10C 2.48 300 35550 79 0.611 0.014 

W10CC 2.48 260 26703 68 0.835 0.025 

L10CC 2.48 277 30310 73 

W11P 2.48 177 12376 47 0.459 0.029 

W11C 2.48 173 11851 46 0.485 0.032 

W11CC - 2.48 179 12657 46 0.436 0.027 

Table 3: Oscillatory boundary layer parameters. 
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explanation is that additional Reynolds stresses are set up 
by the wave-induced orbital velocities, and these may be 
interacting with the mean current. 

The increase in apparent bed roughness implied from 
the log-linear velocity profiles was qualitatively as 
predicted by all wave-current models, and, when compared 
with the predictions of Sleath (1991), there was good 
agreement in many cases. However, some of the values were 
found to be considerably lower than predicted by the 
theory, the greatest discrepancies occurring for waves with 
the shortest wave periods and the lowest amplitude Reynolds 
numbers. 

Again, the increase in mean shear stress observed when 
waves were added to the current was as predicted by theory, 
and similar to that observed by Sleath (1990) in 
experiments on flow over an oscillating plate. It is also 
very much in line with that found by other researchers for 
a wide variety of test conditions including both field and 
laboratory tests. 
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Fig.5 Variation of wave friction factor with relative bed 
orbital amplitude for different wave-current combinations. 
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Turning now to the effect the addition of currents has 
on the wave characteristics, the most important finding of 
the work is that the maximum oscillatory bed shear stress 
appears to remain virtually unaltered, irrespective of the 
strength of the superimposed current. This is demonstrated 
in fig.5, where friction factors calculated from the 
maximum shear stresses under waves with and without 
currents are plotted out against relative orbital excursion 
at the bed, a/k. The tendency for observed friction 
factors to move above the theoretical predictions as a/k 
decreases may be due to some uncertainty about the velocity 
measurements by which they have been normalized. The effect 
may also relate to lower Reynolds numbers lying in the 
transitional rough regime where the Nikuradse roughness may 
vary from that determined in the tests on current alone. 

The authors are presently analysing field data from a 
site off the south coast of Australia where conditions 
generally meet the criterion that waves propagate 
orthogonally across a coastal current (Black et al. (1992)) . 
When available, those results will complement the present 
laboratory data. 

Conclusions 

Currents experience a significant change both in mean 
bed shear stress and apparent bed roughness when waves are 
superimposed and propagate orthogonally across it. However, 
under the present test conditions, the oscillatory, wave- 
induced, bottom shear stress is insensitive to the addition 
of an orthogonal current. 
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CHAPTER 46 

The Effect of Sheared Currents on Wave 
Kinematics and Surface Parameters 

D.J.Skyner1 & W.J.Easson2 

ABSTRACT 

Steep, steady non-linear waves have been generated onto strongly sheared cur- 
rents. Quantitative, full-field velocity measurements have been made for a num- 
ber of wave/current combinations using the method of Particle Image Velocimetry 
(PIV). For one of the combinations, the measured kinematics are compared to 
the estimate obtained by adding the stretched current profile to the predictions 
from irrotational theory. The steadiness of the conditions is assessed by calcu- 
lating the vorticity distribution for different cycles in the wavetrain. Finally, the 
measured wavelengths for a range of wave frequencies are used to estimate the 
effective current. 

INTRODUCTION 

Knowledge of representative wave kinematics is crucial in the understanding of 
coastal processes and the design of offshore structures. Often, waves ride on top of 
steady currents, generated by the tides or the wind, and its is important that the 
combination of the kinematics in these cases can be understood and predicted. 

High-order methods have been used for some time to predict the properties 
of steep waves, in the absence of current, and have been extensively verified by 
laboratory studies. On a uniform current the combined wave-current kinematics 
can be calculated by changing reference frame to one moving with the current 
and using a high-order model, after Doppler shifting the wave frequency. Several 
authors have recently tackled the problem of steep waves on currents of a arbitrary 
profile [Dalrymple and Heideman, 1989, Chaplin, 1990] and have implemented 
numerical models, but experimental studies are still rare. 

Swan [1990] produced moderate amplitude waves on strongly sheared cur- 
rents and addressed some of the difficulties posed by Dalrymple and Heideman in 

'Research Associate, Dept Physics, the University of Edinburgh, Edinburgh EH9 3JZ, Scot- 
land (D.Skyner@ed.ac.uk) 

2Lecturer, Dept Mech Eng, the University of Edinburgh, Edinburgh EH9 3JL, Scotland 
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their cautionary note on tank testing. Other notable experiments include those 
of Thomas [1990], where good agreement was obtained between laboratory mea- 
surements and numerical predictions for weakly sheared currents, and Kemp and 
Simons [1983] whose study concentrated on the effects near the bed. 

There is a severe experimental difficulty encountered when measuring currents 
with non-uniform profiles near the surface, in the presence of waves. Whichever 
end of the flume the currents are injected from, the wave action will ultimately 
disturb the formation of the upper part of the profile. One solution to this 
problem is to make the measurements of the combined kinematics during the short 
time window once the waves are established, but before the current formation 
is affected and reflected waves return. However, even with this approach the 
steadiness of the conditions must still be questioned. 

EXPERIMENTAL CONDITIONS 

Experiments were performed in a purpose built wave flume, depth .75m, capable 
of producing forward or reverse currents with various profiles. The experimental 
arrangement is shown in figure 1. 

3.0m 4.0m 5.0m 6.0m 7.0m 8.0m 9.0m 
I i t i i | I I i i | I I i i | I I i i | i t i i | I I i i | I M i | I I i i | i i t i | I I i i | I I i i | I I i i | I I i i | I i i i 1 I I I 

Figure 1: Wave flume used for the kinematic measurements 

The main current profile required for the experimental programme was one 
which was strongly sheared in the direction of wave propagation. The current 
was generated by introducing a flow opposed to the waves along the bottom half 
of the flume. In the subsequent analysis, the bulk value of the current was altered 
to yield the desired profile in the chosen reference frame, and the wave frequency 
modified with the appropriate Doppler shift. If the frequency in a given frame 
is /i, then the frequency measured in a second frame, moving with velocity u 
compared to the first, is given by 

/2 = /l (1) 

The most strongly sheared current profile used in the tests is shown in figure 2, 
along with the rms turbulence level. The profile has an approximately linear form, 
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Figure 2: Current profile, sheared in the direction of wave propation, used in the 
experiments 

velocity gradient 0.427s-1, in the top half of the water depth and was shifted to a 
frame of reference moving at -0.3ms-1 when analysing the combined kinematics. 
The form of the current near the bed should be disregarded when assessing the 
profile, as the wave action in this region is small. 

EXPERIMENTAL MEASUREMENTS 

In the experimental test sequence, steep waves were run onto the current and 
kinematic measurements made once the waves were steady and before reflections 
came back. In addition, estimates of the wavelength were obtained from wave- 
length records at different positions in the tank and from the photographs of the 
flow. 

The combined kinematics were measured by the method of Particle Image 
Velocimetry (PIV), in which small seeding particles are multiply exposed by a 
pulsed light sheet in the flow and their images recorded onto film. From the 
separations of the images in each part of the film the local velocity at that location 
can be deduced, and hence the complete flow field established. Further details of 
the use of the technique in this and other hydrodynamic studies are described in 
Greated et al [1992]. 

A typical flow field measured in the study is shown in figure 3 as a vector 
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Figure 3: Internal kinematics of a wave on a sheared current measured with PIV 

plot. Measurements were achieved up to the surface, and the measurement error 
was typically less than 2% of the maximum velocity, depending on the velocity 
gradients present. The missing data in the central part of the wave corresponds 
to a region of near-zero velocity in the flow, where the crest kinematics of the 
wave and the opposing current produce an instantaneous stagnation point. This 
results in overlapping particle images on the PIV photograph, whose separations 
cannot be resolved. Measurements could be made in this region by using an 
image shifting technique [Bruce,1992]. 

For the strongly sheared current, six wave conditions, were studied in detail. 
These wave cases covered a range of steepnesses (H/X) from .054 to .098, and 
a range of water depth to wavelength ratio (h/\) from .27 to .57. Results for 
these wave cases and other current profiles have been reported by the authors 
[Skyner,1992,1993] . The results presented here are for the central wave case on 
the strongly sheared current (.ff/A=.0729,/j/A=.412). 
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sheared current. -t- experimental data, with scatter, undisturbed 
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MEASURED KINEMATICS 

The experimentally measured horizontal velocity profiles under the crest for the 
central wave condition, in the presence of the strongly sheared current is plotted 
in figure 4, along with numerical predictions. The graph contains the undis- 
turbed current profile, the velocity profile under the crest for the combined flow, 
a numerically generated profile for an irrotational wave with the same height and 
wavelength, and the numerical data combined with the stretched current profile. 
The irrotational numerical data was generated by a program based on the Fourier 
approximation method of Rienecker and Fenton [1981] 

The method used for obtaining the combined kinematics was that recom- 
mended by the UK Department of Energy [1990], when a complete wave/current 
model is not available. The current value at a given height above the bed is 
moved to a new location by multiplying the distance from the bed by the factor 
(1 + CN/II), where CAT is the crest elevation, obtained numerically, and h the 
water depth. The recommendation is that no attempt be made to conserve the 
total mass flux of the current when stretching. 

For wave case being considered, a composite vector map was constructed from 
flow records at different phases, in order to obtain information over a complete 
wavelength. From this data the average horizontal velocity component was ob- 
tained at various levels, and the results are plotted in figure 5. A significant 
reduction in the average shear is apparent, greater than that which would be 
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expected if the assumed current stretching applied over the whole wave, when 
the shear would decrease in the crest but increase in the trough, leading to an 
average value only slightly less than the undisturbed current value. 
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Figure 5: Mean horizontal velocities for medium steepness waves on a strongly 
sheared current. 

Derived Vorticity 

Calculating vorticity from the experimentally measured flow fields is a profitable 
exercise because it separates the irrotational part of the motion, associated with 
the wave, from the rotational part, associated with the sheared current. It is pos- 
sible to extract vorticity from the data obtained with PIV, because the velocity 
field is known over two spatial dimensions. The vorticity component perpendic- 
ular to the measurement plane is 

ft„ = (2) 
duz     dux 

dx      dz 
A reasonable estimate for the local vorticity can be obtained by numerically 

differentiating the velocity data, which is available on a regular grid. In order 
to reduce the effect of turbulence and reveal the underlying trends, the velocity 
fields obtained from a number of repeats of each wave phase were averaged before 
calculating the vorticity. 

Figure 6 contains a shaded contour plot of vorticity, obtained from the repeats 
of the flow field illustrated in figure 3. Light areas corresponds to negative vor- 
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ticity (forward shear), and dark areas to positive vorticity. The blank area in the 
centre of the wave is due to missing data, no attempt begin made to interpolate. 

T     |     i     |     I     |     I     |     I     |     i     |     i     |     i     |     I     |     r 

4.5     4.6      4.7     4.8      4.9      5.0      5.1      5.2      5.3      5.4      5.5 

Horizontal position (m) 

Figure 6: Vorticity contours for the average of 6 repeats of a medium amplitude 
wave on the strongly sheared current, first wave crest. Contour line interval: 
0.5s"1 

Comparison with the undisturbed current profile shown in figure 2 reveals 
that the vorticity field has the expected features. The bed boundary layer is 
present as strip of high positive vorticity, and there is a major transition from 
positive to negative vorticity at around z = —0.4m. Apart from the small pockets 
of turbulence, the vorticity in the upper part of the wave is fairly constant with 
an average value between -0.3s-1 and -0.4s_1. 

The available time window for the kinematic measurements of the wave case 
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being considered corresponded to four wave periods. This portion of the wave 
elevation timeseries is shown in figure 9 as a continuous trace. The kinematic 
measurements presented here are for the first wave crest in this "steady portion" 
of the wavetrain at t = 12.4s. PIV measurements were also made for the third 
and fifth crests in this portion. 
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Figure 7: Vorticity contours for the average of 6 repeats of a medium amplitude 
wave on the strongly sheared current, third wave crest. Contour line interval: 
0.5s-1 

Figure 7 contains the vorticity levels found in the third crest of the steady 
portion of the wave train. While the vorticity distribution is similar to the earlier 
cycle of the wave in the middle and lower parts, sizable areas of positive vorticity 
have appeared near the surface. 
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In figure 8 the areas of positive vorticity near the surface have increased still 
further compared to the previous cycles of the wave. The position of the crest is 
also noticeable retarded compared to its expected position in the middle of the 
plot. 
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Figure 8: Vorticity contours for the average of 6 repeats of a medium amplitude 
wave on the strongly sheared current, fifth wave crest. Contour line interval: 
0.5s-1 

Figure 9 also shows the average vorticity estimated for the top half of the wave 
(above z = —0.4m). These values were calculated for each available wave crest 
by averaging the vorticity data, shown in figures 6 to 8, with no attempt being 
made to interpolate missing values. A clear trend is apparent, with the average 
vorticity moving away with time from the undisturbed current value towards zero. 
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This is equivalent to a decrease in the shear of the underlying current. 
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Figure 9: Average vorticity value obtained for different crests in the wavetrain, 
along with the wave elevation timeseries where the continuous trace represents 
the "steady" portion of the wave 

Wavelength 

The measured wavelengths for the cases selected for the kinematic measurements 
were found to correspond, within experimental error, to those predicted from irro- 
tational theory, given the wave height and wave frequency, after Doppler shifting 
the frequency to a frame moving with the surface current. From a sequence 
of tests, sweeping through a range of frequencies of small amplitude waves, the 
effective current was calculated from the measured wavelength using Doppler the- 
ory. The uniform current with the equivalent effect on the wavelength is plotted 
against wave frequency in figure 10. The values of the surface current and the 
current at half the depth are also shown. 

DISCUSSION 

The estimate for the kinematics made by adding the stretched current to irrota- 
tional predictions assumed that the underlying current was not effected by the 
wave action, other than by being stretched according to the phase of the wave. 
However, calculation of the vorticity for different cycles in the "steady" portion 
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Figure 10: Equivalent uniform current velocity deduced using Doppler theory 
from measured wavelength on sheared current 

of the wave train indicates that the rotational part of the fluid motion is chang- 
ing with time. This may be due to the presence of turbulence influencing the 
wave/current interaction. However, the presented results should be viewed with 
some caution, as although care was taken in the experiments when establishing 
the wave train that the leading wave did not break, it is possible that interac- 
tions occurring at the front of the wave group may have been advected back to 
the measurement zone, effecting the later wave cycles. 

CONCLUSIONS 

For the conditions considered, the kinematics in the crest were found to be well 
predicted by combining the results of an irrotational, high-order numerical model 
with the stretched current profile. In addition, it was found that the wavelength 
was accurately predicted using irrotational theory, after Doppler shifting the wave 
frequency to the frame of reference of the surface current. However, there was 
strong evidence that the conditions were not steady, particularly the change in 
the vorticity field between the cycles in the wave train. 
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CHAPTER 47 

LABORATORY STUDY OF WAVE TRANSFORMATION 
ON BARRED BEACH PROFILES 

Ernest R. Smith1 and Nicholas C. Kraus2 

ABSTRACT: In previously reported laboratory experiments, the authors found 
that incident waves with the same characteristics in deep water break differently 
on barred and plane-sloping beaches. For example, waves of greater steepness 
that plunge on plane beaches tend to collapse on barred beaches, and plunge 
distance on barred profiles is about half that on a plane sloping beach for a given 
wave steepness. In the present study, wave height transformation, reflection, and 
runup of monochromatic and random waves are investigated for barred and plane 
beach profiles in a wave tank, with deep-water wave steepness varied from 
0.0085 to 0.09. For monochromatic and random waves, wave-height to water- 
depth ratios are higher for waves breaking on bars, whereas just seaward of 
breaking these ratios are lower than on a plane beach. For plane and barred 
beaches, the ratios unite in the inner surf zone, and the magnitude and shape of 
wave spectra are the same at fixed points outside and inside the surf zone, except 
just shoreward of the break point, where the spectrum on a barred profile has the 
same shape but contains less energy. Despite differences in breaker-related 
quantities on barred and plane beach profiles, runup, reflection, and wave height 
transformation in the surf zone on barred profiles are mainly controlled by the 
plane beach slope on which the bar or reef is located, with only minor influence 
by a bar, even for extremely-shaped obstacles such as reefs. 

INTRODUCTION AND BACKGROUND 

Most laboratory studies on wave transformation, runup, and reflection have been 
conducted on plane sloping beaches. In the field, however, linear bars are common, and 
waves will transform differently over barred profiles as compared to plane beaches. To 
elucidate these differences, the authors conducted an extensive laboratory study to examine 
breaking and broken wave properties on barred and terraced profiles, and the results were 
compared to those obtained for plane slopes.  Results determined from video records were 

(1) Research Hydraulic Engineer, and (2) Senior Scientist, U.S. Army Engineer Waterways 
Experiment Station, Coastal Engineering Research Center, 3909 Halls Ferry Road, 
Vicksburg, MS  39180-6199, USA. 
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presented in Smith and Kraus (1991) and in a report (Smith and Kraus 1990) that covers the 
experiment procedure and results. The present paper focuses on selected results determined 
from the digital wave gage data, and some analyses from the project report are extended. 

As motivation, we consider breaker type and plunge distance on barred and plane slopes 
(Smith and Kraus 1991). Galvin (1968) expressed breaker type transition values in terms of 
beach slope m, wave height H, and wave period T. Battjes (1974) re-expressed the 
transition values in terms of the surf similarity parameter, £„ = m(HJLJ'm , in which H„ 
and L0 are wave height and wavelength in deep water, respectively. Smith and Kraus 
observed different transition values of breaker type on single-bar profiles than determined 
by Battjes for plane slopes. Transition values between breaker types on barred profiles and 
plane slopes are shown as a function of £„ in Fig. 1. Transition values are lower for barred 
profiles, which means some waves that would spill on a plane slope plunge if a bar is 
present, and some plunging waves on plane slopes collapse on a barred profile. 

Plunge distance Xp of breaking waves differs on plane and barred beaches (Smith and 
Kraus 1991). Fig. 2 plots plunge distance normalized by breaker height Hb, and the 
visually fit solid line for barred profiles as a function of £„. The dashed line represents the 
predictive equation for plane slopes determined by Smith and Kraus. Plunge distance was 
60 to 70 percent shorter over bars than over plane slopes. Differences in breaker height and 
depth, and splash distance between plane slopes and barred profiles were also found. On the 
basis of these findings, in the present work, the digital data of water surface elevation are 
examined to investigate wave transformation, runup, and reflection on barred and terraced 
(shelf) profiles, and the results are compared to those for plane sloping beaches. 

PROCEDURE 

Data collection was conducted in a 45.70-m-long, 0.46-m-wide, and 0.91-m-high glass 
walled tank (Fig. 3). The tank contained a 1 on 30 smooth concrete-capped slope, which was 
separated from the wave generator by a 21-m-long horizontal section. Monochromatic and 
random waves were produced by an electronically controlled hydraulic system that drove a 
piston-type wave board. Water surface elevation was recorded at eight double-wire resis- 
tance-type gages. Gage 1 was located 9.1 m from the wave generator, Gages 2 and 3 were 
placed seaward of the bar and positioned to measure wave reflection according to the method 
of Goda and Suzuki (1976), Gage 4 was placed at the incipient break point, and Gages 5 
through 8 were distributed through the surf zone. The water surface elevation was analyzed 
to obtain statistical wave heights and periods, and spectra. 

Deep-water wave steepness HJL0 in part controls breaking wave characteristics. 
Therefore, it was desirable to generate waves with a wide range of steepnesses. A fixed 
water level (0.38 m) was maintained in all tests and allowed generation of relatively high 
waves while minimizing the effect of surface tension. Five design monochromatic wave 
conditions were selected (HJL, = 0.09, 0.07, 0.05, 0.03, 0.0088) through consideration of 
a diagram given by Galvin (1970, his Fig. 8) for delineating domains where periodic waves, 
single and multiple solitons, and breaking waves exist to obtain periodic breaking waves 
without contamination by soliton generation. Three random wave conditions were also 
developed from an input JONSWAP spectrum for spectral peak periods Tp of 1.0, 1.5, and 
1.75 sec, with significant wave heights Hs of 11.3, 14.3, and 13.7 cm, respectively, in the 
horizontal section of the tank. 
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Submerged solid triangular-shaped objects were installed on the l-on-30 slope to represent 
natural barred profiles, terraced profiles, and artificial reefs. The geometry of the objects 
was selected based on large wave tank studies and field measurements of bars (Larson and 
Kraus 1989). Seaward bar angles /3, varied from 5 to 40 deg, and shoreward angles ft 
ranged from 0 deg (terrace) to 40 deg. The steeper seaward angles were included to observe 
breaking waves on shapes that approximate those of submerged breakwaters or reefs. The 
size and placement of the bars were determined based on findings of Larson and Kraus. 

Bars used in the study were constructed of marine plywood, with the seaward and 
shoreward faces connected with strap hinges. For longer bars, legs were attached under the 
structure to minimize flexing of the faces due to wave action. Openings created at the crest 
by the seaward and shoreward faces and the sides of the bar against the tank wall were sealed 
to maintain a flush surface and minimize leakage. Steel plates were installed under the bar 
to prevent it from floating or moving when subjected to wave action. 

Wave data were collected for 2 min at 50 Hz for monochromatic-wave tests, but only 15 
successive waves were analyzed. The analyzed portion of the record began after waves 
reflected off the concrete slope and ended before reflected waves from the board had returned 
to the bar. This procedure eliminated contamination of the data by waves reflected off the 
board, yet simulated the natural reflection of waves by the beach and bar or reef. Random 
waves were recorded at 20 Hz and analyzed for 500 waves. Because the wave height and 
period varied, a long record was required to obtain a statistically strong confidence interval 
for the wave spectrum. Reflection and re-reflection between the beach and the wave board 
could not be avoided in the random-wave tests. 

In summary, 108 tests were performed with regular waves, of which five tests were with 
a plane slope, and 12 tests were performed with random waves, of which three tests were 
with a plane slope. Table 1 summarizes the design test conditions. The table shows nominal 
values for design which were approximated in actual tests. 

DISTORTED  SCALE,   1H   -   5V 

TANK WIDTH  - 0.46 m 

Fig. 3.  Definition sketch for tank arrangement 
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Table 1. Test Design8 Parameters 

Monochromatic Waves 

HJL0 

T 

sec 

H 

cm 
ft 

deg 
ft 

deg 

0.09 1.00 13.1 0, 20, 30, 40 5, 10, 15, 20, 30, 40 

0.07 1.00 10.1 0, 20, 30, 40 5, 10, 15, 20, 30, 40 

0.05 1.50 16.2 0, 20, 30, 40 5, 10, 15, 20, 30b 

0.03 1.75 13.7 0, 20, 30, 40 5, 10, 15, 20 

0.0088 2.50 9.1 0, 20, 30, 40 5, 10, 15 

Random Waves 

<HAJo sec cm 
ft 

deg 
ft 

deg 

0.078 1.00 11.3 20 5, 10, 15 

0.044 1.50 14.3 20 5, 10, 15 

0.03 1.75 13.7 20 5, 10, 15 

8  Nominal values for design purposes which were only approximated (see Smith and Kraus (1990} for 
complete data listing) 
b   One test conducted with p, = 30 deg, fi3 = 20 deg 

Note: H   = wave height measured at the wave maker in depth of 0.38 m 
HB = significant wave height measured at the wave maker in depth of 0.38 m 
Tp = peak wave period measured at the wave maker in depth of 0.38 m 

RESULTS 

Wave Reflection 

Miche (1951) developed a theoretical relation for the reflection coefficient Kr for smooth 
plane slopes. He assumed the reflected portion of wave energy corresponded to a critical 
deep-water wave steepness (HJLJ„ = (2p/-w)(sin2p/ir) in which (3 is the slope angle. 
Miche defined the quantity (HJLJ„ as the wave steepness to obtain complete reflection, and 
wave energy that exceeded this value was assumed to be dissipated. Wave reflection was 
expressed as Kr = (HJLJJHJLJ1 if HJL0 > (HJLJC„ and Kr = ; if HJLC < (HJLJcr. 
Miche stated that actual reflection coefficient values would be lower than theoretical values 
because of viscosity and roughness, and recommended a multiplicative factor of 0.8 to 
calculate reflection coefficients for smooth, plane slopes. 

Battjes (1974) re-expressed the equation of Miche (1951) to obtain Kr as a function of 
the surf similarity parameter: 

X, = o.i£ (1) 

Reflection coefficients calculated from wave data at Gages 2 and 3 are shown as a function 
of £„, using ftj as input, in Fig. 4. Also shown are the predicted values of Miche and 
Battjes, using the reduction coefficient of 0.8. The data are scattered and show overlapping 
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of values for different seaward bar angles. Values obtained by the Miche equation produce 
a steep curve that approaches a perfectly reflected wave for bar and wave conditions if 
£„ « 1. The Battjes equation underpredicts the measured Kr at low values of £„ (including 
the plane slope data), and overpredicts Kr at higher £„ values. In general, the data show 
near constant reflection, whereas the Miche and Battjes equations give increasing values of 
Kr with increasing £„. Measured Kr were also compared to the Miche and Battjes 
predictions using the 1/30 plane slope to calculate £„, but both equations gave significantly 
lower values. Neither the equation of Miche nor that of Battjes estimates Kr well for barred 
profiles over the range of £„ values. These equations were developed for plane slopes and, 
as Fig. 5 illustrates, are not valid if the bottom topography is irregular. 

Seelig and Ahrens (1981) developed an equation to determine   Kr   for plane smooth 
slopes, plane beaches, and breakwaters, as 

K   - 

2 i 

in which a and x are empirical coefficients, and equal to 1.0 and 6.2, respectively, for 
plane smooth slopes. The recommended values of Seelig and Ahrens were used in Eq. 2 to 
compare to the measured plane-slope Kr values, but the equation greatly underpredicted the 
measured values. However, for our data, Eq. 2 gave good predictions if values of a and x 
were 0.22 and 0.02, respectively. 

Reflection coefficients for barred profiles were grouped according to shoreward angle and 
plotted as a function of £„ , calculated using tan/3, in place of m as the bottom slope. 
Linear regression was performed on the a and x values that best fit the data for each 
group as a function of tan/J.,. The resulting equations for determining the empirical 
coefficients for use in Eq. 2 for barred profiles are a = 0.19 + 0.07tan/3, and x = 0.23 
+ 0.19tan/3,. The correlation coefficients r2 of the regression analysis were 0.99 and 0.95 
for a and x , respectively. Fig. 5 shows predictions of Eq. 2 as a function of £„ using 
calculated a and x values for the shoreward angles used in the study. Reflection 
coefficients differ by 5 percent for higher values of £„, but are identical for lower values. 
Because reflection coefficients were found to be nearly constant, it is concluded that 
reflection on barred beaches is mainly dependent on the primary slope of the beach and the 
wave steepness, and only weakly dependent on seaward and shoreward bar angles. 

Wave Runup 

Hunt (1959) gave an expression for wave runup R as a function of slope, wave height, 
and wave period, which was re-expressed by Battjes (1974) as a function of the surf 
similarity parameter, as 

£ = 1.05. 0) 
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Fig. 4.   Measured reflection coefficient vs. surf-similarity parameter 
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in which the empirical coefficient value of 1.0 was determined from Hunt's results to be 
valid for plane, smooth slopes. (Runup is defined as the combination of a superelevated 
mean water level, called setup, and a time-dependent oscillation called swash.) Hunt 
recommended smaller values depending on slope roughness. Measured values of runup 
normalized by deep-water wave height display no dependence on surf similarity parameter 
if £„ was calculated using tan/3; as the primary angle. Runup normalized by wave height 
was plotted versus the surf similarity parameter using the 1/30 slope as the primary angle to 
determine £„ (Fig. 6). The data show increasing R/H0 with £0. The line shown in Fig. 6 
represents the average value of (R/HJ/%0, which was 0.76, and is approximately the value 
(0.78) given by Hunt for a 1.0-mm grain size slope. The discrepancy between Eq. 3 and 
measured values may be attributed in part to the slope used in the present study not being as 
smooth as the slope used by Hunt, but this hypothesis could not be confirmed. 

Ahrens (1981) developed the following equation for average wave runup for random 
waves, 

-£- - 0.845, (4) 

in which HM is the significant deep-water wave height. Average runup for random waves 
and the calculated values by Eq. 4 were plotted as a function of £„, calculated using /3;. 
Predictions by Eq. 4 estimate runup well for the plane-slope cases, but underpredict runup 
for cases with bars. Runup for barred profiles nearly equals that for plane slopes and is 
independent of £„ . However, Eq. 4 gives better results if the plane slope is used to 
calculate £„ (Fig. 7). 

Holman and Sallenger (1985) analyzed field data of runup for a mildly barred beach. 
Although there was wide scatter in the data, they concluded that runup depended on £„ . 
However, the choice of slope with which to calculate £„ was unclear. The foreshore slope 
appeared to be appropriate for data taken at high tide and mid-tide, whereas the bar slope 
appeared to "have at least some influence" on setup at low tide. It is not evident if the bar 
was a major cause of wave breaking in their low-tide measurements. The present tests 
indicate that a bar has a very weak influence, if any, on runup if waves break on the bar. 
In agreement with Holman and Sallenger, the foreshore, or wide-area slope, appears to be 
the best quantity to use in correlating runup with £„ ; however, only one slope (1/30) was 
used in the present study, so this conclusion can only be tentative. 

Breaking Waves 

Figures 8 and 9 show average wave height H (monochromatic waves) and root-mean- 
square (rms) wave height H^, (random waves), respectively, normalized by local still-water 
depth h as a function of distance from the shoreline at the still-water level. Wave decay 
for identical wave conditions is shown in each figure for plane (solid line) and irregular 
profiles (dashed lines). The tests conducted with bars show a significant increase ofH/h and 
H^ /h over the bar. The increase results from shallower water at the bar and higher waves 
by (nonlinear) shoaling over the bar. Wave height to water depth decreases directly 
shoreward of the bar because the water is deeper, and a majority of the waves broke on the 
bar. The ratio increases as water depth decreases in the surf zone for all tests, including tests 
on the plane slope. The figures indicate that wave height does not decay uniformly through 
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the surf zone for either barred profiles or plane-sloping beaches. Figs. 8 and 9 show that the 
wave height to water depth ratio is the same in the inner surf zone for barred profiles and 
plane slopes, despite appreciable differences near breaking. Although the ratio is identical 
in the inner surf zone, visual observations showed that for most tests broken waves on plane 
slopes remained as bores through the surf zone, whereas most broken waves on the barred 
profile reformed. 

Maximum wave height Hmu , significant wave height, and rms wave height were 
calculated from the time series of the random wave trains and were plotted versus distance 
from the still-water shoreline in Figs. 10 and 11. The deviation between H^ , Hs, and H^ 
decreased as the waves entered shallower water, indicating the waves become constant in 
height in the inner surf zone. This behavior has also been shown in other random wave 
studies, such as Thompson and Vincent (1984) for a plane-slope laboratory beach, and by 
Ebersole and Hughes (1987) for a barred profile in the field, and by Battjes and Beji (1992) 
for an irregular-bottom laboratory beach. 

Transformation of Wave Spectra 

Wave spectra showed surprisingly little variation at fixed points along the profile for plane 
and barred slopes. Fig. 12 shows spectra for selected gages in two tests with the same gage 
locations and deep-water waves (random waves, Hs = 14.3 cm, Tp = 1.5 sec). The spectra 
were averaged over 16 frequency bands. Gage 2 was located in the shoaling zone seaward 
of significant breaking, Gage 4 was located in a region of significant breaking (on top of the 
bar in the case of the barred profile), Gage 6 was located shoreward of the bar in the outer 
surf zone, and Gage 8 was at the most shoreward measurement point in the inner surf zone 
where many waves had reformed. Two spectra are plotted for each gage, one for the barred 
slope and the other for the plane slope; these spectra are difficult to distinguish, having the 
same magnitude and shape, except for Gage 6, located directly shoreward of significant 
breaking. At Gage 6, energy in the vicinity of the peak frequency for the barred profile is 
greatly reduced, as is the energy of the low-frequency seiching mode. This result was 
pointed out in a different way in Figs. 8 and 9, as a decrease in rms wave height. (Note, 
in Fig. 12, the energy density is given in units of ftVHz, where 1 ft = 0.3048 m.) 

CONCLUSIONS 

For monochromatic and random waves, wave-height to water-depth ratios were higher 
for waves breaking on bars than on plane slopes because of increased wave height and 
reduced water depth. Directly shoreward of breaking, the ratio for barred profiles was less 
than the plane slope. Wave-height to water-depth ratios increased in the surf zone for cases 
with and without bars and were identical in the inner surf zone. Although the wave height 
and spectra were approximately equal in the inner surf zone for both barred and plane 
beaches, broken waves on the plane slope tended to remain as bores through the surf zone, 
whereas most broken waves on barred profiles reformed. Maximum, significant, and root- 
mean-square wave heights of random waves became constant in height in the inner surf zone. 
Similarly, for the same deep-water wave condition, the energy content and shape of wave 
spectra were preserved from deep water to the inner surf zone, except in a region directly 
shoreward of the break point, where the spectra on barred profiles contained less energy than 
that on a plane slope. 
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Reflection coefficients were found to be nearly constant across all tests. Reflection was 
controlled mainly by the plane bottom slope, and only weak variations in Kr were 
attributable to the seaward and shoreward bar angles. Barred profiles, including extreme bars 
or reefs, did not alter runup, which was controlled by the plane slope. For monochromatic 
waves, the measurements followed the runup equation of Hunt (1959) for beaches with 1.0- 
mm sand grain size. An equation of Ahrens (1981) well predicted average runup for random 
waves on barred profiles, with the bottom slope in the equation given by the plane slope. 
In summary, despite differences between breaker-related quantities on barred profiles and 
plane slopes, wave runup, reflection, and transformation in the inner surf zone on barred 
profiles were controlled by the plane bottom slope, with only minor influence by the bar, 
even for extreme (unnatural) bars. 

1.0 2.0 
Frequency (Hz) 

1.0 2.0 
Frequency (Hz) 

-0.002 
1.0 2.0 3.0 

Frequency (Hz) 

-0.001 
1.0 2.0 

Frequency (Hz) 

Fig. 12.  Wave spectra on barred and plane slopes (HJLf)a = 0.044 (random waves) 
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CHAPTER 48 

ESTIMATION OF IRREGULAR WAVE KINEMATICS 
FROM A MEASURED RECORD 

Rodney J. Sobey1 

Abstract 
This review of rational predictive methodologies for irregular wave 

kinematics confirms the crucial importance of the complete nonlinear free 
surface boundary conditions. Four methods, the global design wave method, the 
global linear superposition method, the local Wheeler stretching method and the 
local Fourier approximation method, have been compared for a very large 
measured wave from hurricane Camille. Free surface boundary condition errors 
are comparable to the wave height for the design wave and Wheeler stretching 
methods. They are sharply reduced by the local Fourier approximation method, 
though not eliminated. Linear superposition fails completely in the crest-trough 
region. 

Introduction 
The success that has been achieved in the theoretical prediction of regular 

wave kinematics is not immediately transferable to the prediction of surface and 
near-surface kinematics in irregular waves. Significant predictive difficulties have 
been encountered, especially near the crest. 

In many situations, analysis is based on measured or simulated water 
surface time histories at a fixed location. Spatial measurements of the sea state 
are most rare and the vast majority of measured field and laboratory records are 
discrete water surface rj(t) records from wave staffs or accelerometer buoys at 
a fixed location. The balance of the wave kinematics (velocities, accelerations and 
pressures) at the fixed location needs to be estimated from the known rj{t) trace. 
A closely related problem arises in statistical simulation of a random sea state 
from the linear Gaussian random wave model. Considerable success is achieved 
in the prediction of the space and time varying water surface. Unfortunately, this 

'Professor of Civil Engineering, Environmental Resources Engineering Group, 
University of California, Berkeley, CA 94720, USA 
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success does not carry through to the near-surface kinematics, where spurious 
predictions result from the increasing dominance of the higher frequency (but 
much smaller magnitude) spectral components. 

Consideration here will be restricted to a subset of this problem where 
there is no y variation and the direction of both the wave motion and any 
coexisting Eulerian current coincides locally with the x axis. 

Considerable attention has been given to this problem as water velocities, 
accelerations and dynamic pressures all reach their maximum magnitudes at the 
water surface. Unfortunately, predictive methodologies are most vulnerable at the 
water surface, as a direct consequence of approximations in the imposition of the 
nonlinear free surface boundary conditions. Any methodology for the prediction 
of irregular wave kinematics that is both rational and viable must give 
appropriate attention to the free surface boundary conditions. 

Global and local methodologies are distinguished. Local methods do not 
compromise fidelity in the representation of the free surface boundary conditions 
in the global interest. Global methods, which closely follow regular wave theory, 
are less attractive for irregular wave kinematics. This paper will compare the 
predictive capabilities of two common global method (the design wave approach 
and linear superposition), a common local method (Wheeler stretching) and the 
local Fourier approximation method. As interest in irregular wave kinematics 
inevitably centers on big waves, the comparison will be based on a measured 
wave segment from Hurricane Camille, Gulf of Mexico, 1969. The selected 
segment has the highest crest height in the sequence and is among the biggest 
waves ever recorded. 

BACKGROUND IN REGULAR WAVE THEORY 
Common approaches to the prediction of irregular wave kinematics closely 

follow the pattern adopted in classical regular progressive wave theory. The 
discussion is simplified by recalling the basis of the classical theory. 

Attention will be directed to the unsteady formulation of regular wave 
theory. With the velocity potential function <p(x,z,t) as the dependent variable, 
the field equation is the Laplace equation 

i!* + i!* - 0 (1) 
dx2      dz1 

where the velocity components (u, w) in the fixed frame are (d<f>/dx, dcfi/dz). 
This field equation is subject to the following boundary conditions: 

(i)  Bottom boundary condition  (BBC),  representing no flow through the 
horizontal bed, is 

w - 0        at z - -h (2) 

where —h is the elevation of the bed. 
(ii) Kinematic free surface boundary condition (KFSBC), representing no flow 
through the free surface, is 
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W = ^I + „ia atZ-t|(jM) (3) 
dt        dx 

where t](x, t) is the free surface. 
(iii) Dynamic free surface boundary condition (DFSBC), representing constant 
atmospheric pressure on the free surface, is 

^+i(«*+w2)+CT-B       atz-nC*,0 (4) 
dt       2 

where g is the gravitational acceleration and B is the Bernoulli constant. 
(iv) Periodic lateral boundary conditions (PLBC), imposing wave periodicity in 
space and time, are 

§(x,z,t) = fy(x+2ii/k,z,t) = <t>(x)z,f+2rc/o)) (-*) 

where k is the wave number and w is the wave frequency. 
(v) Wave maintains a stable profile shape (or permanent form), requiring the 
wave profile to be symmetric in both x and t about the crest. 

Because of conditions (iv) and (v), progressive waves of permanent form 
are steady in a frame of reference moving at the phase speed C = co/k. The 
space and time variations of the water surface must follow 

^L = 5a+cia=o (6) 
dt        dt dx 

Predictive Capability of Regular Wave Theory 
Established regular wave theories (Stokes, Cnoidal, Fourier 

approximation) generally take advantage of the relative simplicity of the steady 
formulation where the independent variables are reduced to x — Ct and z. Basis 
function predictors of the dependent variable (typically the stream function) 
identically satisfy both the field equation and the bottom boundary condition, 
together with the permanent form constraint and the periodic lateral boundary 
conditions. Compatibility conditions designate the wave height and the co-flowing 
current. 

The essential detail of the solution however is determined largely by the 
free surface boundary conditions, which must be satisfied along the complete 
water surface. The complexity of the gravity wave problem is manifested through 
these free surface boundary conditions, which introduce nonlinearity to the 
problem and are applicable at a free surface that is itself part of the solution. 
Different orders of the same wave theory are distinguished by the level of 
approximation to the free surface boundary conditions, higher orders providing 
enhanced' fidelity. 

A conflict is immediately identified between the predictive capabilities of 
regular wave theory and the nature of the solution field. Wave theory consistently 
predicts that peak magnitudes and response extremes in velocities, accelerations 
and dynamic pressures are located along the free surface. Unfortunately, this 
region of peak interest in the kinematics and dynamics exactly coincides with the 
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region of maximum uncertainty in the wave theory predictions. 
Appropriate measures of theoretical error may be formulated from the 

free surface boundary conditions at the water surface. The kinematic and 
dynamic free surface boundary condition errors are respectively 

K(x,t) = W(X,T,,O - ^r (7) 
at 
dr\ 

and 

D(x,t) = ^(x,n,t) + :V(X,TI,0 + w2(x,r),t)} + CT - B (8) 
at 2 

In application, these will be represented in length units, as K/co and Dig 
respectively, for direct comparison with the local water surface elevation. 

For waves of even moderate height, the free surface boundary condition 
errors associated with the lowest order theory are significant. Predictive 
difficulties for near-surface kinematics must be expected from adoption of linear 
wave theory. They are indeed experienced. Nevertheless, there remains a 
reluctance to reject the simplicity and familiarity of the linear theory, and several 
measures have been proposed to mitigate the near-surface failings. 

Higher order theories by definition do a much better job in satisfying the 
free surface boundary conditions. They have little theoretical difficulties in the 
prediction of near-surface kinematics in steady waves, though they may often 
impose a considerable computational burden. Irregular waves are not steady, but 
it is clear that fidelity in representing the free surface boundary conditions must 
have a crucial role in any rational predictive methodology for irregular wave 
kinematics. 

Several unfavorable comparisons of regular wave theory and laboratory 
measurements have received considerable attention. The evidence however is not 
conclusive and closer scrutiny (Sobey 1989b) suggests that the predictive potential 
of regular wave theory remains sound. Errors both in measurement and in 
application of theory can be substantial and more than sufficient to negate any 
hasty conclusions. 

The influence of current in particular is often not given the attention it 
deserves. This involves the specification of the appropriate definition (Stokes' 
first or second) of phase speed and the associated current. The differences are 
potentially significant and compounded by the fact that many published wave 
theories have automatically assumed Stokes' first definition of phase speed (and 
often also zero current) in the problem formulation. Current is assumed to be 
depth-uniform and any vertical structure is ignored2. The adoption of a higher 
order wave theory may not be realistic where due attention has not been given 

A Stokes theory with a linear velocity profile (i.e. constant vorticity) by Kishida and Sobey 
(1988) has suggested that vorticity has only a very minor influence. After subtracting out the 
current profile, the residual "wave" kinematics are little different from those that would have 
been predicted for a uniform current with the same depth-averaged magnitude. The generality 
of this observation is presently uncertain. 
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to the influence of tidal or other ocean currents on the wave kinematics. 
Alternatively, if the current is not known, higher order precision cannot and 
should not be expected. 

Steady wave theory provides predictions of kinematics in long-crested 
regular progressive waves. Despite some unfortunate misinterpretation in the 
literature, steady wave theory does do a credible job where the waves correspond 
with the assumptions of the theory. The waves must be reasonably long-crested 
and steady, and the adopted wave theory must be consistent with the field or 
laboratory conditions. While the basis of wave theory is indeed sound, irregular 
waves clearly violate the permanent form and periodicity assumptions of the 
classical steady wave problem. Accordingly, there can be no strong expectation 
that regular wave theory will predict more than an outline of the kinematics in 
irregular waves. 

Generalization to Irregular Waves 
The spatial and temporal complexity of irregular waves would initially appear to 
have little in common with the conspicuous order of regular wave theory. 
Nonetheless, much of the problem formulation remains appropriate. Irregular 
waves are by nature unsteady, so that an unsteady formulation is pertinent. The 
field equation (Eq. 1), the bottom boundary condition (Eq. 2) and both free 
surface boundary conditions (Eqs. 3 and 4) continue to be applicable; these make 
up the bulk of the mathematical physics. Neither the periodic lateral boundary 
conditions, nor symmetry about the crest in x and t are appropriate for irregular 
waves. Further, application of the KFSBC is inconsistent with the present 
reliance on measured water surface records at a fixed location, as spatial 
gradients dt]/dx are not available from the measured record. 

The crucial aspects of the mathematical physics of the regular wave 
problem are the nonlinear free surface boundary conditions. The close 
relationship between regular and irregular wave theory guarantees that the free 
surface boundary conditions will remain a crucial aspect of irregular wave 
theories. 

GLOBAL APPROXIMATIONS 
Methodologies that seek to represent a complete irregular wave, from crest to 
following crest, from trough to following trough or from zero-crossing to following 
zero-crossing, are categorized as global. Among global methods, only the design 
wave and linear superposition methods will be considered here. Fourier-style 
methods (Dean 1965, Lambrakos 1981) and numerical field solutions (Forristall 
1985) have also been proposed. 

Design Wave 
An obvious candidate is to couple a trough to trough or zero-crossing 
identification of a wave height and a wave period for an individual wave record 
with an appropriate steady wave theory prediction for the same height, period, 
water depth and current. In principle, this is the essence of the design wave 
approach. As the dominant length and time scales are essentially correct, there 
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is an intuitive expectation that ensuing predictions of crest kinematics have the 
correct order of magnitude. There can be no expectation however that the 
predictive capability will consistently exceed order-of-magnitude precision. The 
associated regular wave theory will predict the water surface profile of the design 
wave. Regular and irregular wave profiles are unlikely to correspond, so that the 
free surface boundary conditions will not be satisfied on the actual water surface. 

The nature of the design wave approximation is illustrated in Fig. 1, which 
is based on a measured water surface record from Hurricane Camille in the Gulf 
of Mexico in 1969. The record sequence is amongst the biggest waves ever 
recorded. The water depth is 340 ft (103.6 m). In selecting design waves from a 
measured record, trough to trough identification is often preferred because of its 
focus on the crest. The height and period are 72.1 ft (22.0 m) and 13.8 s 
respectively, so that this is a deep water wave. The solid line shows the steady 
wave theory (Fourier) prediction of horizontal velocity along the predicted water 
surface, located such that the crest time corresponds with the measured record. 
Also shown are the KFSBC and DFSBC errors along the measured water 
surface. These errors are of comparable order to the wave height. The design 
wave approach will certainly provide order of magnitude estimates of irregular 
wave kinematics, but consistently better predictions cannot be expected. 

Superposition of Linear Waves 
A familiar alternative is the superposition of numerous freely-propagating Airy 
waves, whose amplitudes, frequencies and phases are determined from a discrete 
Fourier transform of the irregular water surface profile. Consistent kinematics 
are available from Airy wave theory. 

As a direct consequence of the linear superposition approximation, the 
Fourier transforms all involve relatively simple transformations on the Fourier 
transform of the irregular water surface profile. The transfer functions (e.g. 
mCS(kz, kh) for horizontal velocity, where CS(kz, kh) = cosh k[h + z)/sinhkh) are 
frequency, depth, (wave number,) and elevation dependent, where each of the 
component Airy waves separately satisfies the linear dispersion relationship. A 

+       Measured WS (ft)  KFSBC error (ft) 
    Design wave (ft) ++,      DFSBC error (ft) 
    u(n,t) (ft/s) .•^'"1\ ,.-- 

Figure 1. Design wave approximation to a measured deep water wave from 
hurricane Camille. Profile comparisons, horizontal velocity and free surface 
boundary condition errors along measured water surface. 
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discrete inverse Fourier transform will predict the time history of the field 
variable. 

Using the FFT algorithm, the numerical procedure is tidy and efficient, 
but linear superposition does introduce some explicit assumptions regarding the 
nature of the irregular sea state and its spatial and temporal evolution. The 
adoption of Airy theory to characterize the separate components assumes that 
the irregular sea state is composed entirely of free modes, each component being 
a freely propagating Airy wave that separately satisfies the linear dispersion 
relationship. There are no bound modes and the FFT algorithm imposes a 
periodicity in time equal to the duration of the measured record. 

In addition, considerable difficulties are encountered at elevations above 
the MWL, which is the strict upper bound of the Airy solution domain. The 
hyperbolic function quotients (CS, SS and CC) become exceptionally large for the 
high frequency (and high wave number) components. Where the record segment 
is a single irregular wave, the frequency resolution is w0 = lit IT, where T is the 
duration of the record and the approximate period. The frequency of the rath 
component is con = n(o0 and the relative depth co*h/g = rfw^hlg rapidly increases 
with n. For coB

2h/g > 2.5, the CS(k^,k„h), SS(k„z,kJi) and CC{k^knh) hyperbolic 
function quotients approach exp(fc„z) or exp(?i2co0

2z/g). For large positive z in the 
crest region, these functions enormously magnify the influence of the high 
frequency components in the Fourier transform or variance spectrum. Kinematic 
predictions in the crest region become exceptionally large and clearly incorrect. 
They generally overflow the high number capacity of digital computer software, 
even in double precision. Any positive value of z is of course outside the strict 
Airy solution domain, and crest elevations are well above even the water surface 
of the smaller magnitude higher frequency components. 

As these high frequency components generally contribute little to the total 
variance of the water surface record, low pass filtering of the Fourier transform 
is a potentially pragmatic response to this difficulty. An application to the 
Camille record segment is shown in Fig. 2. The fundamental frequency is co0 = 
277/13.8 s-1 or/0 = 0.072 Hz and the record Nyquist frequency is 2.0 Hz. Part (a) 
shows the measured water surface record together with the horizontal velocity 
prediction and the KFSBC and DFSBC errors at the measured water surface for 
a frequency cutoff at 0.1 Hz. This includes only a single frequency component o)0. 
It is effectively a design wave approximation using Airy theory, and the free 
surface boundary condition errors are broadly comparable to Fig. 1. Part (b) 
shows the same traces for a 0.15 Hz cutoff. This includes only two frequencies 
(o0 and 2ft)0, yet predictive problems at the crest are already apparent. The 
predicted peak horizontal velocity has risen from 14.8 ft/s (4.5 m/s) to 59.6 ft/s 
(18.2 m/s) and the KFSBC error oscillates off scale. Including also 3w0 increases 
the predicted peak horizontal velocity still further to 114.6 ft/s (34.9 m/s). 

Clearly, Airy wave superposition, even with an arbitrarily determined 
cutoff frequency, has no credibility in estimating kinematics in the crest region 
(Forristall 1985). For elevations below the MWL, linear superposition may 
continue to provide credible predictions of the wave kinematics. 
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LOCAL APPROXIMATIONS 
Methodologies that seek only to represent the local behavior of an irregular wave 
are categorized as local. Given that significant problems such as crest kinematics 
are strongly related to local errors in the free surface boundary conditions, there 
is evident attraction in such an approach. These methodologies compromise 
applicability in a global sense in an effort to achieve fidelity in a local sense. Note 
that this contrasts with the general approach of steady wave theory where local 
fidelity (especially near the wave crest) is perhaps sacrificed in the global interest. 

Stretching Approximations 
One form of local approximation, the so-called 'stretching' method of Wheeler 
(1969), has found considerable favor as a pragmatic approach to the prediction 
of irregular wave kinematics. Recognizing that the failure of Airy superposition 
was contributed by extrapolation of the hyperbolic function quotients beyond the 
upper bound of the Airy solution domain, Wheeler introduced an empirical 
transformation on the local elevation such that it never exceeds the MWL. The 
horizontal velocity was predicted as 

cosh akh 
u(x,z,t) = X (o„ " r\n(x,t) (9) 

where a(x, z, t) = (h + z)/(h + ?/), the transformation depending on the local water 
surface elevation rj(x,t). Though not defined by Wheeler, consistent definitions 
for the balance of the kinematics follow directly from the linear superposition 
approximations. 

The stretching transformation shifts the instantaneous water surface to the 
MWL and avoids the spurious predictions of crest kinematics from direct linear 

Measured WS (ft) 
u(nt) (ft/s) 

—  KFSBC error (ft) 
•—   DFSBC error (ft) 

60 

30 

-30 
-9        -6-3 0 3 

t(s) 

(a) Cutoff frequency 0.1 Hz 

- 

 ;,  | : |  

\ 

,   .   i   , i,   ii ,   .   i iHttt- i 

9-6-3 0 3 
t(s) 

(b) Cutoff frequency 0.15 Hz 

Figure 2. Linear superposition approximation to a measured deep water wave 
from hurricane Camille. Horizontal velocity and free surface boundary condition 
errors along measured water surface. 
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superposition. It also remains a linear superposition approximation and a linear 
spectral description of the kinematics. As such, it preserves access to the familiar 
methodologies of (linear) time series analysis in the time and frequency domains 
that are common practice in applications such as the dynamic structural analysis 
of offshore platforms. 

Significant problems nonetheless remain. As a result of the stretching 
transformation, mass and momentum are no longer conserved by the predictive 
equations for the kinematics. The nature of the residual problems however 
remains best illustrated in the context of the free surface boundary conditions. 
The relocation of the local water surface to the MWL does sharply reduce errors 
in the free surface boundary conditions, as Airy theory imposes the free surface 
boundary conditions at the MWL. But the Airy theory does not impose the full 
free surface boundary conditions, and the omitted nonlinear terms are especially 
influential in the crucial crest region for the moderate to extreme waves that are 
common in design. 

Smaller magnitude high frequency components in the Fourier transform 
remain troublesome and Wheeler (1969), for example, adopted a low pass cutoff 
frequency of 0.3 Hz. An application of the stretching methodology to the Camille 
record segment is shown in Fig. 3, which shows the measured water surface 
together with the predicted horizontal velocity, KFSBC and DFSBC traces at the 
measured water surface; frequencies above 0.3 Hz were excluded from the 
Fourier transforms. The 0.3 Hz cutoff includes the fundamental frequency co0 = 
2n/T, where T is the duration of the record segment (and the approximate 
period), together with the first three harmonics 2<w0, 3<w0 and 4a0. With direct 
linear superposition (as shown in Fig. 2), the horizontal velocity predictions in the 
crest region would be extremely large and well off scale, because of the influence 
the 3<w0 and 4<w0 frequencies on the hyperbolic function quotients in the crest 
region. The stretching approximation constrains these spurious contributions and 

40 

20 

Measured WS (ft) 
u(n,t) (ft/s) 
KFSBC error (ft) 
DFSBC error (ft) 

-20 

Figure 3 Stretching approximation to a measured deep water wave from 
hurricane Camille. Horizontal velocity and free surface boundary condition errors 
along measured WS. Cutoff frequency 0.3 Hz. 
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provides a prediction of horizontal velocity at the water surface that is similar in 
magnitude to the design wave approximation in Fig. 1. Whether or not it is a 
superior approximation is unclear, as both have free surface boundary condition 
errors of significant magnitude. 

The stretching approximation focuses on satisfying the linearized free 
surface boundary conditions at the measured water surface. This is does exactly 
for the KFSBC and approximately3 for the DFSBC. But the nonlinear terms 
become significant, especially the KFSBC term udt]/dx in the crest region. Fig. 3 
shows this error to be comparable in magnitude to the wave height. 

Local Airy Approximations 
Airy wave theory has also been used with locally defined rather than globally 
defined parameters. Airy theory predicts that the water surface profile is 

r\(x,t) = acos(kx-wt + Q) (10) 

where 6 is the phase. At a fixed location, the local parameters are the amplitude 
a, the frequency a> and the net phase kx + 6. 

Nielsen (1986, 1989) localized the definition of amplitude, frequency and 
phase to a moving window of three consecutive water surface observations »/_, 
rjo and rj+, spaced in time by At. Together with Eq. 10, these are sufficient to 
uniquely define the local amplitude, frequency and phase, as 

1 — cos 
At 

kx + d = tan M a = 
cos(fcc + 6) 

(11) 
2T)0    I l2n0sina)At 

respectively. The simplicity of this approach is immediately appealing, especially 
as it accommodates the irregularity by varying the local wave parameters and 
retains the familiarity and computational simplicity of the Airy wave theory. 
Unfortunately, Airy theory remains inadequate in the prediction of crest 
kinematics. Even with the addition of vertical coordinate stretching, it excludes 
the nonlinear terms in the free surface boundary conditions, especially the udt]/dx 
term, which are not small in the crest region of moderate and extreme waves. 

In addition, Eqs. 11 fail frequently along the water surface on application 
to strongly irregular waves. (r]+ + i]-)/2 is approximately >;„, so that the argument 
of the inverse cosine function in the predictive equation for the local frequency 
is approximately one. Arguments less than one are always encountered for an 
exactly linear profile. For a nonlinear wave of approximately permanent form, 
arguments in excess of one are computed in the neighborhood of the profile 
MWL crossings. A local frequency cannot be estimated; neither can the local 
phase and amplitude be estimated, as they depend on the frequency estimate. 
More significantly perhaps, similar problems are encountered at inflection points 
and around local minima and maxima in the crest and trough regions, such as are 
observed in the Camille trace. 

3But exactly at the smoothed (i.e. after low pass frequency filtering) location of the water 
surface. 
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Local Fourier Approximation 
As outlined previously, a rational approximation to irregular waves should satisfy 
the field equation (Eq. 1), the bottom boundary condition (Eq. 2) and the 
complete form of both free surface boundary conditions (Eqs. 3 and 4); the 
permanent form and spatial and temporal periodicity constraints are not 
appropriate. Maximum advantage, at least from a theoretical viewpoint, can be 
made of a local approximation that does not compromise on these requirements, 
especially on the free surface boundary conditions along the actual water surface. 
However, measurements of rj(t) at a fixed x location provide no information on 
drj/dx. Some compromise is necessary in representing this term, but it should not 
be allowed to dominate the solution methodology. 

A local Fourier approximation (Sobey 1992) provides a pragmatic and 
rational response to these constraints. As a local approximation method, it 
enhances fidelity in representation of the crucial free surface boundary conditions 
and minimizes the influence of the necessary spatial evolution assumption. 
Further, it is a generalization of the widely successful (but global) Fourier 
approximation method for regular waves, which has almost universal applicability 
for both deep and shallow water waves and for coflowing uniform currents. The 
methodology is extended to complete irregular water surface profiles by means 
of a moving window of duration T, which is small in comparison with the local 
zero-crossing period. 

The basis of the method is the representation of the velocity potential 
function within each window as 

•to) = UEx + J:^COSh7^:Z)sin;(fcc-o)0 (12) 

This representation is familiar from global Fourier wave theory (e.g. Sobey 
1989a), where t/E is the spatially-uniform Eulerian current, h is the water depth, 

Y4J are the Fourier coefficients, k is the wave number, co is the wave frequency 
and (x,z) is the spatial position in the fixed frame. The current and the water 
depth define the local propagation medium and must be specified. In Fourier 
wave theory, co, k and the Ap together with the Bernoulli constant B , are a 
defining set of parameters that have unique values. In the local Fourier 
approximation method, the defining set of parameters is no longer constant but 
varies from window to window. 

Within each window, the Eq. 12 basis functions exactly satisfy both the 
field equation throughout the fluid domain and the bottom boundary condition, 
whatever the numerical values of the defining set of parameters. The defining set 
of parameters is determined within each window to best satisfy the free surface 
boundary conditions at the measured elevations of the free surface within the 
window. In addition, the Bernoulli constant in the DFSBC is not a free 
parameter, being related to the other solution parameters through an exact 
integral relationship. In a global approximation, this constraint is implicit in 
imposition of the DFSBC along the entire water surface from crest to trough. 

For each window solution, the given information is the local water depth 
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h and the local coflowing uniform Eulerian current UE, together with a set of 
water surface elevations t]„ where the / = 1,2,.../ are distributed over the local 
window of duration T. 

The temporal and spatial gradients of the water surface in the KFSBC 
equations remain to be specified. Temporal gradients can be estimated from the 
water surface time history. Cubic spline interpolation among the measured water 
surface nodes conveniently provides consistent and smoothly varying estimates 
of both t] and dt]/dt. The spatial gradient dt]/dx is estimated from a locally steady 
assumption, which imposes Eq. 6 in each local window and relates the spatial and 
temporal gradients as 

ill = -!iH. (14) 
dx C dt 

where C = m/k in the local window. The steady profile assumption is not imposed 
beyond the local window and does not dominate the solution methodology, as it 
does for example in the global Fourier-style methodologies. 

This equation set is nonlinear and implicit. The primitive unknowns in the 
local window are co, k, kx and the Ajt of which there are /. There are two 
independent equations potentially available at each of the t] observations within 
the local window, of which M are selected for the numerical solution. The 
problem is uniquely defined for M = 3 +/ and overspecified for M > 3 +/. In 
recognition of the certain existence of error bands about the measured water 
surface elevations, some overspecification is advantageous. Though significantly 
complicated by the error bands, numerical solution considerations are similar to 
those encountered in the Fourier steady wave theory; they are discussed in detail 
by Sobey (1992). 

From a strictly numerical viewpoint, the only constraint on the choice of 
order / and the local window width r is the M > 3 + / requirement. There is a 
clear expectation however that an appropriate choice of these parameters will be 
dependent on the physical nature of the water surface time history together with 
the local resolution of the measured record. With cubic spline interpolation of 
the water surface record, the time location of individual windows is independent 
of the order and the window width. Nonetheless, adequate resolution must be 
provided to capture the temporal variation in the near-surface kinematics. 

An application of this methodology to the Camille record segment is 
shown in Fig. 4. The free surface boundary condition errors are substantially 
reduced, especially in the crest region where interest is often centered. Overall, 
errors are small with respect to the wave height, but residual errors persist at 
profile zero-crossings and around local minima and maxima in the trough region. 

Local Polynomial Approximation 
Fenton (1986) introduced a local polynomial approximation for the interpretation 
of submerged pressure records. With some changes to reflect the different 
context, the local polynomial methodology can be extended to irregular water 
surface records. 
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Figure 4 Local Fourier approximation to a measured wave from hurricane 
Camille. Horizontal velocity and free surface boundary condition errors along 
measured water surface. J=l, T=0.1 S. 

The wave field is assumed to be locally steady with local phase speed C, 
such that variations with x and t in the fixed frame can be combined in a locally 
steady frame as X = x - Ct, as in steady wave theory. The local solution is 
represented by a truncated polynomial series for the complex potential function 

(15) 

where the ai polynomial coefficients are real. These basis functions satisfy the 
field equation and bottom boundary condition exactly. The polynomial 
coefficients would be determined numerically to best fit the kinematic and 
dynamic free surface boundary conditions at the known water surface nodes r\„ 
where the i = 1,2,...1 are distributed over the local window of duration T. 

The specific equations defining the window solutions closely parallel those 
for the local Fourier approximation. As a> and k are involved in the local 
approximation, the local phase speed C is an explicit unknown. Given an 
estimate of the mean fluid speed in the locally steady frame, such as ^(0,0)/h 
(Fenton 1986), the phase speed is estimated from a local dispersion relationship. 

A polynomial variation in the vertical is a feature of the steady Cnoidal 
wave theory, and it would be expected that this approximation would be most 
appropriate in shallow water. It may be less satisfactory for deep water waves, 
where the vertical variation tends to exponential and local Fourier approximation 
may be more suitable. The local polynomial and Fourier approximations appear 
complementary. 

CONCLUSIONS 
Even in regular wave theory, errors are centered on the free surface boundary 
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conditions. For irregular wave kinematics, a rational predictive capability should 
give particular attention to the complete nonlinear kinematic and dynamic free 
surface boundary conditions. Four approaches to irregular wave kinematics, the 
global design wave method, global linear superposition, local Wheeler stretching 
and the local Fourier approximation method, have been compared for a very 
large measured wave from hurricane Camille. Free surface boundary condition 
errors are comparable to the wave height for the design wave and Wheeler 
stretching methods. They are sharply reduced by the local Fourier approximation 
method, though not eliminated. Linear superposition fails completely in the 
estimation of surface and near-surface kinematics. 
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CHAPTER 49 

ON SPECTRAL INSTABILITIES AND DEVELOPMENT OF 
NON- LINEARITIES IN PROPAGATING DEEP-WATER WAVE TRAINS 

C.T. Stansberg 1 

Abstract 

Modulation instabilities in surface waves on deep water are investigated. Experi- 
mental  wave elevation records from laboratory tests are analysed, based on 
simultanous records at different distances from the wavemaker. Initially mono- 
chromatic and biohromatic wave trains are seen to gradually change with the 
propagation, by splitting up into smaller groups. After further propagation, large 
individual waves, and wave breaking, may occur. Results from tests with irre- 
gular (random) waves indicate that the skewness of the record, which is mainly a 
measure of 2nd order nonlinearities, is closely connected to the wave steepness 
during the whole propagation, more or less independently of other wave proc- 
esses going on. The non-linear wave group formation, however, which is related 
to higher-order instabilities, show a development during the propagation. This 
may lead to frequency down-shift of the wave energy, combined with energy 
dissipation and wave breaking. 

1.        INTRODUCTION 

Initially monochromatic wave trains (or more correctly: periodic Stokes waves) are 
unstable (Benjamin & Feir 1967). After a certain propagation distance, slow 
modulations will occur and grow with further propagation. This non-linear 
phenomenon, also known as side-band instabilities in the frequency domain, depends 
further on the wave steepness and is therefore coupled to the initial 2nd order 
(Stokes) non-linear component of the waves. The modulation itself, however, is a 

-'-Principal Research Engineer, Norwegian Marine Technology 
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higher-order non-linear effect, and may be described by a 3rd order theory through 
the non-linear Schr0dinger equation (Zakharov 1968). A 4th order correction is 
necessary in order to account for an asymmetric behaviour of the 2 sidebands 
(Dysthe 1979), resulting in a net frequency downshift of the wave energy, which is 
an important practical consequence of this phenomenon. 

Such modulational instabilities will also occur in irregular (random) wave trains, 
although a complete theoretical description then may become rather complex. Tulin 
& Li (1991) have proposed a theoretical model where these effects are coupled to 
the development of large and breaking waves in wave groups, even in moderate sea 
states. Similar results have been shown by Cointe & Boudet (1991). These ideas 
may, together with experimental studies, lead to interesting contributions in the 
general problem of modelling random wave trains, and in particular problems like 
the prediction of the extreme wave of a given sea state. 

The main purpose of the present work is to show some observations from laboratory 
tests with irregular waves, and thus provide experimental documentation of the 
nature of such higher-order non-linearities. The interpretation of the results will 
basically be done by spectral and statistical analysis of the measured wave elevation. 
Prior to the presentation of these results, however, results from an experimental 
verification of these modulational instabilities in monochromatic and bichromatic 
wave trains is given, as a first step to understand the problem. 

2. INSTABILITES    DEVELOPING    IN    MONOCHROMATIC    AND 
BICHROMATIC  WAVE TRAINS 

Results from laboratory tests with initially monochromatic & bichromatic waves are 
shown in the following. The monochromatic test was performed in MARINTEKs 
Ocean Basin, measuring 50mx80m, with the waves generated in the longitudinal 
direction. The bichromatic test was performed in MARINTEKs long towing tank, 
measuring 10mx270m. Wave elevation measurements were simultaneously made at 
a number of distances from the wavemaker, on the central longitudinal axis of the 
basin/tank. The water depth in the Ocean Basin tests was 2.8m, while for the long 
tank test it was 5.0m. These depths correspond to deep water for the tests 
considered. All input to the wavemakers were generated as linear wave signals. 

The measured time series samples in fig. 1 as well as fig. 3 illustrate how the wave 
trains gradually develope from more or less undisturbed linear wave signals into 
wave trains breaking up into smaller groups with relatively large extreme waves. 

Wave breaking was also observed at the largest distances from the wavemaker. The 
power spectra in figs. 2 & 4 show how the energy is spread out from the initial 
frequencies into neighbouring side bands. Some loss of energy is also observed. 



660 COASTAL ENGINEERING 1992 

REGULAR WAVE U0.7S H^O.O+U 

Figure 1. Time series samples of an initial monochromatic wave 
train, measured simultaneously at 3 locations. 
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Figure 2. Power spectra of the wave records in figure 1. 
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Figure 3. Time series samples of an initial bichromatic 
train, measured simultaneously at 3 locations. 
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Figure 4.  Power spectra of the wave records in figure 3. 
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3. SPECTRAL AND STATISTICAL PROPERTIES OF IRREGULAR 
WAVE TRAINS. 

The influence from wave steepness and propagation length on the characteristics of 
longcrested irregular wave trains is experimentally investigated in the following. 
Measured records from laboratory tests in MARINTEKs Ocean Basin (size & depth: 
see Chapter 2) are used. The irregular input signal to the wavemaker was 
synthesized as a linear superposition of harmonic components by use of inverse Fast 
Fourier Transform with 4096 components. JONSWAP spectra with a peak 
enhancement factor, Gamma, equal to 3.0 were generated. A more detailed 
description of the irregular wave generation procedure is given in Stansberg (1990). 
Wave elevation measurements were made simultaneously at a number of distances 
from the wavemaker, in the same manner as described in Chapter 2. The total 
duration of each record was 20 minutes. In the analysis, we shall distinguish 
between the measurements made close to the wavemaker (only some wavelengths), 
and those made further away. 

3.1 Observations at short distances (< 10 wavelengths")-. 

Fig. 5 shows selected time series samples from 2 tests with spectral peak period 
Tp=1.8s, both measured at 35m distance (i.e. 7 wavelengths) from the wavemaker. 
The selected time windows include the largest waves of the records. The 2 tests 
were run with the same input signal apart from a scaling factor of 2. The main 
difference observed is, apart from the scaling, the asymmetric and peaked shape of 
the extreme crests in the highest sea state. This is also reflected in the values 
obtained for the statistical skewness, based on the 3rd order statistical moment of 
the wave elevation record: 

skewness =  (l/No3) •£ (x^x)3 (1) 

(expected to be zero for a Gaussian process) 

Here   x = mean value, a = standard deviation, N = no. of samples. 

It is seen that for the high sea state, the skewness value is twice the value for the 
low sea state. We may interprete this result as a direct result of steepness-induced 
2nd order (Stokes) processes in the waves (Marthinsen & Winterstein 1992, 
Stansberg 1993). On the other hand, the values for the kurtosis, which is based on 
the 4th order statistical moment of the record: 

N 

kurtosis =  (i/No*) •£ {x^x)*-! (2) 
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(expected to be zero for a Gaussian process) 

is relatively low in both cases. The kurtosis is a measure of group formation, i.e. of 
enhanced modulation, in the signal. Thus an increased steepness of the waves does 
not seem to induce any increase in higher-order instabilities at this distance. 
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Figure 5.Time series samples from 2 irregular wave tests with 
Tp=1.8s. Significant wave heights HmO: 0.095m and 0.19m 
Both measured at 35m. 

The influence from the wave steepness on the statistical skewness and kurtosis is 
also reflected in fig. 6, where results from several test runs are presented. 

The power spectra in fig.7 show that a small part of the wave energy has dissipated 
at high frequencies for the steepest wave condition. No significant changes have 
taken place, however, in the frequency distribution of the energy. 
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Figure 6. Measured skewness vers. wave steepness 
(Lp=wavelength of spectral peak frequency). 
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The statistical distribution of wave and crest heights from the tests shown in figs. 
5 & 7, are presented in fig. 8. In both wave conditions, the peak-to-peak wave 
heights seem to follow the commonly used Rayleigh model reasonably well, while 
the highest crests somewhat exceed the Rayleigh estimates. The latter observation 
is also discussed and reported in Stansberg (1991,1993), and is connected with 2nd 
order non-linearities commented on above. 

3.2. Observations at a longer distance (>10 wavelengths). 

The influence from the wave propagation on steep irregular waves is illustrated in 
fig. 9, where time series samples from a test with Tp=1.0s is shown. Wave elevation 
records measured simultaneously at 10m & 35 m distance (i.e. at 7 & 20 wave- 
lengths, respectively) are shown. The selected samples include the largest waves of 
the records. The first location corresponds to the case discussed in section 3.1, while 
propagation-dependent effects may be observed in the latter. The shown samples 
illustrate how a wavetrain with steep, large waves may develope into a wavetrain 
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Figure 9. Time series samples recorded at 2 locations, for steep 
irregular wave with Tp=ls, Hm0=0.1m. 
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with high group formation and a few particularly high waves. A similarity between 
the recorded extreme wave group and the unstable groups in Chapter 2 is observed. 
The increase in wave group formation may also be identified through the kurtosis 
value, which increases from 0.2 to 0.7 as the wave propagates. This development 
is additional to the 2nd order skewness effect seen in in the previous section, and 
may probably be connected with the higher-order modulational instabilities 
demonstrated in Chapter 2. It is interesting to note that the skewness value is the 
same at both locations. 

From the spectral plots in fig. 10, a net energy transfer from high to lower 
frequencies is observed. In addition, a 10% wave energy loss occurs due to 
dissipation by wave breaking and other processes. 
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Figure  10.   Power  spectra of  the wave  in  figure  9   (based on full 
20  minutes  record). 

The influence from the propagation distance on the statistical wave parameters is 
shown in fig. 11, where results from several tests with different wave periods and 
wave heights are included. The propagating distance is normalized as D/Lp, where 
D is the distance from the wavemaker, and Lp is the "peak wavelength of the 
spectrum": 
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Lp = (g/2n) • Tp2 
(3) 

It is seen that up to a certain point, the kurtosis (i. e. the non-linear wave group 
formation) increases with D/Lp. Then energy dissipation occurs by breaking etc., 
and the wave steepness decreases. A connected decrease in the kurtosis is then also 
observed at a far distance. The skewness, assumed to be related to 2nd order effects, 
seems to be given by the steepness (as in fig.6), regardless of the other higher-order 
wave processes. 
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40     50 
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Figure 11. Measured statistical parameters vers. normalized 
propagation distance. 

The statistical distribution functions of the full 20-minutes records illustrated in 
fig.9, are shown in fig. 12. As expected, the record closest to the wavemaker shows 
similar properties to the records in section 3.1, and may probably be described by 
2nd order effects. At the far location, however, the increased modulation is observed 
through larger deviations from the Rayleigh estimates for large wave heights as well 
as large crest heights. This is connected with the high kurtosis value discussed 
above. 

DISCUSSION WITH CONCLUSIONS. 

The tests with initially monochromatic and bichromatic waves verify the expected 
efects: After a certain propagation length ( > 10 wavelengths), the wave trains get 
unstable, and with further propagation they gradually form smaller groups. This may 
lead to groups with some asymmetric and pronounced individual waves. Wave 
breaking may also occur, even in wave trains with initially moderate steepness. The 
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Figure  12.   Cumulative  distributions  of  wave  and  crest  heights  of 
the wave  records  in  figs.   9  and  10. 
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instabilities are connected with a continous formation of side bands in the wave 
spectrum, i.e. the wave energy spreads out to lower as well as to higher frequencies. 
The net effect, as observed from a number of different tests (also including tests that 
are not shown in figs. 3 & 4), seems to be an energy transfer to lower frequencies, 
although the high-frequency side-bands seem to decrease rather slowly with the 
propagation. This confirms the results of Dysthe (1979) and others. Energy dissipat- 
ion also occurs. 

From the irregular wave tests it is observed that the statistical skewness of the 
records, interpreted as a consequence of 2nd order (Stokes) non-linearities, occurs 
already at a few wavelengths from the wavemaker. With further propagation, the 
skewness is still determined mainly by the steepness of the sea state. On the other 
hand, the statistical kurtosis, interpreted as a consequence of higher-order 
modulational instabilities, grows gradually with the propagation until the instabilites 
lead to energy dissipation (wave breaking and other processes) in the same manner 
as observed for monochromatic and bichromatic waves. The growth of the instabili- 
ties also seem to depend on the wave steepness, as expected. After the dissipation, 
however, the results seem to indicate that the wave train "reorganizes" to a more 
stable process with lower energy, lower skewness and lower kurtosis values. 

For practical purposes, we may interprete the above results in the way that for 
proper future modelling of random wave fields, one should probably include at least 
2nd order non-linearities, if the occurrence of large waves is an essential matter. 
Whether the higher-order instability effects should also be considered, is more 
uncertain, since the rise and decrease of such effects may possibly occur more as 
local events rather than permanent, homogenous properties. This is, however, a field 
where more studies are needed. 
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CHAPTER 50 

INTERACTION of NONLINEAR WAVE and CURRENT 

1 2 3 
S. Supharatid , H. Tanaka, and N. Shuto 

Abstract 

A nonlinear wave-current model is developed to obtain the velocity and 
shear stress. The model employing an "empirical velocity deviation" which 
introduces the modification of the time-mean velocity caused by waves is 
proposed. With an application of a time-invarient linear eddy viscosity and 
making use of the truncated Fourier series, a boundaiy value problem is 
formulated and is solved numerically. Comparisons among many cases of 
measured and predicted results show reasonable agreements. 

1 Introduction 

Knowledge on the combined wave and current in the boundaiy layer 
flows has been investigated theoretically and experimentally by many 
reasearchers. However, the modifications of the fundamental characteristics 
of the waves and current resulted from their interactions have been rarely 
mentioned. 

At present, there are some numerical models which incoporate currents 
into their formulations. Dahymple(1974) proposed a numerical perturbation 
while Teles da Silva and Peregrine(1988) used a boundaiy integral method 
to simulate the flow fields under waves with a linear shear current. Kishida 
and Sobey(1988) modified the Stokes theory to include the effect of a linear 
shear current. These wave-current model are still needed to be verified with 
experimental data or field measurements. 

Recently, Tanaka(1989) extended his one-layer model to account for the 
nonlinear wave by a modifying Dean's stream function.(Dean, 1965) This 
model, however, does not succeed to predict the time-mean velocity near 
the water surface. 

1 PTT Exploration and Production Co., Ltd., Bangkok, Thailand. 
2 Assoc. Prof., Asian Institute of Technology, Bangkok, Thailand. 
3 Prof., Disaster Control Research Center, Faculty of Engineering, Tohoku Univ., Sendai, Japan. 
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The present work was made by the incorporation of a modified current 
profile instead of the conventional log-current profile. The usual boundary 
value problem, with the application of the eddy viscosity approach and 
Fourier wave theory, is formulated in term of the stream function. The 
predicted velocity and bottom shear stress are compared with auther's 
experimental data. 

2 Boundary value problem 

Prior to the formulation, the following assumptions should be made. 
1) Waves propagate without change in form. 
2) Wave height is known. 
3) Current is uniform in the flow direction. 
4) Flow is incompressible and fully turbulent. 
Consider a two-dimensional periodic wave train propagating on a steady 

uniform current over a horizontal bottomree Fig. 1). Equation of continuity 
is 

3u 3w 
— + — =  o m 

3x 3z w 

where (u, w) are ( 3*/3z, -3<p/9x) for the stream function 
The boundary conditions to be satisfied in a moving reference frame with 

the wave celerity, c are as follows: 
Non-slip condition at the bottom, 

dip 
— =  0,   z  =  zo (2) 
3z 

No flow through the bottom, 

tHx.z)   =  0,   z  =  zo (3) 

No flow through the water surface(KFSBC), 

ip(x.z)     =  Q...z  =  r?(x) (4) 

Dynamic free surface boundary condition(DFSBC), 
13* 13* 
 ( )2    +    ( —)2    +   gZ   =   R,    z   =   7?(X) (5) 

2     3x 2     3z 

Periodic lateral boundary condition with respect to wave length, L 

*(x+L,z)   =  <f>(x,z) /gs 
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The mass conservation requires the invarient mean water level, on taking 
the x-co-ordinate with the origin at the wave crest, 

!  vdx - D (7) 

The wave height, H is assumed known and is defined as the vertical 
difference between wave crest and wave trough. 

17(0)   -   r?(L/2)   =   H (8) 

where   v = water surface elevation measured from the bottom 
Q, R = constants 
D = water depth 
zo = bottom roughness height 
H, L = wave height and wave length. 

3 Stream function formulation 

The stream function for a combined wave-current motion is expressed as 

tp   =   tpc    +   *w i R    +   *W R /Q\ 

where      fc .   *» iR •   anci *u«    correspond to the stream functions for a 
steady current, irrotation(WIR) and rotation(WR) waves respectively. 

3.1 Stream function for a steady current 
The stream function for a steady current, <pc is obtained from the 

normal momentum equation with the use of a titne-invarient linear eddy 
viscosity, Tc /p = KU. U C Z8UC /3Z. However, with the introduction of an 
experimentally determined "velocity deviation, Au01" as the water surface 
boundary condition, the final solution can be written in term of the time- 
mean velocity, uc as 

u-c |u- c |         z                       Z-Zo 
Uo   .=.  ln — +  AUcd     (10) 

itu-»t za D-zo 

where u- 0    = friction velocity for the steady current 
u. u o  = friction velocity for the combined flow 
"        =0.41. 
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Symbols + and - are for waves with the following and opposing currents, 
respectively. Here, Auo J (see Fig. 2) is expressed empirically in term of the 
relative strength of waves to current, Uo/Uc by 

Auc <J 1 Uo 
 =  (11) 
lUc I 5  Uo 

where Uo is the velocity amplitude at the bottom of the wave-induced 
motion(linear theory). Uc is the depth-averaged current velocity,, symbol | | 
means the absolute value. 

It is clearly seen from Eq. (10) that the neglection of the second term on 
the right hand side reduces to a familiar log-current profile similar to that of 

the steady current alone. 
3.2 Stream function for waves 
Equations (12) and (13) represent the stream function for irrotational and 

rotational waves, respectively. For j = 1, they reduce to the fundamental 
forms of the first-order solution obtained by Fenton(1980) and Grant & 
Madsen(1979). 

-n    Bj sinh<jk(z-zo ) }cos( jkx) 
tpu i R      =     Bo(z-zo)   +  2 (12) 

J=l cosh(jkD) 

Kok n                Bj 
*UR      =       Z         Fj (13) 

6)   j=l       RjDCOSh(jkD) 

where Bo, Bl, Bn = unknown constants 
Ko      = KU« tCji( = Wave number, « = Angular frequency of wave 
Rjo      = 2(   Ker2£jo   +   Kei2£j0)     £j „   =   2( juza /KB )' ' 2 

«j      =   2(Juz/KB)
,,a 

Fj      =   £j    (Ker'fjKelfjB-Kel'^jKer^jB )cos(jkx) 

-   Sj    (Ker'$jKer$jo+Kei'$jKelSj0 )sln(jkx) 

+   $JB (Kei'£j0Ker£jo-Ker'£j!!KeUjo ) cos (jkx) 

+   $JO(Kei'$joKei$jB+Ker'$jaKer$jB)sln(jkx). 

Kei, Ker = Kelvin functions of zero order. 

Subscript "j" denotes the order of the finite Fourier expansions. Subscript 
"o" denotes values evaluated at the bottom except Bo which is one of 
unknown constants, Bj. Symbol " ' " means the 1st derivative of Ker and 
Kei with respect to $ . 
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4 Solution method 

It is convenient to make variables dimensionless with respect to the mean 
water depth, D, and gravitational acceleration, g as shown Table 1. 

The stream functions introduced above satisfy the equation of continuity, 
non-slip condition at the bottom, no vertical velocity at the bottom, and the 
periodicity with the wave length, L. Therefore, equations to be solved are 
kinematic and dynamic conditions at the free surface Eqs. (4) and (5), 
invarient condition for the mean water level Eq. (7), and the wave height 
Eq.(8). 

Strictly speaking, the dynamic boundary condition at the free surface(Eq. 
(5)) is only applicable for an inviscid flow but not to the present case. This 
is because the flow under consideration inevitably yields the energy 
dissipation casued by viscous and turbulent motions. However, most of the 
energy dissipation occurs within the veiy thin region near the bottom, and 
outside this region the flow nearly behaves like an inviscid flow, making 
Eq. (5) applicable to the present case. 

Now, we have (2n+4) equations for (2n+7) unknowns(u-«o, Bo, c, k, Q, 
R, rjj(j-0, n), and Bj(j=0, n). Therefore, three more equations are introduced 
as follows. 

The value of u*wc has to be solved by iteration on an assumption of 
constant stress layer approximation near the bottom, i.e. 

32<P   | 
T*c      =     pu2.-o      =     pKozo   —- (14) 

Sz^   'z=za 

where Tuc= maximum bottom shear stress for the combined flow. 
The first definition of wave celerity, c is related to the time-mean 

velocity, u and the Eulerian velocity, UE as 

Ue     =    c  + u (15) 

where - 1    L  3# 
u  =   j   dx  =  Bo   +   3<|>0/3z /16x 

L  0     3z K    J 

The z-dependent terms in Eq. (15) with Eq. (16) inserted should be 
balanced with each oilier. This yields 

-Bo (17) 
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Now, the problem formulation provides (2n+7) non-linear equations for 
(2n+7) unknowns. The solutions are obtained by using the Newton- 
Raphson method. The solution flowchart is shown in Fig. 3 

5 Results. 

5.1 Time-mean velocity over a rough bed 
The computed results are compared with the measurements conducted by 

authers in term of the time-mean velocity in Fig. 4. Modifications caused by 
waves are dependent on the flow direction, i.e. decrease and increase of the 
time-mean velocity near the free surface for waves with following and 
opposing currents. Introducing the "velocity deviation", Auc i results in 
relatively good agreement above a height of about 100 mm. 

In fact, discrepancies below this height may be caused by violent 
generation and transportation of vortices excited by triangular roughnesses 
on the bottom. With the use of the Nikuradse roughness to represent the 
bottom, the present model does not allow to predict such a 3-D 
phenomenon. 

5.2 Ensemble-averaged velocity over a rough bed 
Profiles of the ensemble-averaged velocity at phases of acceleration and 

deceleration are shown in Fig. 5(a)(following flow) and 5(b)(opposing 
flow). Agreements are reasonably well except in the vicinity of the bottom 
and the overshooting zone. However, the height of overshooting is well 
predicted. This near bottom phenomena, in fact, suggests that any model 
employing the closure assumption of a time-invarient eddy viscosity will 
suffer the same effect. 

To improve the solution near the overshooting zone, it is necessaiy to 
adopt more realistic models such as the K-e model (Supharatid et. al., 
1992). This certainly requires a considerably time-consuming computation. 

5.3 Bottom shear stress over a smooth bed 
The bottom shear stress for a smooth bed was measured directly using a 

hot-film sensor. Comparisons with the present theory are made in Fig. 6 for 
both waves with following and opposing currents. In the figure, two thin 
lines denote values of <Tb> + <Tt and <Tb>-crT of the measured data 
where err is the standard deviation. 

Throughout the wave cycle, the model generally gives satisfactory 
agreement, except for the results near the phase of wave trough in the case 
of waves with the opposing current. The distinct phase advance of the 
bottom shear stress is observed and predicted rather well by the model. 
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6 Conclusions 

A model for nonlinear wave interacting with the steady current is 
developd to obtain the velocity as well as the shear stress. The effect of 
waves on the current is introduced in term of the "velocity deviation". The 
time-mean velocity, as a result, is given by a summation of logarithmic and 
linear profiles. 

Good agreements are generally found between the predicted results and 
measured data. Velocity profiles are prdicted rather well except in the 
vicinity of the "overshooting zone" where a time-invarient eddy viscosity 
assumed by the model is not applicable. Time histories of the bottom shear 
stress are also predicted reasonably well. 
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1 : Modified current 

2 : Depth-uniform current 

3 : Linear shear current 

4 : Logarithmic current 

Mean water   level 

Fig. 1 Definition sketch 

VUc 

Fig. 2 Velocity deviation 
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Input wave and curent parameters 
D, H, T, Uc , zo 

Solve dispersion relation 

Initialize u-wc 

Initialize unknown varibles 
(Linear wave theory) 

Finite Fourier approximation 

Solution by Newton-Raphson method 

Fig. 3 Solution Flow chart 
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Table 1 Dimensionless variables 

681 

Dimensional Dimensionless 

variables variables 

X x/D 

z z/D 

y J7/D 

V •*>/(gD3)"2 

Q Q/UD3)"* 

R R/gD 

k kD 

c c/(gD)"2 

u u/(gD)"2 

w w/(gD)"2 

O  t   Current alone 

$> :   Wave-current 

0 10 20 

u(cm/s) 

(a) Following flow 
(D=0.30 m, H=9.4 cm, 

-20 -10 0 

u(cm/s) 
(b) Opposing flow 

(D=0.30 m, H=9.7 cm, 
T=1.3 sec, Uc=11.9 cm/s)       T=1.3 sec, Uc=-14,7 cm/s) 

Fig. 4 Time-mean velocity(rough bed) 
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s(ixm)     Acceleration z(nm)       Deceleration 

0 20 

<u>(ctVs) 

(a) Following flow 
(D=0.30 m, H=9.4 cm, T=1.3 sec, Uc=11.9 cm/s) 

z(ran)     Acceleration z(rrni)       Deceleration 
10% 1      IO'-T 
3T/4f  7X/8 0 T/B 5x/a' 

-40 -20 0 20 -40 -20 0 20 

<u>(ccr/3) <u>(cm/a) 

'(b) Opposing flow 
(D=0.30 m, H=9.7 cm, TM.3 sec, Uc=-14.7 cm/s) 

Fig. 5 Ensemble-averaged horizontal velocity(rough bed) 
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n(cin) 

a. oo 

o.oo 

-a. oo 
<t >(Nitr2) 

wc 

1.50 

0.00 

-1.50 

T/4 
_1  

T/2 
_J  

3T/4 
i 

^s^ 

Measured 

Predicted       _<sSgj#' 

(a) Following flow 
(D=0.30 m, H=9.4 cm, T=1.3 sec, Uc=14.0 cm/s) 

T/4 T/2 3T/4 

n(cm) 

8.00 

0.00 

-8.00 

<T >(ttal2) 
wc 

1 .50 

0.00 

-1.50 

o   Measured 

— Predicted 

e-e-e-o-<ra~ 

(b) Opposing flow 
(D=0.30 m, H=9.5 cm, T=1.3 sec, Uc=-14.9 cm/s) 

Fig. 6 Time series of the bottom shear stress(smoofh bed) 



CHAPTER 51 

A stream function solution for waves on a strongly 
sheared current. 

Christopher Swan1 

Abstract. 

A perturbation analysis is presented in which a series 
of small amplitude progressive gravity waves interact with 
a strongly sheared current. The solution, which is extended 
to a second order of wave steepness, shows that if the time 
averaged vorticity distribution varies with depth the wave 
motion becomes rotational. An additional wave component, 
expressed in terms of the first harmonic, is identified at 
a second order of wave steepness. This does not arise within 
an irrotational solution and is quite distinct from the 
Doppler shift associated with the surface current. Explicit 
solutions are given for the dispersion equation and the wave 
induced kinematics. These are found to be very different 
from the existing irrotational solutions, and suggest that 
the non-linear wave-current interaction terms can become 
very important if the current profile is strongly sheared in 
the vicinity of the water surface. In such cases the 
underlying velocity field should not be predicted by an 
irrotational solution based upon an "equivalent" uniform 
current. 

1- Introduction. 

The combination of waves and currents is an important 
feature of most marine environments. The present paper 
considers the fluid flow resulting from such an interaction 
once it has achieved a state of equilibrium. It will not 
consider the initial generation of waves on a strongly 
sheared current; nor will it consider the propagation of 
waves onto a strongly sheared current. The initial transfer 
of energy between the various components of the flow field, 

1   Lecturer, Department of Civil Engineering, Imperial 
College, London. SW7 2BU, UK. 
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and the resulting change in the wave height, forms part of 
a transient problem which has already been considered by a 
number of authors. These include Longuet-Higgins and Stewart 
(1960, 1961), Bretherton and Garrett (1968), and Brink-Kjaer 
and Jonsson (1975). A full discussion of these matters is 
given in the review articles by Peregrine (1976) and Jonsson 
(1990). 

It is well known that the equilibrium conditions 
associated with the interaction of waves and currents are 
strongly dependent upon the vertical distribution of the 
current velocity. In many practical cases it may be assumed 
that the current profile is approximately uniform with 
depth. Important examples of this type of behaviour are the 
large scale ocean currents, and the majority of tidal flows. 
Under these conditions, the wave motion remains irrotational 
and, in effect, the only interaction occurs within the 
associated dispersion equation. At a second order of wave 
steepness the dispersion equation for waves propagating on 
a uniform current (U=Uo) is given by:- 

c~[&ta*Why\m+U0 (l) 
k    k 

where c is the wave celerity, h is the water depth and g is 
the gravitational constant. The wave number (k) and the wave 
frequency (a) are defined in the usual way so that k=2it/A 
and a=2Tc/T, where A. is the wave length and T is the wave 
period. This solution is often referred to as a "Doppler 
shifted solution" since it describes the wave form 
propagating on the surface current. 

A second example which has been widely considered is 
that of waves on a linear shear current, or one in which the 
current velocity varies linearly with depth. Tsao (1959) 
considered this case and showed that the wave motion, or the 
oscillatory component of the flow field, will remain 
irrotational provided the vorticity is constant throughout 
the water depth. In this case the stream function ($) can no 
longer be expressed in the form of a solution to Laplace's 
equation as would be the case in a classical Stokes' 
expansion (1847). The governing equation is thus expressed 
in the form of a Poisson equation:- 

V>-Q„ (2) 
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where Qo is the constant vorticity or the gradient of the 
linear shear current. Although the oscillatory motion 
remains irrotational, it is different from that which would 
be predicted in the absence of a current. If the current is 
assumed to be of a similar magnitude to the first order wave 
motion, an additional oscillatory term arises at a second 
order of wave steepness (0.(a2k2)). Kishida and Sobey (1988) 
identified this term as:- 

*«- •'*^ -*-« sinh(kh) 

where a is the wave amplitude (or half the wave height, H) 
and (x,z) are the Cartesian co-ordinates described below. 

In many practical cases neither the current velocity or 
the vorticity distribution are uniform. For example, in the 
absence of significant vertical mixing, a wind driven 
current decays exponentially with depth. This creates a 
strongly sheared current with a concentration of vorticity 
near the water surface. To describe an interaction of this 
type has hitherto required a complex numerical model similar 
to that proposed by Chaplin (1989). The present paper will 
consider this case and presents a new analytical solution 
which is simple to use, and which provides a first 
approximation to the non-linear wave-current interaction 
which arises in the presence of a strongly sheared current 
profile. 

2. Theory. 

The new solution will take the form of a perturbation 
expansion in which a series of two-dimensional monochromatic 
waves, propagating in water of constant depth, interact with 
a strongly sheared current. To simplify the non-linear 
boundary conditions which must be applied at the water 
surface, the analysis will be conducted within an orthogonal 
curvi-linear co-ordinate system. 

The Cartesian co-ordinates shown on figure la translate 
with the phase velocity (c) to provide a steady (d/dt=0) 
frame of reference. These axes are mapped onto the curvi- 
linear co-ordinates shown on figure lb. To achieve this a 
sequence of transformations must be applied so that at each 
order of the perturbation (see below) ti=0 defines the free 
surface and T)=-h the position of the impermeable bottom 
boundary. At a first order of approximation these 
transformations are similar to those applied by Benjamin 
(1959). The general form of the transformations are given 
by: - 
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N 

* - * - £V«^-«> - * 
N 

£l   sinli(n*ft) 

(4) 

where the subscript defines the order of the terms, and the 
unknown constants (An, Bn), are dependent upon the water 
surface elevation (£)• Since this cannot be known a priori 
an iterative approach is adopted in which an initial 
estimate of the surface profile is made, the co-ordinates 
are transformed, and a solution obtained as indicated below. 
This solution is then used in conjunction with the boundary- 
conditions to define, where necessary, an appropriate 
modification of the surface elevation. In this way a unique 
solution can be identified which satisfies both the 
governing equation and the boundary conditions. 

, z 
c 

"^-Xr — 

\ 
. ^•» 

at 
h 

1 

\\\ 77? "^      /// SVV 
a. (x,z) b. (^,7) 

Figure 1. Co-ordinate arrangements. 

To achieve this iterative approach the irrotational 
solution proposed by Stokes (1847) was used to provide an 
initial estimate of the surface elevation. If C is measured 
relative to the still water level (z=0), then the required 
second order expression is given by:- 

C - acm(9)+a2kcash(kh) P^^^W*) ^!*_ 
4stnh3(&t) 2sinh(2#i) 

(5) 

where $ is the phase angle (kx-at). It is important to note 
that the surface elevation alone is being adopted as an 
initial estimate. No assumptions are made about the nature 
of the associated dispersion equation, and the flow is not 
assumed to be irrotational. 
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The transformations given above (4) are orthogonal, and 
the  Jaoobian J  is defined by: 

j.^Sl (6) 

Within the (5,tj) co-ordinates the two dimensional 
vorticity equation for flow in an inviscid fluid is given 
by: 

acuf^t)   0 (7) 

where the stream function ($) is defined so that the total 
velocity components in the $ and i\  directions are:- 

(U+u)rJW&-      ,     «n~JlP^ (8) 

In accordance with the arguments originally outlined by 
Stokes (1847) an exact solution of a two dimensional wave 
train does not exist. Consequently, a perturbation expansion 
must be employed in which the stream function (if), the 
surface elevation (C)> and the Jacobian (J), are expressed 
in terms of a small expansion parameter (e): 

*-i|»0+et1+e
2i|»2+e

3i|r3+e4iJr4+   

C-C0+eCi+eVeVe4C4+  (9) 

J-J0+eJr
1+e2J2+e3/3+e474+   

where the subscript again denotes the order of the term 
involved. In the present solution the wave steepness (ak) is 
adopted as an appropriate expansion parameter, and the co- 
ordinate arrangement shown on figure lb defines the 
following "zero order" terms: 

to—"1 » V1 ' to-0 (10) 

Substituting (9) and (10) into the governing vorticity 
equation and collecting powers of « gives the required 
expressions of the vorticity equation at successive steps in 
the perturbation: 
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c—(V**,) - 0 

(ii) 

**>•*%&-%*» 

Before discussing the boundary conditions we must 
define the characteristics of the current profile. Firstly, 
it should be noted that if the magnitude of the current 
velocity is close to the phase velocity (c), the vorticity 
equations (11) are indeterminate. Fortunately, this 
situation seldom arises within either a coastal or an ocean 
environment. Current velocities are typically much smaller 
than the phase velocity, and are generally more closely 
related to the magnitude of the first order wave motion 
(U=0.(ak)). This assumption is adopted within the present 
formulation. 

0.00 

-0.20 

•\-0.40 

-£^-0.60 
CD 
Q 

-0.80 

-1-00, 

Wind   driven   current. 
Fourth   order   polynomial. 

• ' * * • • • • * i • • 11.. • 
071_   0.1 573575577 0.9 

Current  Velocity   (U/Us). 

Figure 2.  A strongly sheared current profile. 

To ensure that an appropriate range of current profiles 
can be incorporated within the present solution, a 
polynomial representation is adopted to describe a current 
profile within the region 0£:ti>-mh where m is a constant 
within the range (O^mSl). Hence: 

U-(P+2Qr\ +3Ri\2+4Si\3) d (r\ +mh) (12) 
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Where  8s(n+mh)   is the heavyside  step function defined by: 

a,(T)+J»*)-l      if     (ti+ntft) * 0 
(13) 

&s(t\+mh)-Q      if     (i\+mh) < 0 

Figure 2 compares the current profile defined in (12) with 
a wind driven profile based on the lamina flow solution 
proposed by Lamb (1932). 

The vorticity equations (11) must be solved within the 
confines of the following boundary conditions: 

(a) If the bottom boundary is assumed to be both horizontal 
and impermeable, the vertical velocity at the bed must be 
zero: 

_jwii.0   m   i,._A (14) 

(b) Since the water surface is a streamline the kinematic 
condition requires the velocity normal to the surface to be 
zero: 

-jiflit-O on     T|-0 (15) 

(c) The dynamic free surface boundary condition further 
requires the pressure (p) acting on the water surface to be 
constant.' In general orthogonal co-ordinates the equations 
of motion are given by:- 

•^+^V(H*)-axXii - --V(p)+£ (16) 
dt   2 p 

where the under-bar denotes a vector quantity, a is the 
vorticity distribution, and F is a body force. Taking the 
first component of (16) and applying the kinematic condition 
(15) gives the required dynamic condition: 

0 on  t|«0  (17) 
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where Fj is the resolved component of the body force per 
unit mass in the 5 direction. If g is the gravitational 
constant, and 9 is the angle separating the z and tj 
directions (figure 1), we obtain: 

F?~ gsan(Q) (18) 

(d) Finally the fluid motion must be continuous throughout, 
the entire water depth. In the case of (m<l) the flow may be 
divided into two distinct regions which are characterised by 
the presence (Oiqa-mh), or absence (-mh>q>-h), of the 
current profile. If the governing equation (7) is to be 
consistent across this Interface (n=-tnh) the time averaged 
vorticity must be zero at the lower edge of the current 
profile: 

Furthermore, the value of the stream function and the 
velocity components must also be continuous across this 
region. If (T|-—»-mh) represents the limit taken in the 
negative t| direction (from above) and (n+-»-mh) represents 
the limit taken in the positive r\ direction (from below) the 
final boundary conditions are given by: 

3. Results and discussion. 

The perturbation analysis is extended to a second order 
of wave steepness. Since the current velocity is assumed to 
be of order ak, the solution will provide a first 
approximation to the wave-current interaction. The resulting 
stream function is given by: 
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% - -C1\ 

•2 - t^Qli+U^*49n**^F^^Ua¥K) 6sin+mk)  {21) 

+aF/jsinA*<fc+tj)co8(*5) 6/-tj-mft) 

Where the heavyside function (5S) is defined in (13) and the 
terms Fa, Fb, and Fc are constants for a given wave-current 
interaction (figure 3). 

o.i 

tV"ib"'& °-°b. 

m=0A^~\. M 

^^   /m=QX, 
**• 

^^       ,/m=0.3 S 

./m-0.4 - 

^- 

/m=0.5 

5     1.0     1.5     2.0"' 2.5 
kh 

Figure 3. The constant coefficients (Fa, Fb, Fc). 
(Defined for a cubic shear current). 

The three terms within this series solution can be 
identified in the following way. The zero order term (fo), 
which arises due to the translation of the co-ordinate axes, 
may be used in conjunction with the Jacobian (J) to define 
the irrotational velocity components within a classical 
Stokes expansion. The first order term ($i) provides a 
description of the current profile in a steady frame of 
reference, and the second order term (t|t2) defines the 
additional terms associated with the wave-current 
interaction. 
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To complete the required solution a dispersion equation 
describing the combined wave-current motion is required. At 
a second order of wave steepness the phase velocity measured 
relative to a stationary observer is given by:- 

- 2. .{& 
k     U 

1 

1        *     2k2 

(22) 

_ 3S tanh(A&) +   **« 
k3 2 cosh2***) 

where P, Q, R and S are the constants used to define the 
current profile (12). Assessing these terms at the water 
surface (n=0) we obtain: 

'   2!UJn„0 

S-1 (d3u\ 
(23) 

l*i2Lo        4! ^3Jn., 

The effect of the surface vorticity (ffls) is considered 
in figure 4. Convention dictates that a vorticity 
distribution is positive if it causes an anti-clockwise 
rotation of the fluid particles («»=-dU/dit). Unfortunately, 
this definition results in a positively sheared current 
(dU/dq>0) having negative vorticity. To avoid confusion the 
horizontal abscissa on figure 4 is expressed in terms of 
(-a>e) so that an increase in the positive x-direction 
indicates an increase in the positive shear. 

Figure 4 considers a number of realistic current 
profiles in which a "favourable" current (Ue>0) has positive 
shear (-d»s>0) and an "adverse" current (Us<0) has negative 
shear (~<im<0). In all cases the vorticity distribution acts 
to reduce the effect of the Doppler shift associated with 
the surface current (UB). For example, if a series of waves 
propagate onto a "favourable" current the individual waves 
will be "stretched" thereby producing a reduction in the 
wave number. If however, the current profile is sheared 
(dU/dn>0) then the apparent change in the wave number is 
much reduced. Indeed, figure 4 indicates that a highly 
sheared current profile can entirely negate the wave length 
changes associated with the Doppler shift. 
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Figure 4.  The wave number (k). 

This reduction in the apparent Doppler shift has led 
some authors to suggest that the interaction with a strongly- 
sheared current can be described by an "equivalent" uniform 
current (U(n)=Ue). Hedges and Lee (1992) define this 
"equivalent" uniform current as that which produces the same 
wave number (k) as the actual depth varying current for a 
particular wave period, wave height, and water depth. This 
approach is considered in figures 5a-5b which respectively 
concern the interaction with a positively sheared 
"favourable" current and a negatively sheared "adverse" 
current. In each case the first figure provides a 
description of the current profile (U), and the second 
figure describes the oscillatory velocity occurring beneath 
the wave crest (u). Four different solutions of the wave 
induced velocity are presented: the first is a waves only 
solution which neglects the effect of the current profile; 
the second assumes that the surface current exists uniformly 
with depth (U(tj)=Us); the third is based on the present 
solution for waves on a strongly sheared current, and the 
fourth is based on an "equivalent" uniform current. 

Figures 5a and 5b show that the wave kinematics 
resulting from the interaction with a strongly sheared 
current are dependent upon two separate effects. The first 
corresponds to a change in the dispersive characteristics of 
the wave form given in equation (22), and the second is 
associated with the rotational wave components identified in 
equation (21). The dispersive characteristics are found to 
be dependent upon the magnitude of the surface current and 
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the time averaged vorticity distribution. In consequence the 
actual wave number falls between the values predicted by the 
waves only solution and the uniform current solution which 
is based upon the magnitude of the surface current (Ue). 

Current velocity.  Wave velocity 

U   (m/s). u   (m/s). 

Figure   5a.      Interaction with  a   "favourable"   current. 
(T=5s,   h=10m,   H=2m). 

Current   velocity.     Wave   velocity. 

No   current.1 

(U=0). 

_-^_1     Q 

U   (m/s) 
0.5 1.0 
u   (m/s). 

Equivalent 
uniform 
current. 
(U=Ue). 

Sheared 
current. 
(u=u(ii)). 
• • 11 • • i > * t • 11 

1.5 

Figure 5b.  Interaction with an "adverse" current. 
(T=5e, h=10m, H=2m). 
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The "equivalent" uniform current will, by definition, 
correctly model the dispersive characteristics of the 
combined wave-current motion. However, this alone is not 
sufficient to describe the wave induced flow field in the 
presence of a strongly sheared current. Figures 5a and 5b 
clearly indicate that the wave kinematics are directly 
dependent upon the vorticity distribution. In the upper 
region of the flow field (OSt^^-mh), where the current 
profile exists, figure 5a shows that a positively sheared 
"favourable" current produces a significant increase in the 
amplitude of the oscillatory velocity occurring near the 
water surface. In figure 5b a negatively sheared "adverse" 
current reduces the oscillatory velocity in this region. 
These changes are associated with the rotational wave 
component identified in equation (21). They are not related 
to the effective Doppler shift, and cannot therefore be 
predicted by an irrotatlonal solution based on an 
"equivalent" uniform current. 

It is interesting to note that even in the lower layers 
of the flow field (-mhitji-h) where no current profile 
exists, and consequently the flow must be irrotatlonal, the 
solution based upon an "equivalent" uniform current again 
provides a poor representation of the wave kinematics. This 
arises because of the continuity conditions (20) which must 
be applied at the lower edge of the current profile (T|=-mh). 
This suggests that a wave-current interaction involving a 
non-uniform vorticity distribution will effect the entire 
wave field, even if, as in the present case, the vorticity 
profile is contained within a relatively narrow layer near 
the water surface. 

4. Conclusions. 

An analytical solution has been presented to describe 
a series of two dimensional progressive gravity waves 
propagating on a strongly sheared current. The solution has 
been extended to a second order of wave steepness and shows 
that the wave motion becomes rotational if the vorticity 
distribution varies with depth. 

The dispersion equation describing the combined wave- 
current motion is found to contain additional first order 
terms which are related to the vorticity distribution. These 
terms have a significant effect upon the predicted wave 
number, and in the case of a realistic current profile lead 
to a reduction in the apparent Doppler shift. 

The oscillatory velocities associated with the wave 
motion are also shown to be very different from the existing 
irrotatlonal solutions. In addition to the wave number- 
effects discussed above, a favourable current with positive 
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shear produces a significant increase in the amplitude of 
the oscillatory motion, while an adverse current with 
negative shear reduces the amplitude of the oscillatory 
motion. These changes are associated with a rotational wave 
component which arises at a second order of wave steepness. 
This additional component is directly related to the 
vorticity distribution and does not therefore arise within 
a classical Stokes' expansion. As a result, the wave motion 
generated in the presence of a strongly sheared current 
cannot be predicted by an irrotational solution, even if 
this includes the effect of an "equivalent" uniform current. 
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CHAPTER 52 

WAVE, TURBULENT AND MEAN MOMENTUM FLUXES 
ACROSS THE BREAKING WAVE TRANSITION REGION 

IN THE SURF ZONE 

R. J. Thieke1, A.M. A.S.C.E. 

ABSTRACT 

This paper presents an application to the transition region of an integral 
momentum conservation model incorporating a Reynolds type decomposition for 
both wave and turbulent fluctuations. With simple parameterizations the model 
provides both a rough predictive capability for the limiting wave reduction across 
the transition zone and also an alternative means of examining the partitioning of 
flow momentum across the region. 

INTRODUCTION 

Historically, the quantitative prediction of many surf zone processes has 
suffered from a lack of sufficient understanding of the detailed hydrodynamics of 
the wave transformation, wave-induced circulation and turbulent velocity 
fluctuations across the nearshore zone. The processes of wave shoaling, wave 
breaking, subsequent wave decay in the surf zone, wave setup and wave induced 
cross-shore mean circulation occur simultaneously and are intimately 
interdependent. Their complexity has typically resulted in each process being 
studied in piecemeal fashion. While important advances have been made, there are 
notable regions where a thorough understanding is still lacking, particularly the 
transition region following breaking. The physical processes in the transition (or 
"outer") region play an important role in the establishment of the flow 
characteristics of the surf zone, however the dynamics of the region are not well 
understood quantitatively or qualitatively. 

'Department of Coastal and Oceanographic Engineering, University of Florida, 
Gainesville, FL 32611, U.S.A. 
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The transition region begins at the breakpoint and extends shoreward, and 
it is characterized by a rapid decrease in wave height with almost no change in the 
setup of the mean water level (Svendsen, 1984). The end of the transition region 
(hereafter referred to as the transition point) is best defined by the point where the 
setup begins to increase, which is typically accompanied by a decrease in the rate 
of wave height decay. The entire region represents a relatively rapid reorganization 
of the wave motion. 

The following analysis presents the application of an integral momentum 
rapidly varied flow analysis to the transition region. A Reynolds type 
decomposition for both wave and turbulent fluctuations is incorporated. In view of 
the lack of detailed experimental data within this region, the simplest possible 
parameterizations of the mean flow and wave properties are adopted. Nevertheless 
the model provides both a rough predictive capability for the limiting wave 
reduction across the transition zone and also an alternative means of examining the 
partitioning of flow momentum across the region. 

BACKGROUND 

Wave Height Decay and Rapidly Varied Flow 
The rapid nature of change in the transition region render it largely 

unsuitable for a gradually varied flow analysis or a similarity approach. An 
example is provided by the energy flux conservation models for wave height decay 
in the surf zone. Such models solve the depth integrated energy and momentum 
conservation equations, and differ largely only in the chosen description of the 
breaking wave energy dissipation. Svendsen (1984) found very poor agreement 
with laboratory data when wave height decay computations were initiated at the 
breakpoint; agreement was substantially improved by starting the decay 
computations after the transition region following breaking, beyond which point surf 
zone waves are largely self-similar. Dally et al. (1985), found that a similar 
improvement in prediction could be achieved for certain of their comparisons with 
laboratory data by initiating decay computations after the transition region. 

These observations suggest a simple analogy to jet flows: The transition 
region serves as the "zone of flow establishment" for the surf zone, while the inner 
surf zone is the "zone of established flow," in which similarity approaches have met 
with considerable success. The dynamics of these two regions appear quite 
dissimilar and warrant independent treatment. 

Transition Region "Paradox" 
Another significant feature of the transition region is the "paradox" observed 

by Basco and Yamashita (1986) and Svendsen (1984). This paradox is evidenced 
by the simplified momentum balance in the x (onshore) direction: 

^r + ps(h+n)^- =o (i) 
ax ax 
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where: S^ = "radiation stress" 

p = mass density 
g = gravitational acceleration 
h = depth to still water level 

Tl = mean water level setup 

The paradox arises since SM ("the radiation stress") is known to be a function of 
wave height and hence is decreasing rapidly across the transition region. The first 
term in Equation 1 would appear to be finite and negative. Measurements indicate 
that the setup is constant, so the second term is approximately zero; the equality is 
not satisfied. 

Return Flow Modelling 
Spatially varying wave height and setup fields have been used as input to a 

variety of return flow (or "undertow") models which solve for the distribution of 
the mean flow in the lower portion of the water column (for example Stive and 
Wind, 1986; Svendsen and Hansen, 1988). Such models follow the qualitative 
arguments of Dyhr-Nielsen and Sorensen (1970), wherein the return flow is driven 
by the vertical imbalance between the gradients of radiation stress and setup that is 
imbedded (but not explicit) in the depth integrated Equation 1. The models 
typically employ an eddy viscosity parameterization and differ in the description of 
the wave parameters (particularly the shoreward mass flux in the crest portion of 
the wave) and the boundary conditions. The mass flux in the crest region is 
observed to be substantially greater than that of a nonbreaking wave of equivalent 
height (Nadaoka and Kondoh, 1982) and is dynamically quite significant; the overall 
magnitude of the local return flow is largely determined by the value of the 
shoreward mass flux above the trough (which is entered as a "boundary condition"). 
Svendsen and Hansen (1988) particularly note that this feature of the flow is rather 
poorly understood. 

The nature of the transition region paradox and the importance of this 
region to both wave height and return flow modelling and indeed to all surf zone 
processes suggests that additional analysis of this region is warranted. It should be 
noted that although these effects are sharply evident for the case of monochromatic 
waves, the "smearing" of the breakpoint in the random wave case tends to mask the 
importance of the transition region. However Nairn, et al. (1990) found that the 
inclusion of the lag effect of the transition region was crucial to the accurate 
modelling of both regular and random wave cases. 

INTEGRAL MOMENTUM CONSERVATION EQUATIONS 

In the present context, emphasis is placed on the three hydrodynamic 
mechanisms which are locally crucial to the various surf zone processes of interest, 
namely, 1) the (generally nonlinear) wave orbital velocity, 2) the mean flow (often 
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wave induced), and 3) the residual turbulent velocity fluctuations. Throughout the 
breaking process and wave decay in the surf zone, the motion consists of 
complicated interactions between these three mechanisms, and the total available 
flow momentum is partitioned and exchanged between them. Consequently this 
analysis will include each of these component motions in a Reynolds type 
representation of the instantaneous velocity: 

U   = U   + u"  + U1 Q\ 

where the overbar indicates an average over the wave period (mean flow), and the 
double and single primes refer to the wave and turbulent fluctuations, respectively. 
This decomposition can be applied to the fundamental variables in the shorenormal 
(x) momentum conservation equation. Time averaging the resulting equation over 
a wave period and depth integrating produces the following integral equation: 

± / pu> dz - -pgQi + „)|l - | / (sj + sj ) * - x,      (3) 
-h -h 

with the apparent stresses now retaining their depth variation and defined as: 

sj1 = depth varying wave "radiation stress" 

sj = depth varying turbulent "apparent stress" 

The integral on the right hand side of Equation 3 is essentially equivalent to the 
conventional radiation stress S^, however in this instance it includes contributions 
from both wave and turbulent velocity fluctuations. The momentum flux associated 
with the mean flow is separated from the "radiation stress" and is represented by 
the integral on the left hand side of Equation 3. 

By neglecting the bed shear stress xb, Equation 3 can be used to reevaluate 
the transition region paradox. The paradox appears to stem partially from the 
conventional linear wave description of radiation stress in which the mean flow and 
turbulent fluctuations are neglected. Basco and Yamashita (1986) indicate that the 
paradox merely reflects the redistribution between the velocity and pressure parts 
of the radiation stress. The above decomposition explicitly including the mean flow 

further indicates that a reduction in wave height (and hence sj') in the absence of 
a setup gradient must be balanced by an increased mean flow and/or an increase in 
the turbulence intensity. The measurements of Nadaoka and Kondoh (1982) 
confirm that both the mean mass flux and turbulence intensity increase across the 
transition region. The success of the "surface roller" parameterization within the 
inner surf zone (Svendsen, 1984) also substantiates the requirement of an increase 
in mean flow. 
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The crucial objective in this region is thus to quantify the relative magnitudes 
of wave, mean flow and turbulent momentum fluxes from the point of incipient 
breaking to the end of the transition region. This breaking process sets up the 
entire flow in the inner surf zone, within which the previously mentioned gradually 
varied flow and similarity approaches may be more suitably employed. 

SIMPLE RAPIDLY VARIED FLOW MODEL 

Further examination of the partitioning of flow momentum is accomplished 
by the development of a rapidly varied flow analysis of the transition region in 
direct analogy to the techniques used successfully for hydraulic jumps and bores in 
channel flows. Because the gradient of setup is zero, Equation 3 can be reduced 
to a momentum equality across a "shock" which can be considered short enough to 
neglect bottom friction: 

1c 1c 

-h -h 
! 

1. 1e 

/ pi*dz+ f (SJ+sJ)4k 
-h -h 

(4) 

The subscript b denotes the breakpoint and the subscript t denotes the transition 
point. To employ this relationship, a successful parameterization of the quantities 
in square brackets is necessary. 

As a first approximation, the turbulent contributions to Equation 4 are 
neglected. For simplicity, linear wave theory is used to evaluate the radiation stress 
and mean flow. A two layer model dividing the flow at the wave trough level is 
adopted, following Thieke and Sobey (1990). However in this case the simplest 
possible "block-type" mean velocity profile is considered with the mean velocity 
considered uniform within each layer and estimated from linear theory for the upper 
layer (subscript 1) and the lower layer (subscript 2) respectively by: 

ga2k = gHk 
2aH       8a 

ga2k 
2o*„ 

gH2k 

8a/L 

(5) 

(6) 

Where: h^ = water depth below wave trough level 

k = wave number 
o = angular wave frequency 
a = wave amplitude 
H = wave height 



BREAKING WAVE TRANSITION 703 

Linear theory alone cannot capture the increased mass flux of surf zone 
waves, and guidance is accordingly sought from experimental evidence. The 
laboratory measurements of Nadaoka and Kondoh (1982) indicate that the mass flux 
in a surf zone wave is 2-3 times that of a linear wave of equal height. To 
accommodate this a constant mass flux correction Q is applied to the velocity profile 
at the transition point. The value Q = 2.5 was selected to reflect the observations. 
It is recognized that the wave part of the radiation stress as predicted by linear 
theory is not a completely accurate representation, however the aerated flow in the 
surf zone has so far prevented any guidance from experimental evidence in this 
instance. 

Substituting the aforementioned parameterizations into Equation 4 yields: 

PS *V+£) + £^cu-k 
64a2 *        K 8    '   '    2' 

64a2 8 
(7) 

Given the conditions at the breakpoint as known, substituting the appropriate 
parameters on the right-hand side of Equation 7 gives a single equation for the wave 
height at the transition point, Ht. An initial estimate of one-half the breaking height 
(H, = 0.5 Hb) is used together with a Newton-Raphson convergence procedure to 
solve for Ht. 

COMPARISON TO MEASURED DATA 

The model was tested against the laboratory wave data of Hansen and 
Svendsen (1979). Measured conditions at the breakpoint are input to the model on 
the left hand side of Equation 7. The measured wave height at the transition point 
was obtained by determining the wave height corresponding to the sharp increase 
in the gradient of the setup of the mean water level. The controlling parameters for 
the various test conditions are given in Table 1. 

The model results are shown graphically in Figure 1, which compares (in 
dimensionless fashion) the predicted wave height at the transition point with the 
corresponding measured values as a function of the breaking wave height. 

Note that the predicted curve (which assumes all lost wave momentum is 
transmitted to the mean flow), provides an effective upper limit to the transition 
point wave height, and also explains a large portion of the observed behavior. This 
is shown schematically in Figure 2, where the departure of the predicted wave 
height from the best fit line through the measured data can be viewed as an 
approximate representation of the fraction of the wave momentum converted into 
turbulent momentum flux. The model indicates that the majority of the wave height 
reduction in the transition region is associated with the generation of the enhanced 
mean flow, with a smaller contribution toward the turbulent momentum flux. 
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Test No. T(s) H0 (mm) H„ (mm) xb(m) h„ (mm) r\b (mm) 

101101 1.0 100 105.1 22.56 132.9 -1.7 

A10112 1.0 70 77.1 23.90 93.9 -1.64 

081103 1.25 100 121.6 22.39 137.9 -2.36 

A08102 1.25 70 86.8 23.82 96.0 -1.56 

A08103 1.25 40 56.5 24.88 65.1 -0.98 

061102 1.67 100 139.7 21.91 151.9 -2.74 

061091 1.67 90 129.1 22.23 142.5 -2.26 

061082 1.67 80 117.8 22.36 138.7 -1.94 

061071 1.67 70 103.9 22.99 120.3 -1.80 

051071 2.00 70 109.1 23.30 111.4 -2.40 

051041 2.00 40 72.9 24.63 73.8 -1.62 

041071 2.50 70 128.8 22.56 133.0 -2.30 

041041 2.50 40 88.0 24.06 89.2 -1.30 

031041 3.33 40 95.4 23.94 92.7 -1.48 

Table 1: Wave conditions for various laboratory experiments of 
Hansen and Svendsen (1979) used as input for rapidly 
varied flow model simulations. 

REFINEMENT OF PARAMETERIZATIONS 

Higher Order Wave Theories 
Accurate modelling of the transition region requires an adequate 

representation of the initial conditions, that is, the kinematics of incipient breaking 
waves. Such waves are highly nonlinear and are typically strongly asymmetric with 
time due to the effect of the sloping bottom. While the use of a steady wave theory 
(assuming a flat bottom) is strictly not consistent with these conditions, in the 
absence of any other practical analytical or hybrid numerical-analytical method such 
a theory can (if appropriately chosen) provide some predictive capability. Given 
the highly nonlinear nature of near-breaking waves and the obvious 
inappropriateness of linear wave theory for this region, it is natural to turn to a 
higher order wave representation. 
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Figure 1:        Dimensionless comparison of measured and predicted wave heights 
H, at the transition point in terms of the breaking wave height Hb. 
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Figure 2: Schematic representation of the transition point partitioning of the 
increased mean flow and turbulent momentum flux resulting from 
wave height reduction. 
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Figures 3a and 3b compare velocity amplitudes measured in the laboratory 
for waves approaching breaking using a laser doppler anemometer (LDA) (Thieke, 
1992), with those predicted by Stokes, Cnoidal and Fourier wave theories of 
varying order (following Sobey et al. 1987). In each case the velocities are 
measured at a point just seaward of the breakpoint. Figure 3a (for a relatively short 
wave) shows that the Fourier theory (to eighteenth order) predicts the positive 
velocity amplitude tolerably well and the negative amplitude slightly less so. The 
Stokes wave solutions are not at all useful; the higher order solution shows a clearly 
recurved profile. Figure 3b (for a somewhat longer wave) again shows that the 
Fourier wave theory predicts the velocity amplitudes quite well, while a Cnoidal II 
prediction is quite disparate from the measurements. Higher order Cnoidal 
predictions diverge quite rapidly under waves of this height (H/h greater than 0.5); 
Stokes wave solutions at this point were entirely divergent. The performance of the 
Fourier wave theory in each of these instances suggests that it should yield 
reasonable predictions of integral properties (mass flux, momentum flux) of waves 
approaching the breakpoint. 

Although some difficulty is encountered in obtaining Fourier wave solutions 
at the maximum wave heights attained by waves breaking on a slope (which 
prevents the ready inclusion of such a parameterization in the model), it is generally 
possible to obtain informative solutions for all but the most extreme near breaking 
(albeit assumed steady) wave heights. 

Evolution of Wave, Turbulent and Mean Momentum Fluxes 
The aforementioned predictions from Fourier wave theory, together with 

existing laboratory measurements in the surf zone, can be used to clarify the relative 
contributions of the wave, turbulent and mean motions to the total momentum flux 
as well as the spatial variation of these contributions. Figure 4 shows comparisons 
of Fourier wave predictions of Eulerian mean velocity with the laboratory LDA 
mean velocity measurements of Nadaoka and Kondoh (1982) for waves over a plane 
sloping beach. The example shown is for Case 1, a spilling breaker (wave period 
T = 1.32 s) on a 1 on 20 slope. Comparisons are shown for three locations. 
Station P7 (h = 0.347 m) is located just seaward of the breakpoint, while station 
P4 (h = 0.207 m) is just inshore of the end of the transition region and station P2 
(h = 0.107 m) is well within the inner surf zone. The wave heights (scaled from 
trough and crest elevations) were 0.197 m (P7), 0.161 m (P4), and 0.065 m (P2), 
respectively. The setup was taken as zero since it was not measured in the 
experiments. The Fourier prediction of mean velocity in the near breaking wave 
is quite reasonable, despite the asymmetry and unsteadiness inherent in such a 
wave. However two observations are significant in the surf zone. The first is that 
the actual mean flow (as suggested earlier) grows to be much greater than that in 
a nonbreaking wave of similar height, leading to severe underprediction by the wave 
theory. Secondly, there are substantial mean vertical velocities present in the surf 
zone which do not exist outside the breakpoint. Note that these are essential for the 
maintenance of mass conservation in two dimensions due to the divergence of the 
horizontal velocity.  They cannot be directly predicted by the wave theory. 
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Figure 4:        Profiles of predicted Eulerian mean velocities and comparison with 
data of Nadaoka and Kondoh (1982), Case 1. 
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Profiles of predicted wave apparent stress and measured turbulent 
Reynolds stress from data of Nadaoka and Kondoh (1982), Case 1. 
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Similar comparisons are made for predictions of wave (double primed) 
momentum fluxes and laboratory (LDA) measurements of turbulent (single primed) 
momentum fluxes across the surf zone in Figure 5. It is seen that the turbulent 
intensities are essentially zero outside the breakpoint, but are "produced" through 
the transition region and then exhibit decay in the inner surf zone as the shoreline 
is approached. It is noteworthy that the wave momentum fluxes in the below trough 
region are approximately an order of magnitude greater than their turbulent 
counterparts. Although these measurements cannot cover the turbulent aerated crest 
region due to extensive air entrainment and LDA signal dropout, they indicate that 
over a large portion of the water column the dominant feature of the momentum 
balance is still the wave orbital motion, although it is clear that the mean flow has 
also taken on greater importance than it does outside the surf zone. 

Flow Component 

Depth Integrated    Momentum Flux 
(in    N/m ) 

Station P7 Station P4 

1c 

-h 

33.0 17.6 

1c 

f pu2 dz 
-h 

3.2 10.1 

Itr 

j pu^dz 
-h 

« 0 0.3 

Itr 

f pw^dz 
-h 

* 0 0.2 

Table 1: Partitioning of total depth integrated momentum flux 
among wave, mean flow and turbulent components for 
the experimental test Case 1 (T = 1.32 sec) of 
Nadaoka and Kondoh (1982). (Mean flow and 
turbulent components inferred from measured data; 
wave apparent stress computed from Fourier wave 
theory) 

Figures 4 and 5 together show the global trends of development of surf zone 
mean and turbulent momentum fluxes, with a limited predictive capability provided 
by Fourier wave theory. These results can be used to quantitatively analyze the 
partitioning of total momentum flux between the wave, mean flow and turbulence 
components across the transition region.  For this purpose, locations P7 and P4 of 
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the previous Nadaoka and Kondoh example were again considered. The results of 
this exercise are given in Table 2. In this instance the wave radiation stress is 
evaluated from Fourier wave theory, while the turbulent apparent stresses are 
evaluated from the laboratory measurements and are limited to the below trough 
region. The depth integrated mean momentum flux is found by integrating the 
below trough measurements and inferring the remaining contribution through mass 
conservation constraints. 

The wave radiation stress is clearly decreasing across the transition region, 
however it is in a large part balanced by an accompanying increase in the mean 
momentum flux. The below trough turbulent stresses are of little consequence. 
Complete closure is not possible due to the lack of information regarding the 
turbulent apparent stresses in the crest to trough region (a potentially larger 
contribution) and the neglect of bed shear. Nevertheless the measurements indicate 
that a substantial portion of the wave height reduction across the region is tied to 
an increase in mean flow momentum. 

CONCLUSIONS 

A simple rapidly varied flow model of the breaking wave transition region 
provides insight into the mechanics of the region and a certain predictive capability, 
despite the relatively crude parameterizations employed. The model results support 
the arguments of Svendsen (1984) and Basco and Yamashita (1986) that only part 
other wave height reduction in the transition region is the result of energy 
dissipation (i.e. turbulence production). More specifically, the following 
conclusions may be drawn: 

a) A large portion of the wave height reduction across the transition region results 
from momentum being transferred to the mean flow, with a somewhat smaller 
reduction resulting from actual energy dissipation. 

b) Linear wave theory (with empirical adjustments) and the assumption of all 
momentum transfer to the mean flow provides a reasonable upper limit for the wave 
height at the transition point, despite the crude nature of the assumptions. 

c) The separation of the "velocity part" of the radiation stress permits the 
identification of the distribution of the total momentum flux to the wave, turbulent 
and mean flow contributions. 

d) Below the wave trough level the turbulence contributes minimally to the total 
balance of momentum (above the trough however the contribution is potentially 
larger and not well documented). 

e) The model described is not truly predictive but rather informative (i.e. the length 
of the transition region is not determined since the region is effectively compressed 
into a "shock").  Practical empirical measures for including the finite width of the 
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transition region in surf zone modelling are presented by Nairn, et al. (1990). 

f) Detailed measurements of the wave, mean flow and turbulence characteristics in 
the trough-to-crest region are crucial to a complete understanding of the dynamics 
of the transition region. 
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CHAPTER 53 

EFFECTS OF THE GULF STREAM ON WIND WAVES 
IN SWADE 

Hendrik L. Tolman * 

ABSTRACT 

Preliminary results of a numerical study of wave-current interactions in 
SWADE for 20 Oct. 1990 to 31 Oct. 1990 are presented. The results are 
obtained with the wave model WAVEWATCH, which incorporates both 
wave-current interactions and a full description of the dynamics wave 
growth and decay. It is shown that wave-current interactions are 
expected to be sufficiently strong to be observed in mean wave 
parameters, but that significant effects of interactions occur close to the 
Gulf Stream only. Furthermore, wave growth and decay are strongly 
influenced by the currents. Thus, modelling of wave-current interactions 
on the scales considered requires a comprehensive assessment of both 
(conservative) wave-current interactions and of the dynamics of wave 
growth and decay. 

1 Introduction 

Effects of the Gulf Stream on wind waves are assessed in the light of the Surface 
Wave Dynamics Experiment (SWADE, Weller et al. 1991). This experiment took 
place during the winter 1990-1991 on the continental shelf at the East coast of the 
United States, north of Cape Hatteras. Due to the vicinity of the Gulf Stream (the 
Gulf Stream actually intruded into the measurement array in early March 1991), 
wave-current interactions are potentially important in analyzing experimental data. 
Furthermore, the SWADE data provides a unique opportunity to verify wave-current 
interaction models due to the above intrusion. 

NRC Resident research Associate at NASA / Goddard Space Flight Center. Presently: 
NOAA/NMC21, World Weather Building, Washington, DC 20233, USA. 
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The wave-current interaction studies within SWADE consist of two parts. First, a 
mainly numerical assessment of wave-current interactions is made for the first 
Intensive Observation Period (IOP) of October 20 through 31 1990. The objective 
is to estimate effects of a realistic Gulf Stream on ocean wind waves using a full 
third-generation ocean wave model to provide a synthesis of all the idealized wave- 
current interaction studies performed so far. Such a study is the logical extension 
of Holthuijsen and Tolman (1990, 1991; henceforth denoted as HT). Secondly, an 
intercomparison of observations and model hindcasts will be made for part of the 
third IOP (March 3 through 5, 1991). The objective is to assess and verify present 
insights in wave-current interactions. In the present paper, preliminary results for 
the first part of the SWADE wave-current interaction studies will be presented. 

2 Models 

A cascade of nested models with increasing spatial resolution has been used, 
consisting of an Atlantic basin model (l°xl° longitude-latitude resolution), a 
regional model (74°x74°) and the so-called SWADE model (1/i2°x1/i2°) (see Weller 
et al. 1991, Fig. 11 and present Fig. 1). The Atlantic basin model is primarily used 
to provide boundary conditions for the regional model, and does not include 
currents. Because winds and waves outside the regional model proved irrelevant for 
the period considered, the Atlantic basin will not be considered in the following 
discussions. Gulf Stream surface currents for the regional and SWADE models (see 
Fig. 1) are obtained from feature models and the operational surface temperature 
analysis of NOAA/NMC. Wind fields for both models consist of high resolution 
SWADE wind analyses. 

The results presented in this paper are obtained with the latest version of the model 
WAVEWATCH (Tolman 1991, 1992, 1993). In this model, the evolution of the 
action density spectrum N((o,Q,$,X,t) is calculated, where co is the absolute wave 
frequency (as observed in a fixed frame of reference), 0 is the wave direction, ty is 
the latitude, X is the longitude and t is the time. The action density spectrum N is 
directly related to the energy or variance density spectrum F((n,Q,ty,X,t), N = F/o 
(for brevity of notation dropping the dependence of N and F on co, 6, <]>, X and t), 
where o is the intrinsic or relative frequency, as observed in a frame of reference 
moving with the mean current. The frequencies o and co, the wavenumber vector 
k, the depth d and the current velocity U are interrelated in the combined Doppler- 
dispersion relation 

o = Jgktimhkd = co - k-U . 0) 
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The balance equation for the action density spectrum N  becomes (e.g., WAMDI 
group 1988, Tolman 1991): 

f • (cosfc-^cos* tf| + ±[ckN\ + £[caN] + |[ce^ =5,(2) 

where c^ = d$/dt etc. are the propagation velocities in the corresponding spaces 
(e.g., WAMDI group 1988, Tolman 1991), and where S denotes the net source term. 
The source term S consists of wind input (Janssen, 1989, 1991), nonlinear wave- 
wave interactions (Hasselmann and Hasselmann, 1985), energy dissipation due to 
whitecapping (Janssen, 1991) and energy dissipation due to bottom friction 
(Hasselmann et al., 1973). Thus, the present source terms are equivalent to those 
of cycle 4 of the WAM model (see, e.g., Mastenbroek et al., 1993). The source 
terms are corrected for effects of mean currents by applying them in a frame of 
reference moving with the mean current. 

The numerics of WAVEWATCH as used in the present study incorporate a second 
order SHASTA propagation scheme and dynamic implicit source-term integration 
as described by Tolman (1992). The spectrum is discretized using 24 directions 
(A6 = 15°) and 33 frequencies (0.042 Hz through 0.88 Uz,fi+l = 1.1/j). The time 
steps Af are 450 s for the regional model and 240 s for the SWADE model. 

In the final presentation of this part of the SWADE wave-current interaction studies, 
results of the WAM model (WAMDI Group, 1988) will also be included. These 
results are presently obtained by S. Hasselmann, H.C. Graber and R.E. Jenssen. 
Note that cycle 4 of WAM (spring 1992) incorporates wave-current interactions for 
steady currents. 

3 Meteorological conditions 

On Oct. 20, winds in the regional model are weak with predominantly northeasterly 
directions, except for a fairly strong depression, which moves rapidly eastward over 
Nova Scotia. For the next few days, the entire region has weak northeasterly winds. 
On Oct. 24 a small depression develops over Cape Hatteras and starts moving in 
a northeasterly direction. On Oct. 25, this system is located south of Nova Scotia 
and on Oct. 26 it has left the regional model area. On the same day several systems 
develop around Cape Hatteras. These systems merge into a complex structure with 
strong northeasterly, northwesterly and southwesterly winds in the northwest, 
southwest and southeast quadrants respectively (wind speeds over 20 m/s). In the 
next two days this systems moves in a northeasterly direction and at Oct. 29 this 
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system has left the regional model. Finally, on this day a cold air outbreak occurs 
north of Cape Hatteras, and the associated depression moves over Nova Scotia on 
Oct 31. 

4 Results 

Model calculations have been performed for the period of Oct. 15 1990 through Oct 
31, 1990. The period of Oct 15 through Oct 20, 0000 UTC is used to initialize the 
models. For both the regional model and the SWADE model calculations have been 
performed with and without the Gulf Stream. Thus, effects of the Gulf Stream can 
be isolated by simply taking the difference between the two model runs. All 
weather systems described in section 3 are accompanied by a distinct wind sea 
system. Furthermore, all these systems generate swell traveling in northerly to 
easterly directions. The complicated structure on Oct 26 through 28, also radiates 
swell energy in southern directions. 

Effects of wave-current interactions are found to vary on small space and time 
scales. This is illustrated in Fig. 2 with the maximum and minimum current-induced 
modulation of the significant wave height H% and the mean wave length L for 
several models and areas. 

Ha = 4sfE    ,     E = jJF(w,6)dwdd . (?) 

L = E (fflnk^Fia^dwddy1 . (4) 

The time scale of pronounced features in this figure is typically several hours to 
several days. A comparison of results for the SWADE model (solid lines) and the 
corresponding area in the regional model (dashed lines) shows qualitatively similar 
results. Due to the fairly limited resolution of the region model (a cross section of 
the Gulf Stream consists of no more that five grid points), the regional model shows 
less detail (figures not presented here) and consequently slightly different but 
similar extreme values for A//s and AL (see Fig. 2). Consequently, one might expect 
the regional model to give a fairly accurate estimate of the wave-current 
interactions, in spite of the relatively poor resolution. Furthermore, Fig. 2 shows 
only limited effects of wave-current interactions in the overall quiet periods of Oct 
20 through 23, Oct 25 and Oct 29. This might be expected because the wave 
heights in this period are generally less than 2 m. Finally, Fig. 2 shows that the 
largest impacts of wave-current interactions occur outside the SWADE area on Oct. 
27 and 28. 
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To assess effects of wave-current interactions in more detail, the spatial distribution 
of effects of wave-current interactions will be discussed in some detail for Oct. 28, 
0000 UTC. This time has been selected for the interesting interactions in the model. 
Note that, as discussed above, this time is not representative for the entire period 
considered. The discussion will concentrate on results for the regional model, 
because this model is expected to be sufficiently accurate to show the general 
features of the present Gulf Stream current field. In Fig. 3 the significant wave 
height Hs (obtained from a model including the Gulf Stream) and the current- 
induced modulation of the wave height A//s (model differences) are presented. 
Similarly, Fig. 4 shows the mean absolute period Ta, Fig. 5 shows the integral input 
source term 5ini and Fig. 6 shows the integral dissipation (whitecapping) source 
term S^,. 

Tt = E (f[2na-1F(wfi)dwdQ)~1 . (5) 

Sini  = f[SJ.V>fi)d<*db  . (6) 

s^- l[\s^,e)\d^dB. (7) 

Figures 3 through 6 show that the space scales of current-induced modulations of 
the wave field are governed by the corresponding scales of the current and wind 
fields. Furthermore, such modulations are mostly confined to the immediate vicinity 
of the Gulf Stream and modulations can be large enough to be observed in the 
overall model results (i.e., without differencing models, figure panels a). However, 
it is nearly impossible to pinpoint the exact location of the Gulf Stream from such 
mean wave parameters only. 

In the wave height and period fields presented in Figs. 3 and 4, several features can 
be observed. 

First, swell trapping occurs south of Cape Hatteras. The trapped swell is 
identified by the significant increase of the wave height and the absolute period, 
which are closely confined to the Gulf Stream. The trapped swell was generated in 
the coastal area between Cape Hatteras and Cape Cod in the previous 36 hours. 
Note that the trapped swell is accompanied by a "shadow zone" just south of the 
Gulf Stream, as would be expected from straightforward energy conservation. Note 
furthermore the occurrence of two focal points of long wave energy on the coast 
south of Cape Hatteras (see Fig. 4). This current-induced modulation of swell 
energy around the Gulf Stream, and the location the Gulf Stream near the coast 
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suggest that swell penetration at coast south of Cape Hatteras can be influenced 
significantly by Gulf Stream (unlike coastal waves in most other areas). 

Secondly, the combined wind-wave and swell field east of 68°W shows a 
complicated impact of the currents. Note the apparent reflection of wave energy 
south of the meander at 39°N, 56°-60°W (Fig. 4). Given the predominant wave 
direction, such a reflection was expected from the results of HT for a straight 
section Gulf Stream. Furthermore, the meander at 42°N, 58°W shows an impact 
similar to that of a ring for swell as shown by many authors. 

Finally, several small and fairly weak rings in the area between the above two 
areas all show a the typical signature of a ring for swell fields, although the impact 
is typically small. Note that the rings identify the locally dominant swell direction. 

As discussed by HT indirect effects of currents on the dynamics of wave growth 
and decay are expected to be important on the scale of the Gulf Stream. For a 
separate ring, such effects are easily isolated, due to the closed-system nature of the 
ring. For a meandering Gulf Stream, effects of modified growth dynamics can occur 
simultaneously with reflection and trapping of waves. Thus an assessment of 
current-induced modulations of wave-growth dynamics requires a detailed analysis 
of individual spectra. In the present paper, only the potential of such effects will be 
established by assessing the integral source terms 5ini (Fig. 5) and S^ (Fig. 6). 
These figures show current-induced modulations of Sini and S^ of 20% to 50%, 
which agrees well with the results of HT for a ring. Considering the importance of 
current-induced modulations of the dynamics of wave growth in the latter case, a 
similar importance is expected here. The Gulf Stream, however, does show 
differences compared to the corresponding idealized cases of HT. The current- 
induced modulations of the input source term (Fig. 5) are centered on the currents 
(as in HT). This might be explained from the fact that the input winds (relative to 
the current) and local (conservative) interactions show similar modulations. The 
dissipation, however, changes both in and outside the Gulf Stream. In particular in 
the above mentioned reflection zone (39°N, 56°-60°W) increased dissipation occurs 
at the edge of the Gulf Stream rather than at the center (in contrast to the results 
of HT). 

One final remark should be made on the results of Figs. 3 through 6. The impacts 
of wave-current interactions as presented in these figures appear to occur mainly 
when the winds are decreasing, in other words, when the relative importance of 
wave growth decreases. This suggests that the dynamics of wave growth and decay 
dominate wave-curent interactions in active growth conditions, which is another 
indication for the importance of incorporating the dynamics of wave growth and 
decay when considering wave-current interactions at the present scales. 
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5 Preliminary conclusions 

The above preliminary results for numerical simulation of wind waves on the Gulf 
Stream lead to the following preliminary conclusions. 

o   Wave-current interactions induced by the Gulf Stream are sufficiently strong 
to be identified in wave height and mean period, but do not necessarily 
pinpoint the exact location of the Gulf Stream. 

o   Space (and time) scales of effects of wave-current interactions are relatively 
small and are governed by the corresponding scales of the wind field and the 
Gulf Stream. 

o   Effects of wave-current interactions are mainly confined to Gulf Stream and 
its direct surroundings, in particular for regions with active wave generation. 
Effects away from the Gulf stream are usually related to swell propagation 
and generally of moderate magnitude. 

o   The model indicates that trapping of swell can occur in realistic conditions. 
South of Cape Hatteras this might significantly influence swell penetration at 
the coast. 

o   In active generation conditions an interplay between conservative wave-current 
interactions and the dynamics of wave growth and decay occurs. Such an 
interplay is neglected in virtually all other wave-current interaction studies. 

o   The spatial resolution of regional model appears to be sufficient to assess 
wave-current interaction features of the Gulf Stream. The SWADE model, 
however, is expected to be significantly more accurate due to the better 
resolution. 

6 Outlook 

As stated in the introduction, this paper presents preliminary results of SWADE 
wave-current interaction studies. For the first part of the SWADE wave-curent 
interaction study, the follwing work is inprogress. 

n   The interplay between dynamics and kinematics are analyzed in more detail 
both by intercomparing spectra and by analyzing evolution of the net effect 
of wave-current interactions in space and time. 

n   Effects of different physical and numerical approaches are assessed by 
intercomparing results of the models WAVEWATCH and WAM. 

•   An assessment of effects of wave-current interactions with regard to remote 
sensing is being considered. 
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Fig. 1 Layout of the regional grid (entire figure) and SWADE grid (dashed lines). 
Depth contours for 25 m, 100 m and 1000 m. Vectors indicate location and 
direction of Gulf Stream (U > 0.5 m/s only, Uma » 2 m/s for the Gulf 
Stream and C/m„ = 1 m/s for a typical ring. 
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wave height (AWS, panel a) and the mean wave length (AL, panel b) for 
the SWADE model (solid lines), the regional model (dotted lines) and the 
part of the regional model covering the SWADE model (dashed lines). 
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Fig. 3 The significant wave height (//s, panel a), and its current-induced 
modulation (A//s, panel b) for part of the regional model on Oct. 28, 
0000 UTC. 
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Fig. 5    Like Fig. 3 for integral input source term Sini. 
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CHAPTER 54 

AN IMPROVED ARRANGEMENT FOR THE 
PROGRESSIVE WAVE ABSORBER 

S. W. TWU* and C. C. LIU** 

Abstract 

The progressive wave absorber discussed here in this paper contains several 

porous plates with different porosity. Four arrangements of progressive wave ab- 

sorbers were compared in wave absorption. The results indicate that of the four 

arrangements examined, Arrangement 4 is the most effective at absorbing waves, 

for a relative water depth ranging from 0.05 to 0.5. The results also show that an 

eight-plate wave absorber is more effective than a six-plate wave, absorber. When 

waves are well within the relative water depth ranging from 0.05 to 0.5, reducing 

the G value of the rear plates further may provide even greater wave absorption 

efficiency . 

I. INTRODUCTION 

Wave reflection by such structures as wharves, breakwaters, or boundaries 

in a wave basin is of concern to many investigators, due to the many problems 

reflected waves can create. Le Me' haute (1972)first presented the concept of a pro- 

gressive wave absorber, in which the porosity decreases toward the rear of the wave 

absorber. He developed a theory on progressive wave absorption and conducted 

model tests on a wave absorber constructed of aluminum shavings, which became 

more compact in the direction of propagation of the incident waves. Relatively 

low reflection coefficients were measured and experimental results qualitatively 

demonstrated the validity of his theoretical development. 

*Professor, Dept. of Hydraulics <V Ocean Engineering, National Cheng-Knng University, 
Tainan, Taiwan, R. 0. O. 

"Research assistant, Tainan Hydraulics Laboratory, National Clieug-Kmig University, Tainan, 
Taiwan, R. 0. C. 
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Jamieson & Mansard(1987) conducted experimental studies on a progressive 

wave absorber constructed of multiple rows of perforated vertical metal sheets, 

with a progressive decrease in porosity toward the rear of the wave absorber. Their 

metal sheets were aligned normal to the direction of the incident wave propaga- 

tion. They concluded that the upright wave absorber can be designed to provide 

low reflection coefficients (less than 5%) over a wide range of wave heights, wave 

periods, and water depths. 

Twu & Lin(1991)developed a theory on a progressive wave absorber con- 

structed of multiple rows of vertical porous plates, which were similar in structure 

to those of Jamiesons'. They conducted model tests to verify their theoretical so- 

lution and noted that the model test results agree fairly well with the theoretical 

solution. In their study,a dimensionless porous effect parameter, G — puib/p.K0 

(Chwang and Dong,1984),was used to represent the porosity of the porous plates, 

in which p, is the dynamic viscosity of the fluid, b is a material constant of the 

porous plate, having the dimension of length, J\'o is the wave number, u is the 

circular frequency and p is the fluid density. Twu & Lin concluded that the pro- 

gressive wave absorber should function better if the difference in G value between 

adjoining porous plates is larger for the front plates than for the rear plates. In 

Twu & Lin's study, the difference in G values between adjoining porous plates 

were progressively decreased, but the rate of decrease was arbitrarily selected. 

The goal of this paper is to determine exactly what decreased rate of G value 

should be adopted so that the progressive wave absorber will function more effec- 

tively, and if fewer porous plates can be installed without adversely affecting the 

wave absorption efficiency. 

II. CALCULATION PROCEDURE AND RESULTS 

The progressive wave absorber used by Twu &z Lin(1991) contained several 

porous plates, as shown in Figure 1. They assumed that the flow velocity passing 

through each porous plate obeys Darcy's Law. Defining the reflection coefficient, 

Cr, as the amplitude ratio of the reflected wave to the incident wave, they devel- 

oped the following equations ( Twu & Lin 1991): 

Cr = (A' + B2f2 (1) 

in which 

A = Re(Ml) (2) 
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B = Im(Ml) (3) 

... MS+1(2GS - 1) + exp(-i2A'o£s-1) 
M'"   (2Gs + l)-M3+1exp(J2A'0L3_1) ' = W.-C" - 1)        (4) 

where n is the number of porous plates used in the wave absorber. 

Fi = (Gn - 1) sin K0rn cos K0Ln-i + Gn cos K0rn sin A'0i„_i 

^2 = Gn cos A'0r„ sin7\'0JL„_I — (G„ — 1) sin A'0r„ sin A'oi„_i 

^3 = — (G„ + 1) sin A'0rn cos A'0£„_i — Gn cos A'0r„ sin A"0£„_i 

•F4 = G„ — cos A'0r„cos KQLn_x — (G„ + l)sin A'0r„ sin A'0An_1 

G, = ^     (6 = l,2,3,-..n) 

Ga is a dimensionless porous-effect parameter of the plate "s". Ln, -Ln_i and 

rn are indicated in Figure 1. According to Twu and Lin (1991), wave reflection by 

a progressive wave absorber is closely related to the spacing between the adjacent 

porous plates, as well as to the progression of G value of these plates. In this 

investigation a distance of 0.88 times the water depth has been adopted as the 

spacing between adjacent plates, as suggested by Twu and Lin. Four methods of 

reducing the G value along the direction of incident wave propagation are compared 

for both six-plate and eight-plate wave absorber.   The G values of the first and 

nth plate Sth plate 2nd plate       1st plate 

////////)////////     7/////}/////}     ////////////)////////////////   > 
X=-Ln       X=-L„_! X=-L,_i X=-Li     X=Lo=0 

Fig.l Schematic diagram of a progressive wave absorber 
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last plates are fixed at 16 and 1, respectively, for the first part of the study. The 

G values of the first and last plates were varied in the second part of the study. 

The four arrangements of six-plate wave absorbers analyzed in this study 

were determined as follows: 

1. The G values of the plates were evenly distributed, to obtain values of 16, 

13,10,7,4 and 1, for plates 1 through 6, respectively. 

2. The G value of each succeeding plate was reduced by the formula "16 exp 

(-x)", with x ranging from 0 to 2.7726, yielding G values of 16, 9.19, 5.28, 

3.03,1.74,and 1. 

3. The G value of each succeeding plate was reduced by the formula "16/x", 

with x ranging from 1 to 16, yielding G values of 16, 4, 2.28,1.6,1.23, and 1. 

4. The G value of each succeeding plate was reduced by the formula "16/x2", 

with x ranging from 1 to 4, yielding G values of 16, 6.25, 3.31, 2.04, 1.38 and 

1. 

The G values for each arrangement are summarized in Table 1. 

Table 1.   G Values for Six-Plate Wave Absorber 
Arrangement 

number 
Method of G 

reduction 
G 

Plate number 
1 2 3 4 5 6 

1 linear 16 13 10 7 4 1 
2 16exp(—xi) 16 9.19 5.28 3.03 1.74 1 
3 16/x2        | 16 4 2.28 1.6 1.23 1 
4 16/(z3)"        16 6.25 3.31 2.04 1.38 1 

X\ ranges from 0 to 2.7726 
x2 ranges from 1 to 16 
x3 ranges from 1 to 4 

The reflection coefficient of these progressive wave absorbers were calculated 

over a relative water depth ranging from 0.05 to 0.5. The results are shown in 

Figures 2 through 5. The figures indicate that the reflection coefficient is higher 

for the first wave absorber (Figure 2) than for the last three. This verifies the 

conclusion reached by Twu and Lin, that the progressive wave absorber would 

function better if the difference in G values between adjacent porous plates is 
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larger in the front part than in the rear part of the wave absorber. These figures 

also indicate that Arrangement (4), shown in Figure 5, is most effective in wave 

absorption among these four arrangements. 

0.5 

Fig.2    Wave reflection coefficient for the 
Arrangement  (1)  of six-plate wave absorber 

0.3 

02 A 

0.1 

G=16,9.19,5.28,3.03,1.74,1 

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 

h/A 

Fig.3 Wave reflection coefficient for the 

Arrangement (2) of six-plate wave absorber 
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0.3 

02 - 

0.1 - 

G=16,4,2.28,1.6,1.23,1 

h/A 

Fig.4    Wave reflection coefficient for the 

Arrangement   (3)   of six-plate wave absorber 

Fig.5     Wave reflection coefficient for the 

Arrangement  (4)   of six-plate wave absorber 

The G values for each arrangement of the eight-plate wave absorber were 

determined by applying the same formulas used to determine the G values for the 

six-plate wave absorber. 

The G values for each arrangement are presented in Table 2, and the results 

are plotted on Figures 6 through 9. These figures indicate that the wave reflection 

coefficient follows a similar trend for both six-plate and eight-plate wave absorbers, 
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and that Arrangement 4 again yields the most effective wave absorption over the 

considered range. This wave absorber maintains a wave reflection coefficient of less 

than .04 over the relative water depth ranging from 0.11 to 0.46, which satisfies 

the requirement for a wave basin wave absorber. 

Table 2.     G values of an Eight-Plate Wave Absorber 
Arrangement 

number 
Method of G 

reduction 
G 

Plate number 
1 2 3 4 5 6 7 8 

1 linear 16 13.86 11.71 9.57 7.43 5.29 3.14 1.0 
2 16exp(—Xi) 16 10.77 7.25 4.88 3.28 2.21 1.49 1.0 
3 16/x2 16 5.10 3.02 2.15 1.67 1.37 1.15 1.0 
4 16/(x3f 16 7.84 4.64 3.06 2.17 1.62 1.25 1.0 

Xi   ranges from 0 to 2.7726 
x2   ranges from 1 to 16 
xz   ranges from 1 to 4 

Fig.6    Wave reflection coefficient for the 

Arrangement  (1)  of eight-plate wave absorber 

The next step was to analyze the effect on the reflection cofficient of varying 

the G value of the first and last plate. The best arrangement in the previous 

analysis, Arrangement 4, was selected for an eight-plate wave absorber. For the 

first case, the G value of the first plate was changed from 16 to 14 and from 16 to 

20 , while holding the G value of the last plate constant. The G values of the plates 
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0.3 

02 

0.1 

Fig.7 Wave reflection coefficient for the 

Arrangement (2) of eight-plate wave absorber 

G=16,5.10,3.02,2.15,1.67,1.37,1.15,1 

I 11 M 11 I I 11 • | 11. i .. i n q 11 i • 11 1111, i i i. in L i 11 u ! i n 111 I! I 1111 i n 11 11 i 1111 i i. 11  

0.05    0.1    0.15    0.2    025 03 0.35    0.4    0.45    OS 
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Fig.8 Wave reflection coefficient for the 

Arrangement (3) of eight-plate wave absorber 
0.3 

02 

G=16,7.84,4.64,3.06,2.17,1.62,1.25,1.0 

h/A 

Fig.9 Wave reflection coefficient for the 

Arrangement (4) of eight-plate wave absorber 
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in between were determined from the formula Gxjx1 where G\ is the G value of the 

first plate. The results are plotted on Figures 10 and 11. A comparison of Figures 

10 and 11 with Figure 9 indicates a slight increase in the reflection coefficient when 

the G values of all but last plate is either increased or decreased. 

0.3 

0.2 

G=14,7.23,4.40,2.96,2.13,1.60,1.25,1.0 

h/A 

Fig.10 Wave reflection coefficient for the 

Arrangement (4) of eight-plate wave absorber 

with G value reduced for the front plates 

Fig.11 Wave reflection coefficient for the 

Arrangement (4) of eight-plate wave absorber 

with G value increased for the front plates 
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For the second case, the G value of the first plate is held at 16 and the G value 

of last plate changed to 0.5 and 2.0. The G values of the plates in between are 

modified relative to the G value of the last plate following the formula Gi/x2. The 

results are plotted on Figures 12 and 13. A comparison of Figure 12 with Figure 
0.4 

02 - 

0    -TT 

0=16,5.77,2.95,1.78,1.19,0.85,0.64,0.5 

0.05 0.1 0.15 02 025 03 0.35 0.4 0.45 0.5 

h/A 

Fig.12 Wave reflection coefficient for the 

Arrangement (4) of eight-plate wave absorber 

with G value reduced for the rear plates 

Fig.13 Wave reflection coefficient for the 

arrangement (4) of eight-plate wave absorber 

with G value increased for the rear plates 
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9 indicates that, when the G value of the last plate is equal to 0.5 the reflection 

coefficient is lower for h/X values between approximately 0.15 and 0.42, but higher 

for other h/X values. Changing the G value of the last plate to 2.0 resulted in a 

larger reflection coefficient for most values of h/X, as shown on Figure 13. 

This comparison indicates that the reflection coefficient is more sensitive to 

the G values of the rear plates than the front plates of the progressive wave ab- 

sorber. If waves which contain only a small range of wave lengths require damping, 

such as for 0.15 < h/X < 0.42 , the G values of plates in the rear part of the wave 

absorber can be reduced. 

III. CONCLUSIONS 

The wave absorption efficiency of a six-plate and eight-plate wave absorber 

was investigated mathematically to determine the most effective distribution of G 

values. The results indicate that of the four arrangements examined, Arrangement 

4 is the most effective at absorbing waves, for a relative water depth ranging from 

0.05 to 0.5. The results also show that an eight-plate wave absorber is more 

effective than a six-plate wave absorber. When waves are well within the relative 

water depth ranging from 0.05 to 0.5, reducing the G values of the rear plates 

further may provide even greater wave absorption efficiency. 
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CHAPTER 55 

Interrelation of Cnoidal Wave Theories 

by Masataka Yamaguchil 

Abstract 

The aim of this paper is to analytically clarify the 
interrelation among- all of the existing cnoidal wave 
theories of the third order approximation.  The result 
is that the Chappelear theory expressed with two expan- 
sion parameters is found to include the other theories. 
This means that they are able to be derived from the 
Chappelear theory by changing expansion parameters in the 
expressions of wave characteristics and integral proper- 
ties and identifying the definition for wave celerity to 
be used in the theory.  The expressions for the trajecto- 
ry of a water particle, mass transport velocity and inte- 
gral properties of waves are newly derived using these 
theories, and the wave characteristics and integral prop- 
erties are examined based on the numerical computation 
and comparison with the experiments.  As a result, use of 
the theory expressed with a single expansion parameter is 
recommended from a practical viewpoint.  The figures 
describing a limiting range of wave parameters for the 
application of the above-mentioned theory are also pro- 
vided by comparing wave characteristics and integral 
properties of the theory with those of Fenton's Fourier 
approximation wave theory. 

1. Introduction 

Higher order solutions of cnoidal waves have been 
derived by Laitone(1960, 1965; the second order approxi- 
mation, the second definition for wave celerity), Chappe- 
lear(1962; the third order approximation, the first defi- 
nition), Fenton(1979; the ninth order approximation, the 
first definition), Tsuchiya & Yasuda(1985; the third 

1 Prof., Dept. of Civil and Ocean Eng., Ehime Univ., 
Bunkyocho 3, Matsuyama 790, Ehime Pref., Japan 
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order approximation, the third definition) and Isobe 
(1988; the third order approximation, the second defini- 
tion) .  These solutions are different from each other in 
the definitions used for the derivation of wave celerity 
and the expansion parameters for the expression of wave 
characteristics. 

Yamaguchi & Tsuchiya (1974) mathematically proved 
that the Laitone theory can be derived from the Chappe- 
lear theory within the second order approximation when 
the expressions of wave characteristics in the Chappe- 
lear theory are rewritten with the parameter in the 
Laitone theory under the condition that the same defini- 
tion is applied for the derivation of wave celerity in 
each theory. 

Now there are at least 4 kinds of third order cnoi- 
dal wave theories derived with different expansion 
parameters and definitions for wave celerity. 

The aim of this paper is to mathematically clarify 
the interrelation among these third order solutions and 
to examine the wave characteristics and integral proper- 
ties, and limiting conditions for practical application 
based on numerical computation and the comparison with 
experiments. 

2. Theoretical Considerations 

(1) Definitions for wave celerity 
Usually, either of the first and second definitions 

proposed by Stokes has been used for the determination 
of wave celerity, although Fenton(1990) recommends use of 
the term "approximation" in place of the term "defini- 
tion" .  The first and second definitions for wave celeri- 
ty are given respectively as 

17 = 0   or c
l = 1 (1) 

(2) f_lu"dz = 0 or c" = rpudzlpD 

where c is the wave celerity, u the horizontal water 
particle velocity in a fixed frame of reference, u the 
horizontal water particle velocity in a moving frame of 
reference, D the water depth, V  the surface displacement, 
z the ordinate taken vertically upward on the still water 
level, ' ' the time-mean, and superscripts 'I' and 'II' 
indicate the first and second definitions respectively. 
The first definition means that time-averaged horizontal 
water particle velocity at a level under the trough in a 
frame of reference moving with a constant speed vanishes, 
and the second definition means that time-mean of depth- 
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integrated momentum in a frame of reference moving' with a 
constant speed vanishes. 

Tsuchiya & Yasuda have defined the wave celerity as 
gradient of the characteristics in x-t space.  In this 
case, the Bernoulli constant in wave field of the steady 
state C is equivalent to that in the coordinate system 
moving with wave celerity in still water. 

C = gD + (c'")2/2 (3) 

where   g  is   the  acceleration  of  gravity.     This   is   tenta- 
tively  termed  the  third  definition for wave   celerity,   in 
which  case   superscript   'III'   is  used  as   the   indication. 

(2)   The  Chappelear  theory 
Chappelear   derived a  cnoidal  wave  theory with  two 

expansion parameters  LQ  and L3.     The  Bernoulli   constant 
and horizontal  water  particle  velocity  in  a moving frame 
of  reference,   wave   celerity and horizontal water  particle 
velocity  in  a  fixed  frame  of  reference  based  on  the  first 
definition  are   expressed  respectively  as 

C = {3/2+Lo(l+x2)+3Z.3+(9/10)Lo2(2+3*2+2x4) 

+6LOL3(1 + ^)+(3/2)L3
2
+(3/35)LO

3
(45+97^+97A;

<
+45A;

6
) 

+9L0
2L3(2+3*2+2x4) + 15LoL,2(l + x2)) gD (4) 

ul-[g~D = l+L3+L0x
2sn2rx+{Lo2(l+x2)+5LoL,}x2sn2rx 

+ L.Vsn4 rx - {ylD)\Zli)U2{x2-2{\+x2)x\n2u+3x4sn4rc) 

+ {(l/5)Lo3(7+19Ar2+7x4)+9L<,2Ls(l+A:2)+10LoL32}Ar2sn2r% 

+ {(9/5)Lo3(l+x2)+9Lo2L3}x,sn<rx +(6/5)L0Vsn6re 

- (l/4)(V£)2[3LoV(l+x2)+15Lo2L3Ar2+6{L0
3( -l+x2-xt) 

-SULsil+x^x'sn'rx+M-Ua+x^+SULsWsn'n 

+ 30Lo3xesn«rx] + (3nV(ylDYLo3{-x2(l+x2) 

+(.2+13x2 + 2xi)x2sn2rx-15(l+x2)x,snAn + l5x6sn6n} (5) 

c'lf^D = l + L3 + Lo(l-e) + 5LoL3(l-e) + (l/3)L,,2{5 

+ 4x2-5(l + x2)e} + l0LoU2(l-e) + (l/25)Lo3{81+U6x2 

+ 58^-(81 + 169^ + 8U4)e} + 3Lo2L3{5+4^2-5(l + ^2)e} (6) 

u'/JgD = Lo(l~e-x2sn2<fi)+5L0L3(l-e~x2sn24,) 

+ (l/3)L0
2{5+4x2-5(l + x2)e-3(l + x2)x2sn2<j, - 3x4snV} 

+ (y/£02(3/4)Lo2{*2 - 2(1 +x2)x2sn2</j + 3x4snV} 

+ 10LoL3
2(l -e- x2sir»+3L0

2L3{5+4*2 - 5(1+x2)e 

-3(l+^2)Ar2snV-3x4sn4^} + (l/25)Lo3{81 + 146^2+58x4 

- (81 + 169*2 + 81x4) e - 5(7+19x2+7x4)x2srr> 
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-45(1+*VsnV -30*6snV}+(3/4)(y/D)2[Lo3{(l + * V 

-2(.l~xz+x*)x!lstt*</>-5(l+x*)x<sni<fi+lQx,snt4l} 

+5L0
2L3{x2-2(l+xVsn2<4+3x<snV}] 

H3/16)(y/DyU{a+x2)x*-(2+Ux2+2x*)x2srf<l, 

+15(l+x2)x4snV-15*6snV} (7) 

where   x   is  the  argument  of  elliptic  function,   e=E/K,   K 
and E  are  the   complete  elliptic   integrals  of  the  first 
and  second kinds,   sn,   en and  dn  the  Jacobian  elliptic 
functions,   y=D + z,   y — -JZL0l2D and    4> = y(x~ ct)  • 

The   relation  between  two   expansion parameters   is 
written  as 

2L,+Lo(*2+e)+Lo2{(l/5)(-l+6x2+9*4)+2(l+;Oe} 
+6L«L3(A:2+e)+L32+Lo3{(l/175)(-102+223^+944^+675Ar6) 

+(l/25)(m+214x2+lllx4)e}+2Lo2L3{-l+6x2+9x< 

+W(l+x1)e} + l5LoU(x2+e) = Q (8) 

and  the  relation between wave  height  H  and  expansion 
parameters   is   expressed as 

H/D = X
2
LO{1+(1/4)LO(10+7AT

2
)+6L3+(1/40)LO

2
(251+369A:

2 

+ 151x4)+(5/2)LoL3(10+7*2)+15L32} <9) 

Yamaguchi et al.(1990) confirmed that the Chappelear 
theory is correct except for some printing errors, and 
newly calculated the trajectory of a water particle and 
integral properties such as energy flux. 

(3) Relation with the Tsuchiya & Yasuda theory 
Tsuchiya & Yasuda derived a cnoidal wave theory with 

a single parameter LQ. 

If the parameter L3 in the Chappelear theory is ex- 
panded into the power series form of LQ, L3 is expressed 
as 

U = -(l/2)(x2+e)L0+(l/40){4-24^+19x
< + 10(-4+7*2)e 

+55e2}Lo
2-(l/2800){-816+3884x2-5048x<+1375x6+(8316 

-21616x2+10941x<)e+2625(-8+9x2)e2+14875e3}Lo3 (10) 

and the relation between wave height H/D and Lo becomes 

HID = *2Lo+(l/4);e(10-5x
2-12e)Lo2+(l/8)x2{55-55x2 

+ 13x4+74(-2+x
2)e+96e2}L„3 (ID 

Substitution of L3 relation into the wave characteri- 
stics in the Chappelear theory yields the following 
expressions. 
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cm/Jgff = l-(l/2)(-2+x2+3e)Lo+(l/40){64-64*2+19*4 

+90(-2+*2)e + 135e2}Lo2-(l/2800){-10448+15672x2-7974x4 

+ 1375xe+21(2288-2288x2+563x4)e+36225(-2+*2)e2+36225e3}L0
3       (12) 

umIJ&5 = (l-e-^2sn2^)Lo+[(l/2){3-2x2-(7-A::!)e+4e2 

-(2-3Ar2-5e)^2sn2^-2^snV}+(3/4)(y/D)2{Ar2-2(l+^2)x2sn2^ 

+3x4snV}]Lo24<(l/200)[688-842*2+209*4-(2838-1888x2 

+63^)e+75(49-12«2)e2-1525e3+5{-76+148A:2-71x< 

+10(38-37*2)e-375e2}x2snV -180(2-3x2~5e)*4snV 

-240Ar6snV]+(3/8)(WZ))2U2(2-3^-5e)+2{-2+7x2+3^ 

+5(l+Ar2)e}Ar2snV-5(2+5Ar2+3eVsnV+20Ar6snV] 

- (3/16Xy/DY{ - x2(l+x2)+(2+13*2+2x 4)x2snV -15(1+x")x*sn4t 

+ 15x6snV}]Lo3 (13) 

These   expressions   coincide perfectly with  those   in 
the  Tsuchiya  & Yasuda  theory. Relation  between LQ  and 
the   expansion parameter   in  the Tsuchiya  & Yasuda  theory A 
is  given  as 

A = x2Lo (14) 

(4) Relation with the Isobe theory 
Isobe gave a third order solution of cnoidal waves 

expressed with relative wave height H/D. 

If the expansion parameters LQ and L3 in the 
Chappelear theory are expanded into the power series of 
H/D, LQ and L3 are written as 

U = (l/x'XHm-a/ix'XlOSx'-UeXH/D)2 

+(l/8Ar6){3(15-15^+4x<)-46(2-x2)e+48e2}(///D)3 <15 > 

U = -(l/2^2)(^2+e)(i//Z))+(l/40^){2(2 + 13^2-3^<) 

4-5(2 - 3x2) e -5e*KWD)2
+(1/2800AT

6
){-584 - 2659x2+2073*4 

-150A:6+(-511+401lAr2-86lA:4)e + 1050(l-Ar2)e2-175e3}(F/Z))3 (16) 

and if these LQ and L3 relations are used, the wave char- 
acteristics in the Chappelear theory are transformed as 

cu/^D = l+(l/2Ar2)(2-Ar2-3e)(^/Z))+(l/40Ar4){2(-8+8Ar2 

-3*4)+5(2 ~x2)e + 15e2}(#/£)2+(l/2800x6){1558-2337*2 

+ 1079x4-150x^2653-2653x2+203x4)e+350(2--x2)e2 

+ 175e3}(H/D)3 (17) 
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unlfiD = (l/x2)(l-e-x2sn24,)(H/D) + (l/4x4)[-2-x*+x*e 
+ 2e2+(6+x2-2e)x2sn^-4x"sn^ + Z(y/Dy{x2-2(l + x2)x2sn^ 
+3xisni<p}](H/D)2+(l/x6) ((l/200)[{l53+23x2-71x4+(-153-97x2 

+47^)e+25(-l+2Ar2)e2+25e3}+5{-101-27Ar2+19^ + 10(10 + x2)e 
-15e2}x2snV+20(32+2x2-15e)x4snV-240x6snV] 

+(3/8)(y/Z))2[( - 8+2x2+7e)x2+2{2(4+6x2 - x4) - 7(1+x2) e) *2snV 

+(-40-10x2+21e)^sn>+20AT6snV]+(3/16)(WJD)<{(l+A:2)A:2 

-(2+13x2+2x4)x2snV + 15(l + x2)x4snV-15xesnV}) (#/D)3 (18) 

These expressions are exactly the same as the Isobe 
theory. 

(5) Relation with the Fenton theory 
Fenton derived a cnoidal wave theory expressed with 

relative wave height H/h^, in which h^ is the water depth 
under the trough, 

If LQ and L3 are expanded into the power series of 
H/h-t; and h-^/D relation is taken into account, LQ , L3 and 
h^/D are expressed as a function of H/h^. 

U = (lAr2)(^,)+(l/4^)(-6 + A:2+8e)(fl/fe)2+(l/8A:6){3(3 + A:2) 

-8(2+x2)e+8e2}(#/fc)3 <19) 

U = -(l/2Ar2)(x2+e)(i//A()+(l/40^){2(2+3Ar2+7^)-5(2-5^2)e 

+15e2}(H/ht)
2 -(1/2800AT

6
){24+279x2+307*'+710*6+7(53 - 153x2 

+253x4)e -1050(1 -2x2)e2+875esKH/ht)
s (2°) 

htlD = l+(l/x2Xl-x2-€0(#/W+(l/4x4){2(l-3x2+2x4) 

-(6-7x2)e+4e2}(tf//?OMl/400x6){-66+399x2-733x4+400x6 

+2(233-683x2+458x4)e -200(4-5*2)e2+400e3}(////?()
3 <21) 

Substitution of LQ, L3, and h^/D relations into the 
wave characteristics of the Chappelear theory yields the 
following expressions, which agree exactly with those in 
the Fenton theory again. 

S/JgkT = l + (l/2*2)(l-2e)(H//?()+(l/120^){-(13 + 2^2+3^) 

+10(4+x2)e}(tf/M2+(l/16800x6){-2888+5697x2-2689x4 + 780x6 

+4(392-1442x2 + 917*4)e}(#/A«)3 (22) 
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ul/gfu = H-(l/2Ar2)(-l + 2Ar2-2x2cn2w)(fl7A<) + (l/40Ar4){3(3-8^2 

+ 3x4) + 10(4-5x2)*2 cn27X+40*4 cn47X}(H/ht)
2+(3/4x2){l-x2 

+2(-l + 2x2) cn27X-3x2 cn1z*}G'//OW/^H(l/1120x<i){-88+167;r2 

+ 181x4-200x6+4(-112+378*2-133x4)x2cn2}7 
+ 16(-119+133^Vcn1ra-1344^6cn6ra;}(^//?()

3+(3/8^){-l+^ 

+ 2(l-7x2+4x<)cn2rX + (19-29x2)x2cni7X+20x,cn67xKy/h,)2(H/htf 

+ (3/16x4){l-3x2+2x< +(-2 + 17x2-nxt) cn2rx 

+ 15(~l+2x2)x2 c^rx-lSx* cnerxKy/k,y(H/h,y (23) 

(6) Summary of the considera 
In short, substitution o 
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Fig-. 1 Interrelation of cnoidal wave solutions. 
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3. Numerical Considerations 

Fig.2 shows the vertical 
distributions of maximum hori- 
zontal water particle velocity 
uc//gD based on the cnoidal 
wave theories using the first 
definition with two parameters, 
one parameter and H/D parameter 
indicated by c-3-1, c-3-lM and 
c-3-lL respectively, in which 
T is the wave period.  The the- 
ory with H/D parameter gives a 
more and more unrealistic dis- 
tribution in the case of larger 
H/D values, and the theory with 
LQ parameter produces similar 
results to that with two para- 
meters.  But integral proper- 
ties of the theory with two 
parameters do not show favor- 
able behavior in the case of 
smaller T/g/D.  Therefore, use 
of the cnoidal wave theory with 
with LQ parameter is recom- 
mended for its practical appli- 
cation. 
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Fig. 2 Vertical distribu- 
tions of maximum 
horizontal water 
particle velocity 
based on cnoidal 
wave theories with 
different parame- 
ters . 

Examples of the comparison between computations with 
the experiments for wave celerity and maximum horizontal 
water particle velocity distribution are given in Fig. 3, 
which shows reasonable agreement between them. It is also 
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3 Comparison between experiments and computations 
for wave celerity and vertical distribution of 
maximum horizontal water particle velocity. 
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seen  that  water  particle  velocity becomes   larger  accord- 
ing: to  the  order  of  the  theories with  the   second,   first 
and  third  definitions. 

Lagrangian  velocity  of  a  particular  water  particle   is 
equal   to  Eulerian  velocity  at   the  position  at   time   t 

dxldt = u(x,z),   dz/dt = w(x,z),   x = xo+€(t),   z = zo+^(t) (24) 
where   (XQ,   ZQ)   are   the   initial  horizontal  and vertical 
positions  of  a water  particle,   and   ($,£)   the  horizontal 
and vertical   displacements  of  a water  particle  from  its 
initial  positions.     Substitution  of water  particle  veloc- 
ities  by  cnoidal  wave   theory based  on  the  first   defini- 
tion  and  use  of  a  successive  approximation method  yield 
the   trajectory  of  a water  particle,   in  which  case   the 
initial   conditions  X=XQ  and  Z=ZQ  at  t=0  are   imposed. 
Horizontal   and  vertical   displacements   are  written  respec- 
tively     as 

x'/Tj^D = xjTJW+{ll2K)[ tea-E{a)l U 

+ [(l/6){2(\-X
2)Za3+2(-4 + 2X

2 + 3e)ZE(an+(<i-SX
i-15e 

+ 6x2sn2a)Zea-E(a)3}-(3/4)(y<1/D)2x2£snacnadna3]L<l
2 

+ ((l/600)[20(24-4lAr2 + 17Ar4)M+20{-149 + 169x2-34^ 

+5(52-29x2)e-U5e2}ZE(a)3 +{-256-244*2 + 369*4 

+ 150(-32 + 25x2)e+5625e2}Zea-E(a)l+2W(l-x2)x2sn2aZa3 

+ 200(-4+2x2+3e)x2sn2aZE(a)3+W0(10-nx2-27e 

+6x2sn2a)x2sn2a£ea- E(a)3+600x2snacnadna£ea- E(a)32 

-S(l + x2)x2£snacnadna2 +24x4Zsn3acnadna3] 
+ti/40)(yo/D)2[16(2-3x2 + xi)Za3+32(-l + x2~xi)[:E(cl)3 

-30x2(l-2(l + x2)sn2a+3x2sn'a}Zea- E(a)3 

+ 30xAsnaocnaodnao Zsn2a3 + (- 44 + 61x2 + WSe)x2 ZsnacnadnaJ 

- 60x*sn2«, CsnacnadncQ - 18x* Csn3ffcn<zdna,j| ] 

+ (3/16)(y0/Dy{-(l + x2)x2Zsnacnadna3 + 3xiZ.sn'acnadnal})Lo3]        ( 25) 

z'/T/^D = zc/T^D-(3/2Kyf3U)(yo/D)x2 [(l/2)Csn2«3^o2 

-(l/8)[2(-4+3^2 + 7e-2Ar2sn2tfo)Csn2ff]~8snffcna'dnQ'CeQ' 

-E(a)3 +(yo/D)2{-2(l + x2)£sn2a3 +3x2Zsn<a3}]U 

+ [(l/240)[80(l-A-2)sn^cnadnffM+80(4-2Ar2 

-3e)snacnadna£E(a)3+40(10-Ux2-27e+6x2sn2a 

+ 6x2sn2a0)snacnadna £ea - E(a)3 +120{1 - 2(1 + x2)sn2a 

+ 3z2sn<ff}[:eff-£(ffD2 + {548-704Ar2 + 213x''+10(-200 + 133x2)e 

+ 1665e2}Csn2ff3+60^2snW6-5Ar2-lle + 2^2sn2«o)Csn2ffl 

~24x2{l + x2)ZsnAa3+24xiZsn6a3)+(m6)(yo/D)2[&(l + x2 
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~3x2sn2a)snacnadnaZea- E(a)3 +2{4-8x2-3xi 

-7(l + x2)e}£sn2a3+2x%n2a<,(S+&x:,-3x2sn2ao)Z.sn2a3 

+3x2(7x2+7e-6x2sn2ao)£sn4a3-^iZsnea2 

+ 12x2snffocna>dna, Zsnacnadnal ] + (3/160)(y0/D)4{(2+13*2 

+2x,)Csn2al-15x2(l + x2)Zsn4al+15x,Zsn<ia3})U] (26) 

where     £f(a)2 = /(«)-/(«,),    a = 2K(x0~ct)/L 

ao = 2iTxo/L, J,0/D = 1+zo/D, (2Y} 

and  E(a)   is   the  Jacobian  E  function  defined  as 

dn2 ada E(a) = l" (28) 
Mass transport velocity is calculated as time-aver- 

aged residual displacement of a water particle, and the 
distributions based on the solutions using three defini- 
tions are given respectively as 

t/m'/^^=(l/3){-l+^^-2(2-^)e-3e
2}Lo^+[(l/30){-24+41^ 

-17x4 + (149-169x2+34x4)e + 5(-52+29x2)e2+135e3} 

+ (l/3){-l + x2+2(2-*2)e-3e2}*2sn2g, 

+ (2/5)(W£)2{-2 + 3*2-*4+2(l--*2+x4)e}]L(,3 (29) 

Vm
l/JgD = -(1/3737^) Lo4(ya/D)x2snaocnaodna0[-l + x2 

+2(2-x2)e-3e2} (30) 

UJ'/fgD = (2/l5)U3{\-3(yo/D)2}{2~3x2 + x4 + 2(-). + x2-~xi)e} (31) 

Vn"l-/gD=0 (32) 

UnmIJJD = (l/2){-l + x2+2(2-x2)e-3e2}Lo2+[(l/60){-66 

+ 109x2-43x4+(421-461x2 + 86x4)e+5(-146+79x2)e2+375e3} 

+(l/3){-l + ^+2(2-*2)e-3e2}x2sn2ao 

+(2/5)(W£)2{-2+3x2-x4+2(l-x2+x4)e}]Lo3 (33) 

Vmm/JgD = ~(3/2y3TDLo4(W£)x2snaocngodnao{-l+x2 

+2(2-*2)e-3e2} (34) 

When the initial conditions such as x=x0 and z=z0 at t=0 
are used, mass transport velocities based on the third 
order solutions of cnoidal waves using the first and 
third definitions depend on the initial horizontal posi- 
tion of a water particle, as denoted by underline.  This 
may be due to the deficiency of the successive approxima- 
tion method as in the case of Stokes wave theory.  Thus, 
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XQ   is set to zero. 

Fig. 4 illustrates the trajectory of a water particle 
and vertical distribution of mass transport velocity 
based on cnoidal wave theories using three definitions. 
None of the theories describe closed orbits, and all of 
them result in mass transport velocity distribution. 

Wave energy 1? and energy flux T nondimensionalized by 
those of the small amplitude wave theory are shown in 
Fig. 5.  Increase of T/gTTJ and decrease of D/H, that is 
to say, increase of wave nonlinearity, give rise to con- 
sistent and favorable reduction of dimensionless integral 
properties. 

Fig. 4 Trajectory of a water particle and vertical dis- 
tribution of mass transport velocity. 

2 D/H 4      6   8 10 2 D/H 4     6   8 10 

Fig. 5 Relation between integral properties and wave 
parameters. 
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4. Limiting Range for Applicability 

A limiting range for the application of cnoidal wave 
theory with a single expansion parameter is investigated 
by comparing wave characteristics and integral properties 
of cnoidal waves with those of Fenton's Fourier approxi- 
mation theory, because the Fourier approximation theory 
gives the almost exact solution to water wave problem on 
a uniform depth. 

Fig. 6 shows two examples of the comparison for ver- 
tical distribution of maximum horizontal water particle 
velocity and dimensionless energy flux, which shows that 
decrease of D/H and T/g7T3 gives rise to greater discre- 
pancy between both theoretical results. 
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-0.5 

F-I5-I- 
D/H-/ 5 

3 

,2 // // ,--''l.25 
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0\ /// 
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0   0.2     0.4     0.6     0.8       I 
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0.2 

I 2 o/H 4     6 8 

Fig. 6 Comparison between vertical distribution of 
maximum horizontal water particle velocity and 
dimensionless energy flux by cnoidal wave theory 
and those by Fourier approximation theory. 

Fig. 7 illustrates a limiting range of wave param- 
eters for the application of cnoidal wave theory, in 
which errors for wave celerity, horizontal water particle 
velocity and integral properties of cnoidal wave theory 
are less than 0.5 X,   5 %  and 5 % respectively. In the 
figures, notations UQ, U5 and u^, are the maximum horizon- 
tal water particle velocities at the still water level, 
middle point between still water level and bottom, and 
bottom, E^ and Ep the kinetic and potential energies, S^i 
and S22 the principal components of radiation stress and 
u)-,^ is the time mean of squared horizontal water particle 
velocity at the bottom.  The range for individual wave 
characteristics and for integral property are different 
from each other.  But roughly speaking, a limiting range 
of H/D for the third order solution is around 2. 
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Fig. 7 Limiting- range for application of the third order 
solution of cnoidal wave theory. 

5. Conclusions 

The main results are summarized as follows; 

1) The interrelation among all of the existing cnoidal 
wave theories with the third order approximation is 
analytically established, in which case they can be 
derived from the Chappelear solution expressed with 
two expansion parameters by identifying the defini- 
tion for wave celerity to be used in the theory and 
changing the expansion parameters in the expressions 
of wave characteristics and integral properties. 

2) Based on the numerical computation of the wave charac- 
teristics and integral properties and the comparison 
with the experiments, use of the cnoidal wave theory 
expressed with a single parameter LQ was recommended 
from a practical viewpoint. 

3) The figures describing a limiting range of wave pa- 
rameters for the application of the cnoidal wave theo- 
ry expressed with a single expansion parameter are 
provided by comparing wave characteristics and inte- 
gral properties of the theory with those of the 
Fourier approximation theory. 
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CHAPTER 56 

FREAK WAVES IN UNIDIRECTIONAL WAVE TRAINS AND 
THEIR PROPERTIES 

Takashi YASUDA* , Nobuhito MORI** and Kazunori ITO* 

ABSTRACT 

This study aims to make clear the cause and occurrence condition of two- 
dimensional(2-D) freak waves by solving the hydrodynamic equations of 2-D ir- 
rotational flow for nonlinear waves with various spectra corresponding to swell 
from wind waves and describing the long-time evolution. As a result, it is shown 
that the third order resonant interaction causes the 2-D freak waves of which 
surface profiles are very similar with those observed in nature and multiplies the 
occurrence probability with the decreasing of the spectral bandwith in deep wa- 
ter. Conversely, the feature of the freak waves —single and outstanding wave 
height— gets prominent with the broadening of the spectral bandwith. 

INTRODUCTION 

In recent years there has been a growing interest in single extreme waves 
referred as freak waves. Freak waves are individual high waves having severely 
damaging potential and are defined as waves with larger heights than two times 
of significant wave heights. There is no doubt on the occurrence of freak waves in 
nature because many reports are presented on their damages on offshore platforms 
at deck level and so on. However, the cause and properties of freak waves are 
still not so clear, although the state of the research on freak waves is already 
summarized at NATO Advanced Research Workshop in 1989[Peregrine,1990] and 
some explanations are suggested as their possible cause. 

Laboratory measurement(Stansberg,f990) showed that a freak wave can 
be generated in a 2-D wave flume. This is an fairly strong evidence showing 
that some freak waves can actually occur in a unidirectional wave train without 
the effects of directional contents, wave focusing and currents. However, so def- 
inite explanation has not yet been suggested for its occurrence.   In the case of 
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a quasi-monochromatic wave, Dold & Peregrine(1986) solved the fully nonlinear 
hydrodynamic equations for 2-D irrotational waves by using a boundary integral 
method and showed that a unidirectional wave train as gentle as fca=0.10 under- 
goes a considerable modulation in its envelope and develops into breaking due 
to the nonlinear modulation. Their result suggests that the modulation due to 
resonant interaction might generate a freak wave in the 2-D domain. However, 
even if freak waves in nature could be treated approximately as long crested(2-D) 
waves, it remains unchanged that they must be treated as random waves having 
considerably broad spectral bandwidth. We hence are required to answer the 
question whether or not the resonant interaction can actually generate such freak 
waves as observed in nature in the 2-D wave trains having the broad band specra 
similar with those in field. 

In this study, we focus our interest on 2-D freak waves and make clear their 
cause and occurrence condition. For that purpose, we solve the hydrodynamic 
equations of 2-D incompressible and inviscid fluid for the waves having various 
spectra from swell to wind waves and perform intensive numerical simulations 
describing their long-time evolution. On the basis of the simulated results, we 
investigate relationships between their initial conditions and the time evolution 
and give an answer to the question whether or not 2-D freak waves can actually 
occur in random wave trains with arbitrary spectra. Furthermore, we make clear 
their cause and occurrence condition. 

COMPUTATIONAL METHOD 

2-D vertical domain is assigned to be the usual spatial coordinates(x, «);the 
origin is located at the mean water level, x the horizontal coordinate and z the 
vertically upward one. Boundary conditions at the free surface of the irrotational 
flow are rewritten into the evolution equations with regard to the free surface 
profile T](x,t) and the surface velocity potential <j>s(x,t) at z = r/; 

Vt + <l>sx-rix-(l+Vx-rix)<i>z = 0\z=v, (1) 

&+9V + U%< - ^(1 + WM = 0 U, (2) 

where the subscripts denote the partial differentiations with regard to t and x, 
<pz the vertical gradient of the velocity potentiaki(a:,z,i), t the time and g the 
acceleration due to gravity. 

It is very difficult to solve eqs.(l) and (2) into the so-called Zakharov 
equation on the wavenumber space for waves having both the nonlinearity higher 
than the 3rd order and the arbitrary spectral bandwidth as far as based on the 
ability of present computer, although it was carried out for quasi-monochromatic 
waves by Yuen & Lake(1982). Hence, following Dommermuth & Yue(1987), we 
solve eqs.(l) and (2) on the phusical space. Considering the nonlinear correction 
to (f>z up to the Mth order in the wave field composed of J-Fourier modes, we 



FREAK WAVES 753 

formulate <j>z so as to satisfy the Laplace equation, V2</> = 0, and the boundary 
condition on the flat bottom at z=—h, <j>z=0\z=-h] 

M   M-m     k    J fjk+1 

.(*.*') = EE ^ E^W^ifcM), (3) 
m=l   k=0   *• j'=l 

cosh[&j(z -f h)\ 

cosh(fcjfe) 
y,^,,) = "^'T"^ exp(zV), (4) 

(m). 
where k denotes the wave number, h the mean water depth, <f>j(t) is derived by 
solving the following equations in order. 

m-l nk   ak 

*(m)(M,0 = -£^^(m"*)(a:»M)   (m = 2,3,---,M).        (5) 

In this method, an approximation is made on the expression of <j>z alone 
and eqs.(l) and (2) are solved directly in the physical space by using the pseudo- 
spectral method. While the spatial derivations of 4> \ <t>s and rj are evaluated in 
the spectral space, the nonlinear products are calculated in the physical space. 
The time evolution of r] and <f>s is made in the physical space by integrating 
eqs.(l) and (2) with the fourth-order Runge-Kutta-Gill method. An optimum 
FFT scheme for the vector operation in a super computer is used to delete the 
alising error generated in the computaion of the nonlinear terms and accomplish 
the fast computation. 

VALIDITY OF THE COMPUTATION 

The accuracy and convergence of the computational model are tested by 
giving the exact Stokes waves as initial waves. The first check of the accuracy 
is provided by examining the maximum difference of the surface wave profile 
£i = \k{i]n(x,t)-rie(x,t)}\max between the numerical solution r\n and the exact so- 
lution r]e during the propagation process from i/T=0 to 100. Here, T is the wave 
period. Further, the accuracy and convergence of the numerical solutions are 
tested by defining the error to the conservation law of the total energy E(t) as 
£2=|1 — E{t)lE(Q)\ and examining its time evolution. 

Table 1 indicates the maximum values of e\ and £2 for the shallow water 
waves with ka=0.l7 and kh=l and for the deep water waves with ka=0.2 and 
0.3 when the numerical computations are made under the condition of the values 
of M=3 and 4 and J=8 and 16. Here, a is the wave amplitude. Figure 1 
describes the time evolution of £2 for each numerical solution shown in Table 1. 
Both the error criteria, S\ and £2, indicate finite values because the values of M 
and J employed here are not large enough for the numerical solutions to agree 
completely with the exact solution. However, the values of ex are still considerably 
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small after the long time evolution of t/T=100. Further, although the values of 
e2 grow with oscillation, their envelopes are almost constant independly of the 
values of kh, ka, M and J and their amplitudes are sufficently small. We can 
hence expect the sufficient accuracy and convergency for the obtained numerical 
solutions if solving eqs.(l) and (2) by the aforementioned method. 

Table 1. Accuracy of the numerical solutions for the exact Stokes waves 

ka kh M J eiXlO3 e2xl03 

0.17 1 3 8 0.43 1.33 
0.17 1 4 8 0.37 0.85 
0.20 oo 3 8 0.42 0.72 
0.20 oo 3 16 0.42 0.72 
0.20 oo 4 8 0.42 0.70 
0.30 oo 3 8 3.05 5.75 

0) 

ka-0.17,kh-l.O0.N-16,M-3 
ka-0.IT,kh 
ka-0.20,kh- 
ka=0.20,kh= 
ka-0.30,kh- 

. 00, N- 1 6,'M = 
°°    , N-l 6, M- 
00    , N=l 6,M = 
00    ,N-16,M- 

t/Tp 
Figure 1. Time histories of the error criterion £2 

NUMERICAL SIMULATIONS 

Initial surface profiles rj(x, 0) is given by 

r/{x,0) = J2 \/2S(kn)(2ir/L0) sin(knx + e„) (6) 

where L0 is the total length of the simulated wave train, kn the wave num- 
ber of the n-th Fourier mode, en the phase constant of the Fourier mode given 
by a set of independent uniform random numbers uniformly distributed in the 
interval(0,27r) radians and S(kn) the desired wavenumber discrete spectrum into 
which the following Wallops continuous spectrum S(f) is transformed through 
the linear dispersion relation. 
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(a) m = 15 

^^4^^^ ff^k^\^^j^Hk% 

Mftl^vWVv\fy\^ 

kpx 2TT 

(b) TO = 30 
Figure 2.   Spatial surface profiles of a simlulated wave train 

at t/Tp=0, 30 and 60 (Ap/i=3.0,fcpa=0.17). 

S(f) = a#1/3
2 /I4-) (///„)-4 exp [-0.25m (///„)' 

where a is a constant satisfying the relation, 

H1/3 = 4.004 
J"    /"CO 

. o 

(7) 

(8) 

/p the spectral peak frequency, iJi/3 the significant wave height and m the spectral 
bandwidth parameter. The value of m=5 generally gives the spectrum of wind 
waves and those of m > 10 swell spectra. Initial surface potential <f>s(x, 0) is given 
here by the linear transformation of its conjugate r/(x,0). 

The numerical computations are made in the periodic space having the. 
length of L0 = 64Lp on the x coordinate; the subscript p denotes the quantity 
of the spectral peak mode. The values of M and J are fixed to 3 and 256, 
respectively. The time interval of the stepping is Tp/100. The simulations are 
performed with the accuracy of the energy error criterion e2 of which value is 
always less than 0.05, under the inital statistics comprised of kph=1.04, 1.36, 
1.72, 2.35 and 3.0, kpa=0A7, m=5, 10, 15 and 30. The accuracy is accomplished 
without any consideration except for de-aliasing.   This fact convinces us that 



756 COASTAL ENGINEERING 1992 

any breaking event does not occur during the propagation process because the 
breaking triggers the floating overflow error of the numerical solution. 

Figure 2 shows the computed surface elevations for the waves with the 
initial statistics of kph=3.0, kpa=0.17 and ra=15, 30. The free surface elevations 
at t/Tp=20 and 60 are considerably modulated in comparison with their initial 
ones and accompany single high waves characterized as freak waves because they 
are not part of a smooth wave group pattern and the crest heights clearly exceed 
those of their neighbours. 

NONLINEAR EFFECTS ON 2-D FREAK WAVES 

Surface profiles of 2-D freak waves 

Figure 3 shows the temporal surface elevation of the typical freak wave 
observed in the North sea(Sande£ aL,1990). The wave profile definitely demon- 
strates the feature of a typical freak wave that is single —not part of smooth wave 
group pattern— and has remarkable horizontal asymmetry and the crest height 
clearly exceeding that of its neighbours. 

Figure 4 indicates the spatial surface profiles of 2-D freak waves occurring 
in the simulated wave trains. The simulated wave profiles are easily found to be 
very similar with the observed wave profile shown in Fig.3, although there is a 
definite difference that the formers are spatial profiles in 2-D domain while the 
latter is temporal one in 3-D field. On the other hand, the wave profile of a linear 
freak wave shown in Fig.5 for comparison is mild and horizontally symmetric. 
We thereby notice that it is greatly differs from those shown in Figs.3 and 4 and 
very little possesses the aforementioned feature of the freak waves. This states 
that a linear combination of the Fourier modes cannot be probably the cause 
of the freak waves hitherto observed in nature even if it can generate the wave 
grouping containing a high wave of which height exceeds two times of Hi/3. On 
the contrary, the wave profiles shown in Fig.4 are very similar with that observed 
in nature(Fig.3) as mentioned. We could therefore say from the viewpoint of 
the similarity of both the wave profiles that freak waves can be generated by the 
3rd order nonlinear interation(resonant interaction) independently of the spectral 
bandwidth, that is, the 3rd order resonant interaction can be one of the causes 
of freak waves in nature. We should further notice that even if the occurrence 
of the freak waves might obey the Rayleigh distribution, which is based on the 
strict assumption of a narrow banded Gaussian process, the freak waves having 
the afrementioned feature —single and outstanding— never occurs from narrow 
banded linear wave trains. 

Figure 6 describes the time evolution of the freak wave during the propa- 
gation process from its appearing to disappearing. Its appearing and disapearing 
times are denoted with the open arrows. The freak wave is not so unstable as 
it instantaneously appears and disappears, but so stable as it keeps the profile 
during about one period at least. 
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Figure 3.   Temporal surface elevation of the freak wave observed 
in the North sea[Sand ef a/., 1990]. 
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(c) m = 30 
Figure 4.   Spatial surface profiles of the freak waves occurring in the 

simulated 2-D nonlinear wave trains(A)p/i=3.0,A:pa=0.17). 



758 COASTAL ENGINEERING 1992 

250 300 350 

kpx 

Figure 5.   Spatial surface profile of a linear freak wave which occurs 
in a 2-D linear wave train(fepfe=3.0,fcpo=0.17,m=15). 

-o 
R^    5.0 

S* 
4.0-1 
0.01 

10.0 

(a) Type A (b) Type B 
Figure 6.   Propagation process of the 2-D freak wave from its appear- 

ing to disappearing(fep/»=3.0, fcpo=0.17, m — 30). 

Nonlinear effects causing freak waves 

Figure 7 shows the time histories of the ratio Hmax/Hi/3 of the maximum 
wave height Hmax to H1/3 and Gi?(Groupiness Factor) of the spatial surface pro- 
files of the evolving simulated waves. For comparison, the results of linear waves 
and the 2nd order nonlinear waves are also shown. The 2nd order nonlinear wave 
solutin is derived by solving not eqs.(l) and (2) but the original hydrodynamic 
equations in which the nonlinear terms more than the 3rd order are deleated. The 
3rd order resonant interaction is not therefore taken into account in the 2nd order 
solution. It is found that nonlinear effects of the 2nd order are almost negligible 
on the values of Hmax./Hi/3 and GF, although it is well-known that they affects 
on the skewness of the free surface profiles. On the other hand, nonlinear effects 
of the 3rd order on those values are remarkable and grow with the narrowing of 
the spectral bandwidth.   The time evolution of Hmax/Hi/3 corresponds well to 
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that of GF in the nonlinear(M=3) wave train. We could hence say that the 3rd 
order resonant interaction strongly modulates the envelope of the wave train so 
that it multiplies the values of GF and Hmax and further causes the freak waves. 

Figure 8 shows the amplitude modulation of the peak and its side-band 
Fourier modes of the nonlinear waves(M=3) shown in Fig.7. The time evolution 
of the amplitude modulation of the side-band modes clearly corresponds to both 
the time histories of Hmax/Hi/3 and GF. It should be noticed that the value of 
HmaxlHi/3 exceeds 2 and the individual wave with Hmax becomes a freak wave 
at the time when the side-band modes become dominant to the spectral peak 
mode independently of the spectral bandwidth(m=15 and 30) and that these 
occur. This result demonstrates that the 2-D freak waves are generated by the 
side-band instability due to the resonant interaction. 

2. 6 

2.0 

^1.4 
1 . 5 

kn   1   . 0 

0. 5 

Nonl i near!U-3 ) 

20 40 

(a) TO = 15 

60      ,/rp      80 
l/ip 

2.6 

2.0 

tC!   1.4 
1 . 5 

Et, 1 . 0 
CD 

0.5 

Nonl ineari M-3 1 
Nonl Ineari 2nd   ordar ) 
Linear 

X'WA. 
J . L 

20 40 60 t/Tp   
80 

(b) m = 30 
Figure 7.   Time histories of Hmax/Hi/3 and GF for the evolving nonlinear wave 

trains(M=3 and the 2nd order) and the linear one(fcp/j=3.0,A;pa=0.17). 
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(1 - kpa)kr 

(1 + kra)k„ 

0 20 40 
(a) m = 15 

60 80 
t/Tp 

<io 

0.00 
60  t/T, 8° 

(b) m = 30 
Figure 8.   Time evolution of the modal energy S(k) of the spectral peak mode(fcp) 

and its both side-band modes(kp±kpal/3) of the nonlinear waves(M=3) 
corresponding to the case reported in F\g.7{kph—3.0,kpa=0.17). 

Nonlinear effects on the occurrence probability 

Figure 9 compares the frequency distribution of Hmax/Hi/3 obtained from 
the spatial surface profiles at every time step of At/Tp=l of the simulated waves 
during the propagation process from t/Tp=0 to </Tp=75 with the following dis- 
tribution p{Hmax/Hx/3) derived from the Rayleigh distribution, 

p(xmax) = 2.832o;mo^exp(-f), (9) 

where xmax=Hmax/Hi/3, £=N exp (—1.416a;^aa.). Nmin and Nmax in the Fig.9 
denote the minimum value and the maximum one of the number of the zero- 
down crossing waves contained in the simulated waves during the propagation 
process. The frequency in the 2nd order nonlinear waves is not so influneced by 
the spectral bandwidth and is presumed to be almost same with that in linear 
waves bacause the 2nd order nonlinear interaction very little influences on the 
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SAMPLE   DIST 

(a) m = 5 

(b) m = 15 

wave height as mentioned above. The 
difference between both the frequenices 
(2nd and M=3) thereby indicates the in- 
fluence of the 3rd order resonant inter- 
action on the frequency. It could hence 
be found from the difference that the in- 
fluence of the resonant interaction is al- 
most negligible in the case of ra=5 but 
becomes non-ignorable over the region of 
ra > 15. We could thus say that the ef- 
fects of the resonant interaction become 
pronounced and the occurrence proba- 
bility of the freak waves accordingly in- 
creases as the spectral bandwidth be- 
comes narrower. 

Further, in order to investi- 
gate the influence of the number N 
of the zero-crossing waves on the ex- 
ceedance probability JJ, that the value 
of Hmax/Hi/3 is exceeds 2, that is, 
the occurrence probability of the 2-D 
freak waves, we compare the value of 
fj, obtained from the simulated wave 
train(M=3) with that given by 

H = l -exp(-./V/3041), (10) 

-LA 

Fig.9. 

which is derived under the assumption 
that N-v/a,ve heights obey the Rayleigh 
distribution. The result is shown in 
Fig.10 for the waves with the number 
N of the zero-down crossing waves con- 
tained in the initial waves, 70, 150 and 
500, respectively. The value of p, in a 
linear wave train shown for comparison 
corresponds well to the solid line given 
by eq.(10) and the difference between 
both the results could be regarded to be 
within the region of statistical variation. 

On the contrary, the value of fi in the nonlinear wave train largely exceeds that 
given by eq.(10) independently of the number of N. This suggests that the 
resonant interaction increases the occurrence probability of the 2-D freak waves 
10 times(JV=70) from 5 times(7V=500) of that given by eq.(10). 

(c) TO = 30 

Effects of the nonlinear inter- 
action and spectral bandwidth 
on the frequency distribution of 
Hmax/Hi/3 
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Figure 11 shows the relation between the frequency that the value of 
Hmax/Hi/3 of the simulated waves(M=3) exceed 2 during their propagation pro- 
cess and the value of GF averaged over the propagation process, <GF>. Symbols 
drawn with thick line indicate the values of the waves of which initial bandwidth 
parameter m equals to 30, those drawn with median line indicate the values with 
the initial statistics of m=15 and those drawn with thin line denote the values 
with ra=5. The mean number <N> of the zero-down crossing waves in this case 
is about 80~100, so that if those wave heights obey the Rayleigh distribution, 
the theoretical value of p(Hmax/Hi/3>2) is about 0.026. 

1  1 1—i  t i i i 11 1 i—i   i i i 11 j    r T 1—TTTTT 

;I3 •  Rayleigh distribution 
'Jo o     Nonlinear(M=3) /                - 
JO o *     Linear »-. O                           / 

PH   „ 
«u 0.5 / _ 
u 
c . 
C8 o                      / 
<D o                  *    / — 
<0 o 
X j-^ - 
m 

n _. —fa.«.j-_i_ i, iTrgnrT-j—i—1..J-11111 1— -1 1—L-L..LJ-J- 

To1 W- io3 io4 

The number of waves 

Figure 10.   Influence of the number N of the zero-down crossing waves on the ex- 
ceedance probability ^(H/H1/z>2)   [kPh = 3.0,kpa = 0.17,m = 30] 
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Figure 11.   Relation of the occurrence probability of the 2-D freak wave during the 

propagation process and the averaged value of GF over the process. 
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Table 2   Relations  of the  initial  statistics  to the frequencies(%)  of 
Hmax/H1/3>2, K>2 and x>0-65. 

m 
fCpil 

3.0 1.72 1.04 
Hmax/Hx/3 > 2 6.6 (1.3) 2.6(9.2) 0.0 (0.0) 

5 K> 2 23.7(14.5) 5.2(7.9) 18.4(19.7) 
X> 0.65 19.7 (1.3) 11.8(5.3) 5.2 (1.3) 

2.6 (0.0) 0.0(0.0) 0.0 (0.0) 
HrnaxlHi/3 > 2 22.3 (5.2) 1.3(0.0) 0.0 (1.3) 

15 K>  2 34.2 (0.0) 19.7(7.9) 2.6 (0.0) 
X> 0.65 14.5 (0.0) 17.1(1.3) 7.8 (0.0) 

1.3 (0.0) 0.0(0.0) 0.0 (0.0) 
HmaxlHi/3 >  2 23.7 (0.0) 2.6(0.0) 0.0 (0.0) 

30. K>  2 19.7 (0.0) 6.6(0.0) 0.0 (0.0) 
X> 0.65 13.2 (0.0) 9.2(0.0) 7.9 (0.0) 

0.0 (0.0) 0.0(0.0) 0.0 (0.0) 

Although the value of p(Hmax/Hi/3 >2), that is, the occurrence probability of the 
freak wave is independent of the value <GF> in the waves with the value of kph 
less than 1.72, the occurrence probability is multiplied with the increasing of the 
value of <GF> in the waves with the value of kph over 2.35. 

Following Klinting & Sand(1987), we calculate the frequencies that the 
ratio K,(=Hi+x/Hi) of the wave height to its neighbour exceeds 2 and that the 
ratio x{=1lmaxlHmax) of the crest height nmax to the maximum wave height Hmax 

exceeds 0.65, in addition to the frequency of HmaxlH\/3 >2 and show the val- 
ues of these frequencies to each initial statistics in Table 2. The numerical val- 
ues on the fourth line the case of kph=3.0 within the frame corresponding to 
each wave indicate the frequency satisfying simultaneously these three conditions, 
HmaxlH\/3, >2, /c>2 and %>0.65. The figures in parentheses indicate the values 
in linear waves with the same inital statistics. The frequency of Hmax/Hi/3 > 
2 increases as the spectral bandwidth gets to narrower. On the contrary, the 
conditions characterizing the freak waves, that is, the frequencies of K >2 and 
X >0.65 increase large as the spectral bandwidth gets to narrower. We could 
hence say that the 2-D freak waves incline to occur in deep water because their 
cause —resonant interaction— is strengthened to the maximum extent in deep 
water. Furthermore, it should be noted that although the occurrence probability 
itself of freak waves defined by Hmax/Hi/3 > 2 increase with the decreasing of the 
spectral bandwidth, the occurrence probability of the typical freak waves possess- 
ing the feature —single and the crest height clearly exceed those of its neighbour— 
with the increasing of the spectral bandwidth and becomes maximum under the 
broad band spectra corresponding to wind waves. 
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CONCLUSIONS 

The following major conclusions may be drawn from this study 
i) The 3rd order resonant interaction causes single extreme high waves typically 

characterized as freak waves in unidirectional wave trains with various spectra 
corresponding to wind waves from swell. On the other hand, the surface profile 
of a linear freak wave caused by a linear combination of the Fourier modes is 
mild and horizontally symmetric and is very different from those observed in 
nature. Since the resonant interaction is thus essential to cause the 2-D freak 
waves, its effects on the occurrence probability of the 2-D freak waves should 
be taken into account, 

ii) The resonant interaction multiplies the occurrence probability of the 2-D freak 
waves and its effects become pronounced as the water depth gets deeper and 
the spectral bandwidth gets narrower. However, the feature of the surface 
profile characterizing freak waves —single, remarkably horizontal asymmetric 
and extreme high waves— gets prominent with the broadening of the spectral 
bandwidth, that is, the feature is strengthened to the maximum extent under 
wind wave spectra in deep water. 
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CHAPTER 57 

A Method for Estimating Reflection Coefficient 
in Short-Crested Random Seas 

Hiromune Yokoki1 

Masahiko Isobe2 

Akira Watanabe2 

Abstract 

A method for estimating the reflection coefficient is developed for practical 

uses. In the method, a parametric expression of directional spectra is adopted 

and the parameters in it are estimated by the maximum likelihood method. The 

validity of the method is verified by applying it to simulated data. The method 

is also applied to field data, obtained at Oarai Port, Japan. 

1     Introduction 

The randomness of sea waves has recently become accounted for in the design 

of coastal and ocean structures. Directional spectra have often been used to 

describe multi-directional random sea waves. However, to evaluate the reflection 

coefficient of structures, a theory for uni-directional random waves has usually 

been applied with a slight modification. This is because a theory for multi- 

directional random waves has not yet been established for practical uses. 

The purpose of this paper is to derive a method to estimate the reflection 

coefficient of structures for multi-directional random waves and to examine its 

validity by applying it to simulated and field data. 

In various methods to estimate the directional spectrum, the maximum like- 

lihood method (MLM) is the one which has a high resolution spectrum (Capon, 

'Research Associate, Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo, 113 Japan 
2Professor, ditto 
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Table 1: Definitions of variables in Eq. (1) 

A{k,a) Amplitude (Eq. 1), 

A(dk, da) Complex amplitude (Eq. 2) 

k Wave number vector of incident waves 

kr Wave number vector of reflected waves 

a Angular frequency 

e Phase 

1969). Isobe and Kondo (1984) proposed the modified maximum likelihood 

method (MMLM) to estimate the directional spectrum in a combined incident 

and reflected waves field, taking into account the fact that there is no phase differ- 

ence between the incident and reflected waves at the reflective wall. Recently for 

practical purposes, Isobe (1990) proposed a method to estimate the directional 

spectrum of a standard form in which the spectrum is expressed in terms of a 

few parameters. In this study, this method is modified to estimate the directional 

spectrum and reflection coefficient in an incident and reflected wave field. 

2    Theory 

2.1    Parametric expression of directional spectrum and cross-power 

spectrum 

In a monochromatic wave field which consists of incident and reflected waves, 

the water surface fluctuation, r)(x,t), at the position, x, are represented by 

Eq. (1): 

•q(x, t) = A(k, a) {cos(fca; — at + e) + r cos(krx — at + e)} (1) 

The definitions of the variables in the above equation are given in Table 1. We 

integrate Eq. (1) with respect to fc and a, and get the expression of rj(x,t) for 

multi-directional random waves as Eq. (2): 

ri(x,t) =/      /  A(dk,da) {exp [i(fcx — at + e)] + r exp [i(fcrx — at + e)]}   (2) 
J-oo Jk 

where complex variables are introduced to represent the amplitude and phase. 

From Eq. (2), the directional spectrum ( wavenumber-frequency spectrum ), 

S(k,a), is defined as Eq. (3): 

S(k, a)dkda =< A*{dk, da)A(dk, da) > (3) 
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Figure 1: Definitions of variables 

where < > represents the ensemble average and A* the complex conjugate of A. 

Then, the cross-power spectrum, ^mn(o"), can be defined by Eq. (4) (Horikawa, 

1988, Isobe and Kondo, 1984): 

$mnO)   =    I   S(k,a){exp(ikxm) + rexp(ikxmr)} 

x {exp(—ikxn) + r exp(—ikxnr)} dk (4) 

in which the variables are defined in Fig. 1. 

In the present study, the directional spectrum, S(k,cr), is assumed to be 

expressed by using the directional spreading function proposed by Mitsuyasu et 

al. (1975). Then, S{k,a) is expressed by Eq. (5): 

n /i   1 2s 

S(fe,<r) = />(/)- 
r%s + i) 

(5) % r(2s + i) 

where P(f) is the frequency spectrum or the power spectrum, s the degree of 

directional concentration, 90 the peak wave direction and F the Gamma function. 

We rewrite Eq. (4) by using the transformation of variables as follows. The 

definitions of variables are indicated in Fig. 1 as before. 

fc = (k cos 6, k sin 6) 

xm — xn — (R cos &, R sin &) (= Xi) 

xmr — xnr = (7?cos(7r — 0), Rsm(Tr — &)) (= X2) 

xmr — xn = (RT cos<9r, Rr sin<9r) (= X3) 

xm — xnr — (Rr cos(7r — 6>r), Rr sin(7r — Gr)) (= Xi) 
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Table 2: Directional spectrum parameters 

r 

P(f) 

Degree of directional concentration 

Peak wave direction 

Reflection coefficient 

Frequency or power spectrum 

Ratio of the noise component to the power 

Substituting Eq. (5) into Eq. (6) and using the above variables, Then we get the 

expression of the cross-power spectrum, <Pmn(a): 

#m»(<0 = P(f) 
22»-i jr2(s+i) 

Jk IT      r(2S + l) Jk 

x jexp(ifcXi) + r2 exp(ifc-X2) + r exp(ikX 3) + r exp(ikX4)\ dk     (6) 

To rewrite Eq. (6) in a simpler form, we define a new function Fj as follows: 

Fj{k,8,0o,Rj,ej) 

22s-1r2(s + i) 
•K r(2s + 

-r /    exp [ikRj cos(8 ~ 0,)] 
1 )   J~7T 

de (7) 

By using the above definition, Eq. (6) can be written as Eq. (8): 

$mn{o) = 
+r2F2(k,s,e0,   R,TT-0      ) 

+rF3(k,s,e0,   Rr,Gr ) 

+rFi(k,s,90,   Rr,Tr — 0r   ) 

xP(f) (8) 

Here the noise component of the power spectrum is assumed to be eP(f), e being 

the ratio of the noise component to the power. Finally we get the expression of 

the cross-power spectrum in terms of the five parameters which are summarized 

in Table 2 and called the directional spectrum parameters in this paper: 

» 

Fx{k,s,60, R,0 ) 

+r2F2(k,s,e0, R,n-0 ) 

+rF3(k,s,e0, RT,0r ) 

+rF4(fc,s,e0, Rr,ir-0r ) 

x P(f) + SmneP(f)        (9) 

The integral on the right-hand side of Eq. (7) can be expressed by using the 

integral expression of the Bessel function of the first kind (e.g. Abramowitz and 
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Stegun, 1972): 

OO 

Fj = aohlkRj) + 2 Y, {{i)naJn{kR3) cosn(e0 - Bj)} (10) 
n=l 

where J„ is the Bessel function of the first kind and an is defined as Eq. (11): 

(ID an   =   (l-^)x(l-^)x-..x(l-^) 

In the present study, we use Eqs. (10) and (11) to calculate Fj. 

2.2     Definition of likelihood 

The maximum likelihood method is used to get the most probable values of the 

directional spectrum parameters. The likelihood, L, is defined as Isobe (1990): 

L(AW; 0)   =   {p(A^) x p(A®) x • • • x p(AW)} 
I/J 

1 

(27rAO«|$| 

/MM \ 

«P   -£I>•*•» (I2) 

where p(A^) is a joint probability density function of the Fourier coefficients of 

the time series data, Af the frequency interval, and \<P\ the determinant of the 

matrix, <Pmn. The quantity $>nm which is represented by Eq. (13) corresponds to 

the periodogram with a rectangular filter and can therefore be called the power 

spectrum (n = m) or the cross spectrum (n ^ m) in the spectral analysis. 

*nm = ^jp^ (13) 

where  denotes the complex conjugate. 

2.3    The most probable values of the parameters 

In this Section, we show the procedure to estimate the directional spectrum 

parameters including the reflection coefficient by using the likelihood defined 

above. 

The maximum likelihood method implies that the most probable values of A; 

are the solutions of the algebraic equation 
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From Eq. (12), Eq. (15) is obtained. 

dL d 

d$k,        d$, ki 

i /MM 

I /   M M 

(2*Af)*\*\>exp \~ £ £ *•*•j d$ 
m 

+ {2-KAf) 

I /MM 

d$Z 

m—1n—1 ^ 
M     M 

-(^)+-(-|,|SfM    «* m—1n=l 

Also, the following relations are obtained from the theorem of the matrices 

d\0\ 
= m$7k (is) 

= -^»*^ (17) 
Vfkl 

By using Eqs. (16) and (17), Eq. (15) is rewritten as follows: 

dL ' M   M {MM -I 

m~i n—i ) d$kl 

Substituting Eq. (18) into Eq. (14) and considering that L =fi 0, we obtain 

M    M   ( MM 1    o^ 

(18) 

M    M   l MM 

EE -#» + E E*i»wi 
fc=l (=1  l m=i n=i ^^=0 ^ 

The directional spectrum parameters, A;, which satisfy Eq. (19) for all i ( i = 

1 ~ 5 ) are the most probable values. Then the directional spectrum parameters, 

including the reflection coefficient, are estimated. 

The solutions, A;, of Eq. (19) are obtained numerically by using the Newton- 

Raphson method. The left-hand side of Eq. (19) is first defined as a function of 

the directional spectrum parameters: 

M    M    ( MM 1    a(K 

mk ( s^r (20) 
•kl 

M    M    ( MM 

/A-) = EE -** + E E*«»*»m^ 
fc=l /=]   V m=% 71=1 

In the Newton-Raphson method, the value of A;        at the (j-fl)-th iteration of 

the calcu 

equation 

the calculation is expressed in terms of the previous values, Xf , in the following 

Ap) = A(i)_    ±\§-Vfl, (21) 
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Table 3: Values of the directional spectrum parameters 

771 

s 14.0 

00 3.054 radian 

r 0.4 

P(f) 0.1 m3/Hz 

e 0.1 

where dfi/d.Xi* is expressed by Eq. (22): 

Qf M   M   t MM 

d$m> d$ki 
M    M    M   M 

2—>   2-*1  2-J 2-J     Q\ fi\ . 
k'=\ ('=1 fc=l 1=1  u^   UAt 

MM 
$7,1 T y $7,x<i>   $~\ 

m=i n=i 
M     M 

+ $7,} T  T ^r1^    &~\, 
m=in—i 

(22) 

3    Application 

3.1 Application to simulated data 

To verify the validity of the present method, we first created a set of #mn(ff) 

by Eqs. (9) and (10) for directional spectrum parameters given in Table 3. Then, 

the directional spectrum parameters, A;, were estimated by the' present method. 

However, since a converged solution of Eq. (19) could not obtained for any 

set of initial values used, solutions were determined for various fixed values of r 

and e. 

Table 4 shows the results of the computations. It is seen that the likelihood, 

L, is maximum when e = 0.1, r = 0.4, s = 13.3 and 60 = 3.1, which agrees 

closely with the given values. Hence, the directional spectrum parameters were 

estimated adequately by the present method. 

3.2 Application to field data 

From November 7 to December 2, 1990, a field experiment was conducted 

at Oarai port in Ibaraki prefecture, Japan (Fig. 2). Four measuring points are 

arranged normal to the offshore breakwater as sketched in Fig. 3. An ultrasonic- 
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measuring points 

Figure 2: Map of Oarai port 

No. 1 

=J£nffi__ 

Figure 3: Sketch of measuring points 
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Table 4: Results of the estimation 

e r s Oo InL £ r s Oo InL 

0.00 0.2 4.570 3.141 19.944 0.10 0.2 12.378 3.139 20.660 

0.00 0.3 5.694 3.139 20.504 0.10 0.3 12.753 3.139 20.824 

0.00 0.4 6.476 3.139 20.706 0.10 0.4 13.311 3.140 20.862 

0.00 0.5 7.088 3.139 20.722 0.10 0.5 13.875 3.140 20.818 

0.00 0.6 7.601 3.139 20.651 0.10 0.6 14.367 3.140 20.728 

0.05 0.2 8.079 3.141 20.387 0.15 0.2 15.504 3.140 20.708 

0.05 0.3 8.587 3.142 20.702 0.15 0.3 15.670 3.140 20.813 

0.05 0.4 9.130 3.141 20.798 0.15 0.4 16.135 3.140 20.826 

0.05 0.5 9.648 3.140 20.775 0.15 0.5 16.654 3.140 20.776 

0.05 0.6 10.109 3.140 20.690 0.15 0.6 17.127 3.140 20.687 

w 

S 
0 

o 

(2) (3) 

/       ^—S \s 

(4) 

0.3 0 0.3 0 

frequency[Hz] 

Figure 4: Power spectra 

0.3 

type wave gauge was installed on the sea bed of each measuring point. The four 

wave gauges were synchronized by a cable. 

The sampling interval is 0.5 s and 2,046 time series data (about 17 min) were 

recorded every two hours. Because the wave gauge at the measuring point No. 1 

did not work, the time series data at the three measuring points No. 2 to 4 were 

obtained and used. 

The results of the spectral analysis are shown in Figs. 4 and 5. Time series data 

used were obtained at 14:00 on November 8. Figure 4 shows the power spectra 

at the measuring points, and Fig. 5 the cross spectra, the coherence squared and 

phase lag between the measuring points. In addition, the wave statistics at each 

measuring point are shown in Table 5. 

Figuers 4 and 5 indicate that both the power and cross spectra are maximum 
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(2) & (3) (3) & (4) (4) & (2) 

"S 
S 
P. 

a) 

o 
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ft 

A 
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J 0.3 0 0.3 0 

frequency[Hz] 

Figure 5: Cross spectra, coherence squared, phase 

0.3 

at the frequency of 0.1 Hz.   Therefore, we calculated the directional spectrum 

parameters at this frequency. 

The most probable values of the directional spectrum parameters as well as 

the likelihood are shown in Table 6. The parameters are estimated as e ~ 0.05, 

r ~ 0.4, s ~ 36, #0 — 3-14 rad. Since concrete blocks are installed in front of the 

breakwater, the reflection coefficient obtained is considered to be a reasonable 

value. 
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Table 5: Wave statistics 

Measuring point h •"max Jin ax #1/3 7]/3 -"mean Jmean 
No. m m s m s m s 

(2) 12.44 1.10 9.00 0.62 8.05 0.38 5.20 

(3) 12.66 0.95 8.50 0.58 7.35 0.36 4.93 

(4) 12.82 1.13 7.00 0.56 6.69 0.35 4.75 

(5) 13.10 0.91 9.50 0.54 6.96 0.35 4.87 

h : water depth; 

Hraax '• maximum wave height; Tmax : maximum wave period; 
H\/z : significant wave height; 7\/3 : significant wave period; 

#mean : mean wave height; Tmean : mean wave period. 

Table 6: Results of estimation 

e r s #0 lnZ, £ r s 6>o hxL 

0.00 0.2 8.360 3.141 23.515 0.10 0.2 109.234 3.141 24.535 

0.00 0.3 10.993 3.141 24.297 0.10 0.3 93.392 3.141 24.595 

0.00 0.4 12.811 3.141 24.607 0.10 0.4 62.488 3.141 24.596 

0.00 0.5 14.028 3.141 24.664 0.10 0.5 56.304 3.141 24.574 

0.00 0.6 14.862 3.141 24.594 0.10 0.6 54.671 3.141 24.456 

0.05 0.2 33.158 3.141 24.701 0.15 0.2 109.850 3.141 24.150 

0.05 0.3 34.431 3.144 24.973 0.15 0.3 114.443 3.141 24.179 

0.05 0.4 36.318 3.141 25.079 0.15 0.4 88.447 3.141 24.156 

0.05 0.5 37.830 3.141 25.068 0.15 0.5 81.737 3.141 24.099 

0.05 0.6 38.813 3.141 24.979 0.15 0.6 77.092 3.141 24.013 

4     Conclusion 

Based on the parametric expression of the directional spectrum, a method 

is proposed to estimate the directional spectrum parameters which include the 

reflection coefficient. 

The validity of the method was confirmed by applying it to simulated data. 

The method was also applied to the data obtained by a field measurement at 

Oarai port. The result of estimation is considered to be reasonable. 
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CHAPTER 58 

Estimating Incident and Reflected Wave Fields 
Using an Arbitrary Number of Wave Gauges 

J.A. Zelt* A.M. ASCE     and   James E. Skjelbreiat A.M. ASCE 

1      Abstract 

A method based on linear wave theory is presented to decompose one- 
dimensional wave fields into left and right-travelling components using an arbi- 
trary number of wave gauges. Results are presented to show that an increased 
accuracy is possible if more than three wave gauges are used. The technique uses 
a least squares scheme with variable weights. Results will also be presented that 
indicate a further improvement in accuracy is possible by an appropriate choice 
of the weighting coefficients. 

2      Decomposition Theory 

The decomposition of general one-dimensional wave fields into component 
waves travelling in opposite directions is of fundamental importance in many 
experimental studies. Breakwater evaluation involves estimating reflection co- 
efficients as a function of wave frequency, and the efficiency of wave-energy ex- 
traction devices can be quantified similarly. Reflection coefficients of shorelines 
are also important quantities since many beach processes are driven by the en- 
ergy extracted from incident waves through wave breaking. For some studies it 
is sufficient to obtain the spectra of the incident and reflected waves, but the 
complete space/time description of these waves can also be important, especially 
in resonance studies. 

Suppose that a one-dimensional wave field is observed by recording the sur- 
face elevation i]p{t) at a series of locations {xp}, p = 1, 2, ..., P, as shown in 
Fig. f. Using standard Fourier analysis techniques, the elevation can be expressed 
as 

AT/2 

%(*)= E Ai*eiUjt> (!) 
3=~N/2 

where w,- = 2TJ/T, T is the length of the time series, and N is large enough to 
resolve adequately the frequencies of interest.  The time t will be discrete for a 

f Wave Technologies, PO Box 6043, 7003 Trondheim, Norway 
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rij(t)       Tj2(f) n3(o 

\y 

Vf> 

r\ 
"X7^ ^ 

h 

Figure 1.   Measuring incident and reflected waves with P wave gauges. 

sampled signal (t —v mAt, for m = 0, 1, ..., N — 1, with At = T/N), but this 
will not be explicitely indicated here to simplify the notation. 

Under the assumption that the waves are one-dimensional, dissipation is neg- 
ligible, and that linear wave theory is valid, the wave field in Fig. 1 can be 
approximated by a Fourier sum of left and right travelling waves: 

JV/2 

>?0M)=   5Z "!•]' 
i(k,X+Wjt) + aRj e (—kjx+ojjt) 

(2) 
j=-JV/2 

?here kj = 2ir/\j, and kj is related to u>j through the linear dispersion relation: 

w? = gkj tanh kjh . (3) 

The still water depth is h and g is the acceleration of gravity. Evaluating f)(x,t) 
at the location of wave gauge p yields 

ivy 2 

?(xp,t)= ]T { aLi e'^» + aBj t 
j=-N/2 

o \ ei"jt (4) 

where <f>jP = kjXp. The ultimate goal is to estimate the {CILJ} and {aRj} as 
accurately as possible from the wave records {rjp(t)} • Equating the coefficients 
in Eqs. (f) and (4) yields the following equations: 

AJtP = aLje"p'-" + aHje
_t^* p = l,2,...,P (5) 
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for each Fourier component j. If there are only two wave gauges, Eq. (5) can 
be solved exactly for aLj and aRj (Goda & Suzuki 1976). However, for P > 2, 
Eq. (5) is over-determined, and aLj and aRj must be estimated by an approxi- 
mate technique. Mansard & Funke (1980, 1987) treated the case P = 3 using a 
least squares approach with uniform weighting. Here, a weighted least squares 
approach will be described that is valid for arbitrary P. Instead of forcing strict 
equality in Eq. (5), the value of an appropriate 'merit' function will be minimized 
so that Eq. (5) holds approximately for each wave gauge p. Let 

t]>v = aLje
i4>'-" + aR}e *>* - AjtP . (6) 

For a given choice of aLj and aRj, ejtP represents the error in matching the jth 

Fourier coefficient AjiP at wave gauge p. The merit function is chosen to be a 
weighted sum of the squares of the errors for each wave gauge: 

where WjlP > 0 is the weighting coefficient for wave gauge p at frequency LOJ , 
and ( )* represents the complex conjugate of the enclosed quantity. At a given 
frequency specified by j, the reliability of the estimates of aLj and aHj depends 
on several factors, including the spacing between the wave gauges. The motiva- 
tion of introducing nonuniform weighting is to make use of this information so 
that the errors associated with wave gauges that provide reliable estimates are 
weighted more than the errors associated with wave gauges that do not provide 
useful information for estimating aLj and aRj. The criteria for choosing the 
weights {H^-,p} will be discussed in §3. The minimum of Eq. (7) occurs at the 
point where Ej is stationary with respect to the real and imaginary parts of aLj 
and aRj. At this point the following relations hold 

E^' 
P=i 

p 

E^ 

o-^hl 

ejiP e'*J>     =    0 . 

(8) 

P=I 

These are two complex equations for the two complex amplitudes aL,- and a R]- 
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Substituting Eq. (6) into Eq. (8) yields the two equations 

aLjSj +    «*iYlWj<pe-**i*    =    ^W^A^e"* 
P=I 

"L^W^e**"    +    a*iSi 

P=I 
p (9) 

E^^^ 
P=i P=i 

where Sj = XL=i ^i.p •   Rather than work with the absolute phases <j>^p, it is 
more useful to consider phase differences between wave gauges. Let 

A</>jiP = 4>j,P - 4>j,i = kj(xp - xx) (10) 

denote the phase difference between wave gauges 1 and p for frequency LOJ . Then 
the solution of Eq. (9) can be expressed as 

Si £ Wj* Ahp e-'A^- - £ Whp Ahp e'A^» E Whq 
-2t'A^j,, 

*R3 

vhere 

P=i 

p 

0 = 1 

p 

D    (llfl) 

$ E ^ A«e tA^ - E ^ A>* e~^-p E ^e 2iA£,-,, 

p=l p=l 9=1 
£> 

i? = si-E^.p^^E^6"2''^'9 

p=l g=l 

The denominator D is a real quantity and can be simplified to 

D = S] - ( E wi,P 
cos 2Ahv )   - ( E W'*> sin 2A<^> ) 

p 

= 4 E E w*» wi<isin2 A^>« 
p=l   q<p 

where 

A^j,p,  = A</>j)P - A<^,  = <^>jiP - 4>3,q  = ^(^p - %q) 

(115) 

(12a) 

(125) 

(12c) 

(13) 

is the phase difference between wave gauges p and q at frequency w,-. Equa- 
tion (12b) is the most efficient form to compute D since it requires the fewest 
operations to evaluate; however, Eq. (12c) is more useful for showing the be- 
haviour of the denominator. Since the weighting coefficients {Wj,p} are positive, 
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it is clear that the denominator can be zero at frequency LOJ only if the wave 
gauges are placed such that sinA<^M = 0 for all p and q. Clearly this is a 
condition to be avoided if possible, and this will be discussed further in §3. 

Further manipulation of the numerators in Eq. (11) leads to the following 
formulae for aLj and aRj 

p 

P=I 

p 

a*i   =   ^C3,VA3,V (14&) 
P=I 

where 

CjlP = 2iWjtP -'" ]T WiA sin A^,M eiA^-" (15) 
g^j.i   p 

D 
9=1 

This form emphasizes that ai;- and aRj are simply linear combinations of the 
{AjiP}. For P — 2 the results of Goda & Suzuki (1976) are reproduced, and 
for P = 3 the decomposition formulae of Mansard & Funke (1980, 1987) are 
obtained. 

3      Error analysis 

The sensitivity of the decomposition formulae Eq. (11) or (14) to errors 
in measuring the Fourier coefficients {A,]P} at a given frequency LOJ depends on 
the choice of the weighting coefficients {WjiP} as well as the spacing of the wave 
gauges relative to the wave length associated with LOJ . Consequently, the weights 
and the wave gauge locations should be chosen appropriately to maximize the 
reliability of the decomposition estimates. To illustrate this, suppose that the 
elevation records obtained from the wave gauges can be expressed as the sum of 
two one-dimensional linear waves travelling in opposite directions plus a residual 
or error signal £p(t): 

N/2 

Vp(t) =   ]T   {ALj e'^+'V) + ARJ e«(-*i«p+«i«) j + £p(t) . (16) 
j=-JV/2 

The residual signal £p(t) accounts for: 

1) noise/nonlinearities in the wave gauges and data acquisition hardware. 
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2) nonlinear hydrodynamic effects (e.g. deviations from the linear disper- 
sion relation). 

3) two-dimensional wave motion (such as cross modes in a wave channel). 

4) viscous effects. 

With 
N/2 

tpVv =    / j   £i,pe       i 
j=-JV/2 

Eq. (16) can be expressed as 

(17) 

7V/2 

j=-N/2 

(18) 

This is equivalent to Eq. (1) with A]iP — ALj e
l<t>>-<>-\-ARj e~'^-p+Sj:P. Substituting 

this expression for AjlP into the decomposition formulae Eq. (14) yields following 
estimates of the Fourier coefficients of the left and right travelling waves 

C-LJ — ALj 

*Rj 

P=I 

p 

ARj + 2_^ CJ,P 

(19a) 

(196) 
P=i 

The "exact" coefficients are obtained if the residual signal is zero; otherwise, the 
error eJ:P at wave gauge p is amplified by the coefficient Cj:P . The amplification 
of errors associated with wave gauge p can be represented by 

daLj 

3F- 
= 

daBj 

ut3,P 
\Cj,p\ D £^, smA<^p„eiA^' (20) 

Since the residual signal will not, in general, be perfectly correlated between 
different wave gauges, large errors associated with different gauges will not cancel. 
If the residuals CjlP are uncorrelated between wave gauges, a measure of the 
reliability of the decomposition as a function of frequency can be estimated by 
summing the terms in Eq. (20) over all wave gauges. The worst case occurs when 
D = 0; for P = 2 (Goda & Suzuki 1976) this occurs for A</>j:i2 = WK, i.e., for 
\x2 — Xi\ = n\j/2 for any integer n. For arbitrary P this occurs if sin A<f>jiPq = 
for all p and q, i.e., if 2\xp — xq\j\j is an integer for each combination of p and 
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q. Care should be taken when choosing the wave gauge positions to ensure that 
this criterion is not approached near frequencies of interest. 

To choose the weighting coefficients {WK,-lP} information must be available 
about the relative magnitudes of the residuals SjlP. If these error terms are the 
same for each wave gauge (at a particular frequency w,-), then uniform weighting 
is appropriate. However, if this residual signal varies from gauge to gauge, vari- 
able weighting is appropriate. This may be the case if the primary source of the 
residual signal is the deviation from the linear dispersion relation due to finite 
amplitude effects. In this case it may be better to concentrate the weighting 
near one wave gauge (say gauge number I) and reduce the weighting for distant 
gauges where the phase deviates from the linear prediction kj(xp — x{). This 
information might be obtainable from a cross-spectral analysis between the wave 
gauge elevation records. It might also be possible to make use of the sensitivity 
analysis in this section to help choose the weights. Other techniques for choosing 
the weights will depend on the particular sources of the errors and their statistical 
properties. 

Preliminary results have been obtained by using an ad hoc scheme based on 
heuristic reasoning. For each frequency UJJ being treated, a "goodness" func- 
tion G(A<j>j>pq) is defined that quantifies the desirability of the phase difference 
associated with the spacing between gauges p and q. Multiples of one-half the 
wave length are undesirable, and a large spacing relative to the wavelength is 
also undesirable. A function that reflects these characteristics is: 

G(A^) =     •! ^7 ,2 • (21) 

A large value of G indicates a better wave gauge spacing for frequency LOJ than 
a smaller value of G. The weighting coefficient WjtP for wave gauge p can then 
simply (and somewhat arbitrarily) be defined as 

WJ-, = X)G(A^,M). (22) 

4      Results 

To illustrate the use of the decomposition theory presented, a simulated 
wave field in 2 m water depth was created consisting of 4096 points per wave gauge 
record with a 0.05 s time step. A Pierson-Moskowitz type spectrum was chosen 
with a spectral peak at 0.47 Hz (corresponding to a wavelength of 6.64 m in 2 m 
of water). The RMS height of the right travelling wave is 0.5 m, and the Fourier 
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components of the left travelling wave are exactly 10 % of the Fourier components 
of the right travelling wave, although with random phase shifts applied. Hence, 
the RMS height of the left travelling wave is 0.05 m, and the amplitude reflection 
coefficient is 0.1 for all frequencies. In addition, a 0.01m RMS uncorrelated 
random noise signal was added on top of these two waves to simulate a wide 
variety of errors, noise, and other effects that cannot be simulated directly. 

Eight wave gauge records were simulated at the locations x — 0, 0.016, 0.052, 
0.130, 0.301, 0.679, 1.551 and 3.341m. These locations were chosen so that the 
minimum and maximum wave gauge spacings could resolve the minimum and 
maximum energy containing wavelengths of interest in the wave spectrum. A 
simple geometric telescoping factor was used to locate the intermediate gauges. 

0.0 0.5 1.0 

frequency (Hz) 

1.5 2.0 

Decomposition: 
Simulated data: 

- - - left (0.911m); 
 left (0.05m); 

right (1.045m); 
- right (0.5m). 

Figure 2. Energy density spectra and left/right amplitude ratios 
(RMS amplitudes in parentheses). 

0.01 

L/R ratio; 

3 
12. 
c 
a 

The energy spectra resulting from using only 2 wave gauges (located at x = 
0 m and x = 1.511m) are presented in Fig. 2. The data was partitioned into 
15 segments each with 512 points with a 50% overlap. A Welch window was 
applied to each segment. The spectra of both the left and the right travelling 
simulated waves are compared with the estimated spectra obtained from the 
decomposition technique described here. The left/right amplitude ratio is also 
shown. As discussed above, it shouldbe 0.1, but instead it deviates considerably 
from this value except near the peak of the spectrum since the wave gauge spacing 
was chosen to optimize the accuracy in this region. Uniform weights were used 
[W, V, 

The results for 3 wave gauges (located at x = 0, 0.679 and 1.511m) and 
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0.0 0.5 1.0 

frequency (Hz) 

1.5 2.0 

Decomposition: 
Simulated data: 

- left (0.0593m); 
• left (0.05m); 

• right (0.504m); 
- right (0.5m). 

Figure 3. Energy density spectra and left/right amplitude ratios 
(RMS amplitudes in parentheses). 

0.01 

— L/R ratio; 

uniform weights are presented in Fig. 3. These results are considerably better 
than for only 2 wave gauges since they are not susceptible to the singularity that 
the 2-wave gauge arrangement is. 

The results for all 8 wave gauges and uniform weights are presented in Fig. 4. 
These results are even better than for 3 wave gauges, although the improvement 
is perhaps not striking as the difference between the 2 wave gauge and the 3 
wave gauge case. 

However, in Fig. 5 the results for using 8 wave gauges and the variable weight 
scheme of § 3 are presented. A marked improvement is seen, with the left/right 
amplitude ratio very flat near 0.1 as it should be. It should be mentioned that 
the variable weight scheme described in § 3 yields exactly the same results for 
2 wave gauges as for the uniform weight case. For 3 wave gauges, only a very 
slight improvement is obtained by using variable weighting coefficients, and the 
results do not differ appreciably from those displayed in Fig. 3. 

The results in the time domain of the decomposition of with 8 wave gauges 
and variable weights are presented in Fig. 6. Here, only a small segment of the 
time record is displayed, but the relative amplitudes of the left and right waves 
as well as the noise signal can be seen. It should be noted here that the main 
source of the inaccuracy of the decomposition is due to the presence of the noise 
added to the left and right simulated waves. However, this noise signal does not 
cause significantly degrade the decomposition. 
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Decomposition: 
Simulated data: 

1.0 

frequency (Hz) 

-- left (0.0586m);       right (0.501m);     •--L/R ratio; 
 left (0.05m);  right (0.5m). 

Figure 4. Energy density spectra and left/right amplitude ratios 
(RMS amplitudes in parentheses). 

0.0 0.5 1.0 

frequency (Hz) 

1.5 2.0 

Decomposition:        ---left (0.0547m);       right (0.502m);     •— L/R ratio; 
Simulated data:  left (0.05m);  right (0.5m). 

Figure 5. Energy density spectra and left/right amplitude ratios 
(RMS amplitudes in parentheses). 

3 
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3 

a, 
S 

time (s) 

Decomposition:        - - - left (0.0518m);       right (0.500m); 
Simulated data:  left (0.05m);  right (0.5m); 

Figure 6. 

- noise (0.01m). 

Left and right travelling waves (RMS amplitudes in parentheses). 

5      Conclusions 

A method based on linear wave theory has been presented to decompose 
one-dimensional wave fields into left and right travelling components using using 
an arbitrary number of wave gauges. Results were presented for simulated wave 
gauge data to show that an increased accuracy is possible if more than three 
wave gauges are used, especially for broad band wave spectra. Results were also 
presented to indicate that a further improvement in accuracy is possible by an 
appropriate choice of the least squares weighting coefficients. 
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LIST OF SYMBOLS 

a estimate of the jth Fourier coefficient of the left travelling wave. 

aRj estimate of the jth Fourier coefficient of the right travelling wave. 

ALj hypothetical jth Fourier coefficient of the left travelling wave 
suming there is no noise and that linear theory holds exactly. 

as- 

ARj hypothetical j    Fourier coefficient of the right travelling wave as- 
suming there is no noise and that linear theory holds exactly. 

Aj}P jih Fourier coefficient of the wave amplitude time series recorded 
at wave gauge p. 

CjiP weighting coefficient for expressing aLj and aRj as linear combina- 
tions of the {Aj}J>}. 

Ej merit function whose minimum yields the amplitudes of the left 
and right travelling waves, aLj & aRj, at frequency j. 

£p(t) residual elevation signal at wave gauge p due to noise, nonlinear, 
viscous, and other effects. 

g gravitational acceleration. 

h still water depth. 

kj wave number of the j     Fourier component: 2ir/\j 

P number of wave gauges used to record the composite wave spectrum 

Sj sum of the least squares weighting coefficients:  XL=i WjtP. 
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T duration of wave gauge records {f]p(t)}. 

WjlP least squares weighting coefficient for probe p at frequency LOJ . 

xv location of wave gauge p. 

A(j>jtP phase difference between probes f and p for frequency u>j: A<f>jlP = 

A<j>jlPq phase   difference  between  probes   p   and   q   for  frequency   u>j: 

&4>j,pq ~ &<l>j,p - ^<f>i,9 ~ <t>j,P ~ <t>i,q = kj(XP ~ Xl)- 

tj!? the error in matching the jth Fourier coefficient AjtP at wave gauge 
p using the least squares algorithm. 

6j]P jth Fourier coefficient associated with the residual elevation signal 
Sp(t). 

rjp wave elevation recorded at location xv. 

\j wavelength of the jth Fourier component. 

<f>jtP absolute phase of the jth Fourier component at the pth wave gauge: 

ujj frequency of the jth Fourier component: 2irj jT 

SPECIAL SYMBOLS 

(  )* complex conjugate of the enclosed quantity. 
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CHAPTER 59 

LABORATORY TESTS ON THE INTERACTION BETWEEN 
NONLINEAR LONG WAVES AND SUBMERGED BREAKWATERS 

Marco Pettil and Piero Ruol 

Abstract 

This paper deals with the use of submerged detached breakwaters as 
beach protection, a use that today has become quite popular. This type of 
structure has been largely studied both theoretically and through experimental 
analyses in recent years, however its behaviour has not been completely 
understood, specially if related to the real irregular wave attacks. In particular 
some laboratory studies carried out by the authors have pointed out some 
interesting phenomena associated with the interaction between the 
nonlinearities of wave transformations in shallow water and submerged 
breakwaters. 

Aiming at discerning between the phenomena related to the structure 
(beach and breakwater) and flume geometry, a new series of laboratory tests 
have been carried out in a 50 m long wave flume; these tests and the results 
obtained are described in this work. Besides the study of the behaviour of 
submerged structures related to the bounded-long-waves, some current 
velocities have also been measured during this research through directional 
micro-propeller fluid meters. 

Introduction 

Among the work aiming to protect ports and beaches the use of detached 
submerged breakwaters appears today of increasing interest. This is mainly 
related to the small environmental effects combined with the obvious aesthetic 
advantages of these structures and to their relatively low costs. 

Even if the case of submerged structures have been given significant 
coverage in literature, certain aspects do not seem to have been treated in 
enough depth; for example only the first steps have been taken in studying the 
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792 



LABORATORY TESTS 793 

behaviour of such structures under irregular wave attacks (Ahrens, 1989, Van 
der Meer, 1988, Petti and Ruol, 1991). 

The difficulties connected to similar analytical or numerical studies 
(Kobayashi and Wurjanto, 1989) often lead to a physical analysis of the 
phenomena related to similar structures in measuring water level oscillations 
across the structure (Adams and Sonu, 1986, Hedges et al., 1985). 

To explain some anomalous water level oscillations in front of the 
breakwater, which were measured during a similar approach (Petti and Ruol, 
1991) the writers supposed that the mass transport, caused by the waves 
breaking on the structure, was able to create a current directed off-shore that 
was affecting the incoming wave characteristics. 

In particular the authors found that the bounded long waves generated by 
the well-known non-linear modifications of the wave spectrum on a sloping 
bottom, problem recently solved also in analytical manner (Petti, 1991), seem 
to be greatly affected by the joint effect of the structure and by the current 
opposite to the incoming waves. 

These experimental analyses were conducted in a wave flume using a 
submerged breakwater located on different fixed bottom configurations. These 
experiments were carried out in a 33 m-long wave flume reproducing a 
monotonously decreasing bottom profile initially and a barred profile later 
(Petti and Ruol, 1990, 1991). 

In the present work, in order to have a better understanding of the 
physics of the problem, a new series of experiments carried out using the same 
structure but in a longer wave flume and with different bottom configuration 
are described. In particular during these experiments some velocity measures 
over the structure were also performed in order to estimate the current 
velocity field induced by the wave attacks in the regions close to the 
submerged breakwater. At present similar measures are the object of some 
interesting new research (Losada, 1992). 

Laboratory experiments 

The series of experiments described in this paper were carried out in the 
wave flume of the Department of Civil Engineering which is 50 meters long, 
0.8 m wide and 0.8 m deep. The analysed structure, located on a 1:50 fixed 
bottom slope, consisted of an impermeable submerged breakwater 14 cm high, 
24 cm wide at the top and sloping 1:3.5 sea-ward and 1:1.5 shore-ward. 

The wave transformations were first of all analysed considering the simple 
sloping beach without any structure and later considering a submerged 
breakwater located in a 20 cm local water depth at about 34 meters from the 
wave generator (Fig. 1). 

VATER   CURRENT   METERS       g 

7    6 
1 WAVE   GAUGES 

3) © m 
600 I 600 I        705 en 

Fig. 1 - Experimental apparatus and scheme of the tested structure. 
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The wave characteristics in the flume were determined measuring water 
level oscillations with eight parallel wire resistance gauges. Besides these 
characteristics, reflection coefficient analyses and velocity measurements were 
also performed. 

Both with and without the structure four different wave attacks, 
characterised by spectra of the JONSWAP type, were reproduced. Significant 
wave heights, the Phillips constant a, the peak frequency /„ and the 
peakedness factor 7 characteristic of each experiment are summarised in 
Tab. 1. 

Table ] - Characteristics of generated waves. 

Test 

n. 
<*               fp             Hm0          7 

(Hz)           (cm) 

1 
2 
3 
4 

0.0180         0.650         14.1         1.0 
0.0100         0.650         11.7         2.0 
0.0140         0.833           9.2         3.0 
0.0180         0.833           8.6         1.0 

Test results and discussion 

In Fig. 2a and 2b an example of the results obtained through the spectral 
analysis for both the case with submerged structure and without it is shown. 

In these figures the wave spectra measured by the gauges located along 
the flume are compared; it does appear that in the first case (without 
structure) the non-linearities of the spectra (due to the shallow waters) are not 
evident in the deeper waters (gauges n. 1, 2, 3), while, as expected, the build- 
up of low-frequency and high-frequency components is evident in the shallow 
waters. 

S(f) 
[cm2s] 

SCO 
[cm2s] 

frequency [Hz] frequency [Hz] 

Fig. 2a — Comparison between spectral densities of the case with submerged 
structure (dotted line) and without it (solid line), for the test n.3 and gauges n. 
1 and n. 2. 
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S(f) 
[cm2s] 

0 1 2 3 

frequency [Hz] 

S(f) 
[crr?s] 

""-i    ' 

gauge n:4 

0 12 3 4 

frequency [Hz] 

o i 

frequency [Hz] frequency [Hz] 

S(f) 
[crr?s] 

frequency [Hz] frequency [Hz] 

Fig. 2b - Comparison between spectral densities of the case with submerged 
structure (dotted lint) and without it (solid line), for the test n.S and gauges n. 
3+8. 

In the second case also (with structure) the spectra referred to the deeper 
gauges show the absence of non linearities, while a considerable increase was 
found in the lower and higher frequency components just in front of the 
structure (gauge 5). 
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Of course the spectral densities decrease significantly after the impact of 
the breaking phenomenon located on the submerged breakwater and do not 
considerably change in the propagation towards the beach. 

This typical non-linear phenomenon was studied in more detail dividing 
the long waves from the short ones: for this research the time domain records 
were analysed filtering the signal and considering the higher frequencies (/ > 
0.5 f„) and the lower ones (/ < 0.5 fJ) separately. An example of the results 
obtained through such wave data analyses referring to gauge n. 5 and lasting 
60 s is shown in Pig. 3. 

Fig. 3 — Example of water level oscillation data-recording  (a),  of the filtered 
signal with f > 0.5fp (b) and with f < 0.5fp (c) for test n. 2 and gauge n.5. 

For both short and long waves previous analyses of the reflection 
coefficients (Goda and Suzuky, 1976) were performed in the case without the 
structure. These coefficients appeared to be close to 4% for short waves and 
12% for long ones. The details of the results obtained by means of zero- 
(up)crossing analyses performed on the 4 reproduced tests are schematically 
drawn in Fig. 4a and 4b. In the figures significant short-wave heights Hs and 
periods Ts along the flume are reported. 

As expected the periods perhaps appear constant along the flume, while 
the wave heights, as result of shoaling and breaking phenomena, decrease with 
decreasing water depths. 
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As already described, the same four tests were repeated with the 
submerged breakwater located on the bottom profile; the results obtained 
through experimental analyses are shown in Fig. 5a and 5b. 

16 

»S 
(cm)    <• 

12 

.  test n.l 

test n.2 
--'-»---. 

test n.3 

test n.4  p, 
;  !   :  ^ ^^^^^fe^^illl 

0 5 10 15 20 25 30 35 40 45 

Distance from the wave paddle (m) 

Fig. 4a - Significant wave heights for all gauges referred to short-waves zero- 
crossing analyses without the structure. 

Ts 

test n.f~ 

-   test n.4                                                                       I 

!    ;    ;    .^^^Am^M, 
0 5 10 15 20 25 30 35 40 45 

Distance from the wave paddle (m) 

Fig. 4b — Significant wave periods for all gauges, referred to short-waves zero- 
crossing analyses without the structure. 

In comparing Fig. 4a and 5a it does appear that in the off-shore region the 
wave heights do seem not to be greatly affected by the structure and this 
probably explains that, in the case analysed, the structure is not reflecting 
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waves significantly. Instead, wave heights following the breakwater are 
strongly affected by the structure itself and this is mainly related to the 
breaking of some waves over the structure. 

(cm) 
test n.l 

XZ=i, 

*"~^^^- 
.... test n.2   ..: 

testn.3 

~~^      :\\ 
test n.4                 ^~~~—~a~. 

,        ,        ;^^^Z^%M^^ 
0 5 10 15 20 25 30 35 40 45 

Distance from the wave paddle (m) 

Fig. 5a - Significant wave heights for all gauges referred to short-waves zero- 
crossing analyses with the structure. 

Ts 

10 15 20 25 30 35 

Distance from the wave paddle (m) 

Fig. 5b — Significant wave periods for all gauges referred to short-waves zero- 
crossing analyses with the structure. 

As far as periods are concerned (Figs. 4b and 5b) they do not seem to be 
greatly influenced by the structure, except for very weak instabilities around 
it. 

However, the most interesting phenomenon that did appear is related to 
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the analysis of the bounded-long-waves and in particular to the difference 
induced by the placing of the submerged breakwater over the bottom profile. 
In Fig. 6a and 6b the long-wave significant heights evaluated for all gauges 
during each test are drawn. 

It can be observed that a considerable increase of long wave heights just 
in front of the structure was measured; in fact the long wave heights within 
the structure were evaluated to be about 40% greater than without it. 

(cm) 

Distance from the wave paddle (m) 

Fig. 6a - Significant wave heights for all gauges referred to long-waves zero- 
crossing analyses without the structure. 

Fig. 6b- 
crossing 

10 15 20 25 30 35 

Distance from the wave paddle (m) 

- Significant waw heights for all gauges referred to long-waves zero- 
analyses with the structure. 
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Similar results had already been found by the authors in previous 
experiments (Petti and Ruol, 1990, 1991) performed with the same structure 
but in a shorter flume and with different bottom configurations. This 
particular aspect lead to the thinking that the bottom configuration and the 
flume length affect only slightly the increasing of long wave heights in front of 
the structure. 

As regards the length of the flume, probably some seiches were present 
because a non absorbing wave maker was used during the experiments. In the 
writers opinion, however, the results appear not to depend on them. 

Frstly if the seiches were present they were very small because their 
reflection coefficient was small (12%). Secondly because eventual long wave 
oscillations should have been present in both the cases analysed: as a 
consequence the comparison of the results (e.g. the increase of the long wave 
heights) is not affected by the seiches themselves. 

So as to be able to get more information about this interesting 
phenomenon, some velocity measurements over the structure were also 
performed. 

A couple of water-fluid-meters (bi-directional micro-propeller) were 
located at 2.0 cm over the structure, one beside the other and three additional 
wave gauges were located in the same section in order to be able to associate 
the velocities with water levels (Fig. 7). 

WftTER CURRENT METERS 

Fig. 7- Location of the micro-propellers and of the gauges over the structure. 

An example of the velocity data registered during one test is reported in 
Fig. 8. As well as for the waves, the signal was also analysed considering the 
higher frequencies (/ > 0.5/p) separately from the lower ones (/ < 0.5f„). The 
results appear similar to ones referred to the wave gauge n. 5 located in front 
of the structure. 

As regards the spectral analyses performed for velocity signals, in Fig. 9 
the results relative to the four tests checked are reported. 

It can be observed that while at the lower frequencies very high spectral 
values are present (due to nonlinear phenomena), at the higher frequencies 
they do not result all too evident. Moreover, while in the wave spectra 
calculated in front of the structure it was possible to find a frequency (about 
equal to 0.5fp) dividing the low-frequency components from the high ones (Fig. 
2), this was not possible for the velocity spectra. 

Definitely a different behaviour of the velocity spectra compared to the 
wave spectra does appear: the frequency components in fact are strongly 
evolving towards the lower values and only weakly towards the higher values. 
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With regards to this, during the velocity analyses the mean values of the 
velocity pointing off-shore (a constant velocity distribution along the vertical 
was supposed) were also calculated: they were included in the range 6 -~ 14 
cm/s. 

V 
(cm/s) 

-100L 

V 
(cm/s) 

V 
(cm/s) 

Fig. 8 - Example of velocity data-recording (a), of   the   filtered   signal   with 
f > 0.5fp (b) and with f < 0.5fp (c) for test n. 2. 

S(f) 
[cm2/s] ,00° 

frequency [Hz] 

S(f) 
[cm2/;]'000 

frequency [Hz] 

Fig. 9a — Spectral analyses of the velocities measured over the structure by a 
micro-propeller for tests n. 1 and 2. 
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S(f) 
[cm2/s]  '°°^ test n.3 

  

S(f) 
[cm2/s]m0  test.n.4 

  

JV_   

frequency [Hz] frequency [Hz] 

Fig. 9b - Spectral analyses of the velocities measured over the structure by a 
micro-propeller for tests n. 3 and 4- 

In the authors' opinion these velocities, associated with the submerged 
breakwater presence, were able to affect the incoming bounded-long-waves; in 
fact the measured velocities appeared to be close to the theoretical long-wave 
orbital velocities (without structure) calculated, at first order, through linear 
theory (i.e.: umax = O.bH^g/h ). In conclusion, the incoming long wave really 
seems to be interfering with the opposite fluid discharge as if it were affected 
by a phenomenon similar to the interaction between waves and currents. 

To corroborate this hypothesis the described mean velocity pointing off- 
shore was related to the increase of long-wave heights due to the presence of 
the breakwater for each test (Fig. 10). 

6 8 10 12 14 16 

mean offshore velocity (cm/s) 

Fig.  10 - Increase of long wave heights in front of the structure (gauge n. 5) 
versus mean velocity measured over  the structure. 
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As it does appear the greater the off-shore velocity over the breakwater 
the greater the increase of the long wave heights. 

Conclusive remarks 

Some experimental studies carried out in a 50 m long flume on a 
submerged breakwater resulted in the definition of its behaviour under 
irregular waves attacks. In particular it was pointed out that the analysed 
structure was considerably affecting the bounded long wave heights: in fact the 
long wave heights were evaluated to be about 40% greater with the defence 
work rather than without it. 

So as to be able to get more information about this phenomenon, some 
velocity measurements over the breakwater were performed: it did appear that 
greater the mean velocities pointing offshore (evaluated to be in the range 
6-=-14 cm/s), the greater the increase of the long wave heights in front of the 
structure. 

Further experimental research with different submerged structures is 
asked for in order to determine analytical correlations between long wave 
height increases and geometrical characteristics. 
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CHAPTER 60 

Field Observation of Surf Beats Outside the Surf Zone 

Tsunehiro Sekimoto1, Takuzo Shimizu2 , Kosuke Kondo2 

and 
Yasuhiro Kubo3 

Abstract 

Field observations of waves were conducted inside and outside a 
harbor in order to study the behavior of surf beats. From the 
observations, it is confirmed that surf beats propagate as bounded 
long waves at depths of 13 to 15m, whereas they behave as free 
waves in the harbor. It is found that the amplitude of bounded long 
waves become 20% of the ordinary-wave amplitude when the 
ordinary-waves height is 5 m. 

1. Introduction 

Since the surf beats, which are water surface fluctuations with long 
periods of 1 to 5 minutes, were first observed by Munk (1949) and Tucker 
(1950), their characteristics have been investigated by means of field 
measurements and laboratory experiments by many researchers, e.g. 
Hotta et al. (1981), Kimura (1984), Kostence (1984), List (1988), Mansard 
and Barthel (1984), Ottesen-Hansen (1978), Ottesen-Hansen et al. (1980), 
Sand (1982), Sharma and Dean (1979), Symonds et al. (1982), Symonds and 
Bowen (1984). It is pointed out that surf beat plays an important role in 
the sediment transport in the surf zone, the slow drift oscillation of a 
moored vessel, the resonant edge wave growth and the harbor resonance. 

iPenta-Ocean Construction Co. Ltd., 1-11-25 Higashiohi, Shinagawa-Ku, Tokyo 140, Japan. 
2Penta-Ocean Construction Co. Ltd., 2-2-8 Koraku, Bunkyo-Ku, Tokyo 112, Japan. 
3Tokyo Electric Power Co. Inc., 1-1-3 Uchisaiwaicho,Chiyoda-Ku, Tokyo 100, Japan. 
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Outside the surf zone, it is suggested that surf beat exists as a bounded 
long wave (Longuet-Higgins and Stewart, 1962). However, few field data, 
which show that surf beats are bounded and how much the magnitude of 
bounded long wave is, have been observed. Moreover the behavior of the 
surf beat in an actual harbor is still unclear. 

The aim of this study is to explain the characteristics of surf beat in 
the nearshore non-breaking zone and its propagation into the harbor on 
the basis of the field measurement data. 

In this study the term of surf beat means long period fluctuation of 
mean sea level with 1 to 5 minutes periods irrespective of water depth. 

2. Field investigations 

Field investigations were conducted at two sites. One site was the 
port of Kashiwazaki-Kariwa nuclear power plant, Niigata prefecture, 
Japan, which is facing the Sea of Japan. This power plant was constructed 
in both Kashiwazaki city and Kariwa town, so we call it shortly 
Kashiwazaki-Kariwa. Another site was the port of Oharai, Ibaraki 
Prefecture, which is located at the Pacific Ocean side of Japan. The 
locations of these sites are shown in Figure 1. 

Figure  1.  The location of the investigation site. 
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Ultrasonic wave gag 
Electromagnetic current meter 

•  Capacitance type wave gage 

Figure 2.  Location of observation points 
(Port of Kashiwazaki-Kariwa Nuclear Power Plant). 

Figure 3.  The location of observation point 
(Port of Oharai). 
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At Kashiwazaki-Kariwa site, field measurements were carried out 
inside and outside harbor from January through March of 1989. Figure 2 
shows the port of Kashiwazaki-Kariwa nuclear power plant. The tip of 
main breakwater is located at 13m depth. The locations of measurement 
instruments are shown in this figure. At St. A and St. B the water surface 
elevation and two components of horizontal current velocity were 
measured using both ultrasonic wave gage and electromagnetic current 
meter. The water depths of St. A and St. B are 13.0m and 7.5m, 
respectively. At St. 1 through St. 10, the water surface elevation was 
measured by capacitance type wave gages. Since the waves higher than 
2m were observed only a few times at Kashiwazaki-Kariwa during this 
observation, the wave data obtained in January and March of 1987 which 
are a part of a long term study by Tokyo Electric Power Co. Inc. were also 
analyzed. In this long term observation, ultrasonic wave gage is laid 1.5 
km from the shore line. 

At Oharai site, field observations were carried out outside the 
harbor, from November through December of 1990. Figure 3 is the 
general view of the Oharai port. The locations of measurement 
instruments are shown in this figure. An ultrasonic wave gage and an 
electromagnetic current meter with pressure gage were set at a point of 
500 m away from the end of offshore breakwater. 

The fluctuations of water surface level, and of pressure and two 
components of horizontal orbital velocities at the bottom were measured. 
At both sites, wave data were sampled at 0.5 second intervals and more 
than 300 records of time series of 20 minutes long and 150 records of 40 
minutes long were obtained. The profiles of surf beat were extracted from 
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Figure 4.  Typical wave spectrum at Kashiwazaki-Kariwa site. 
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those of water surface elevation and pressure by means of numerical 
filter. The cut off frequencies of numerical filter were 0.05 Hz for the data 
of Kashiwazaki-Kariwa and 0.04 Hz for the Oharai data which were 
determined from the results of power spectrum analysis. The extracted 
surf beats were used for various analyses. Typical wave spectrum at 
Kashiwazaki-Kariwa site is shown in figure 4. It is found that the peak 
frequency of ordinary-wave is about 0.1 Hz and the long wave energy is 2 
orders below the peak energy of ordinary-wave. 

3. Surf beats outside the harbor 

Figure 5 shows the relationship between the significant wave 
height of ordinary-wave and that of surf beats at St. A. Under the 
condition of significant wave height higher than 1.5m, at the water 
depths of 13m the significant wave height of surf beats is proportional to 
the square of that of ordinary-waves. In this figure the calculation results 
estimated by unidirectional non-linear interaction theory (Ottesen- 
Hansen, 1978) and empirical relation proposed by Goda (1975) are also 
drawn. 

The calculation by non-linear interaction theory is the average of 
75 simulations of surf beat which are calculated from 75 simulated 
ordinary-waves using the procedure proposed by Sand (1982). In this 
calculation, the difference of the directions of ordinary-wave components 
is set to zero. The simulated 75 ordinary-waves were calculated from 3 
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Figure 5. The relationship between the wave height of surf beat 
and that of the ordinary-wave height (St.A). 
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Figure 6. The relationship between the wave height of surf beat and 
that of the ordinary-wave height (Stationary observation point). 

types of energy spectrum and 25 sets of phase angles of component wave. 
The calculation results estimated by non-linear interaction theories fit the 
field measurements very well. Figure 6 shows the relationship between 
the surf beat and the ordinary-wave height of long term observation by 
Tokyo Electric Power Co., Inc. It is confirmed that the relationship 
between surf beat and ordinary-wave is the same as the relationship 
which was found in figure 5. 

The surf beat profile was simulated on the basis of the non-linear 
interaction wave theory proposed by Sand (1982) by using the observed 
ordinary-wave profile in the condition of approximately unidirectional 
wave. That is the difference of the directions of ordinary-wave 
components is set to zero. 

(1) 

where 

^=a.-ayG^cos(^-^)', (2) 
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and £,- and o~,- are the wave number and frequency respectively. 
Figure 7 shows the directional spectra of wave which is used in surf 

beat simulation. It is seen that the directional spectrum is very narrow. 
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Figure 7. The directional spectra of wave which is used in surfbeat 
simulation. 
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SIMULATED SURF BEAT PROFILE 

Figure 8.  The comparison of the observed results with simulated 
surfbeat profile by non-linear interaction theory. 

The comparison of observed surf beat with simulated surf beat is shown 
in figure 8. The observed surf beat profiles present a typical bounded long 
wave profile which is depressed beneath a group of high waves. The 
simulated profile shows good agreement with the observed one. 

In order to investigate the correlation between the observed and 
simulated surf beat, cross-spectral analysis of these profiles was conducted. 
Figure 9 is the results of cross-spectral analysis. The figures are the phase 
function, square-root of ratio of powers, and coherence squared, 
respectively from top to bottom. Although the coherence squared is less 
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Figure 9.  The results of cross-spectra (Phase function,square-root 
of ratio of power and coherence squared). 
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Figure 10. The relationship between the wave height of surf beat 
and the ordinary-wave height of Oharai wave data. 

than unity but the phase function is nearly zero and transfer function is 
close to one. Considering that the coherence function is strongly affected 
by the fluctuation of phase difference in each component, it is concluded 
that the correlation is high and the observed surf beat is bounded. 

Figure 10 shows the relationship between the wave height of surf 
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DATE and TIME Large waves reach     Wave height increases 
successively. continuously. 

Figure 11.  The variation of the ordinary-wave height and period 
and surfbeat wave height with the time. 
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Figure 12.  The relationship between the wave height of surf beat 
and the ordinary-wave height. 

beat and the ordinary-wave height of Oharai wave data. In this figure, the 
relationship seems not the same as previous relation. In order to study 
the cause of this difference, we investigate this relation in detail. 

Figure 11 is the variations of the ordinary-wave height and period, 
and the surf beat wave height with the time. Three intervals of typical sea 
state were selected for analysis. The first of these is the period of rapid 
wave height increase and decrease. The second is the interval which large 
waves arrive successively. The last is the period of continuous increase of 
wave height. Figure 12 is the plot of the relationships between the surf 
beat height and the ordinary-wave height corresponding to the above 
three periods of typical sea state. In this figure, black symbols indicate the 
start and end of plot. 

Figure 12(1) is in the period of rapid wave height increase and 
decrease. In this period when the waves increase in height, surf beats fit 
the nonlinear interaction theory. In the period of the decay, however, surf 
beat wave heights decrease with relatively higher energy level than that 
of the increasing time. 

Figure 12(2) is in the period of arriving large wave successively. 
The surf beat wave heights have a relatively large energy level. So, an 
energy other than that of bounded long waves may also exist in surf beat 
in this case. Because of the shape of the port, wave energy may trap by 
Oharai port. 

Figure 12(3) is in the period of continuous increase of wave height 
This figure shows that the increase of surf beat due to nonlinear 
interaction is preceded by a decrease in the surf beat wave height because 
of the decrease in the ordinary-wave period. Therefore, it is found that in 
the condition that wave height increase from calm, surf beats exist as 
bounded long waves. 

In figure 10, the black symbols show the condition that wave height 
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Figure 13.  The comparison of the observed surfbeat with simulated 
surfbeat in the condition that wave height increase from calm. 

increase from calm. It is seen that these fit the nonlinear interaction 
theory. 

Figure 13 is the comparison of observed surf beat with simulated 
surf beat in the condition that wave height increase from calm. The 
simulated profile shows good agreement with the observed one. Thus it 
is concluded that the surf beats at the point of 13 m depth exist as bounded 
waves. According to both measurements and calculations, when the 
significant wave height of ordinary-waves is 5m, the wave height of surf 
beat is approximately lm. This water surface fluctuation is not negligible 
to the design of maritime structures, because such a large long period 
fluctuation causes an increase in both hydrostatic pressure and buoyancy 
of the breakwater. 

4. Surf beats inside the harbor 

Bowers (1977) investigated the long period wave behavior through 
theoretical and experimental study and concluded that the bounded long 
waves became free waves in a harbor. The surf beat behavior inside the 
harbor is investigated by using the field observation data. For this, wave 
data in Kashiwazaki-Kariwa are used. At the three points behind the 
breakwater, St. 2, St. 4 and St. 6, water surface elevations were measured 
along the direction of wave propagation. Figure 14 shows the result of 
cross spectral analysis between each two wave data. In figure 14, the solid 
curve means the phase difference which is calculated from the linear 
wave theory of progressive waves. From these results, it is confirmed that 
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Figure 14. The results of cross spectra analysis between points of 
behind breakwater. 

surf beats in the harbor propagate as free waves. 
Figure 15 shows the relationship between the significant wave 

height of ordinary-wave and that of surf beats at St. B. In the harbor the 
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Figure 15.  The relationship between the wave height of surfbeat 
and the ordinary-wave height (St.B). 
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Figure 16.  The comparison of the observation results with 
calculation results for wave height distribution inside the harbor 

by Green's function method. 

clear relationship between the significant wave height of ordinary-wave 
and that of surf beats is not found because the degree of deformation of 
both depends on the wave direction and the wave period. 

As the surf beats inside the harbor seem to be free waves, the wave 
height distribution of surf beat may be calculated by the method for 
ordinary-wave height. The wave height distribution of surf beat in the 
harbor was calculated, using Green's function method for ordinary- 
waves. The result of the comparison between the calculation and the 
observations is shown in figure 16. In this figure, the wave height ratio of 
surf beat is plotted for each observation point. Relatively good agreement 
was obtained between the calculation and the observation results except 
for St. 2 and St. 7. It is considered that the reason for these deviations are 
that the boundary condition of incident wave is not satisfied completely 
at St. 2 and the modeling of the shape of sea wall around the St. 7 is 
inadequate 

5. Conclusions 

Field observations of surf beat inside and outside a harbor were 
conducted and the characteristics of surf beat in the nearshore non- 
breaking zone were investigated. It was found that the surf beats exist as 
bounded waves outside the harbor. In the condition that wave height 
increase from calm, the height of surf beats may reach 20 % of ordinary- 
wave heights when the ordinary-wave height is 5m at the depth of 13 m. 
It was also confirmed that the surf beats exist as free waves inside the 
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harbor and the wave height distribution of surf beat inside the harbor 
may be calculated by the same method as that for ordinary-waves. 
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CHAPTER 61 

LOW FREQUENCY WAVES IN THE SURF ZONE 

Gary Watson1 and D. Howell Peregrine2 

ABSTRACT 

The generation of low-frequency waves (LFW, also known as 'infragravity waves') 
within a two-dimensional surf zone is investigated numerically using a short-wave 
resolving model. In this simplified model, based on the nonlinear shallow-water 

equations, breaking waves are represented by 'bores', at which there are jumps in 
both water depth and velocity. Some idealized trains of modulated waves are then 
used to investigate how LFW may be generated by forcing within the surf zone, as 
opposed to the mechanisms of bound wave reflection and moving break point forcing. 
In this way, the process of LFW generation may be examined in some detail. The 
model is also compared with some measurements of irregular waves in a flume: good 
agreement is obtained. 

INTRODUCTION 

Low-frequency waves (LFW) are generated by the transfer of energy from modulated 
high-frequency waves (short waves) when they propagate into shallow water near the 

shore (Hamm et al., 1993). The energy transfer may be thought of as being brought 

Research Associate, University of Bristol, Mathematics Department, University 
Walk, Bristol BS8 1TW, United Kingdom. (gary.watson@bristol.ac.uk) 

2Professor of Applied Mathematics, Bristol (d.h.peregrine@bristol.ac.uk) 
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about by the variations in short-wave momentum flux (radiation stress) as the short 
waves of varying amplitude propagate over changes of water depth and break 
(Longuet-Higgins & Stewart, 1964). Past work on modelling LFW generation has 
used linear theory for the short waves and their radiation stresses. Empirical 
assumptions about wave amplitudes within the surf zone are used to estimate the 
radiation stress forces (Gallagher, 1971; Symonds et al, 1982; Nakaza & Hino, 1991; 
Schaffer, 1993; List, 1992; Roelvink et al., 1992). 

Three particularly significant aspects of the generation process have been 

discussed: 
(1) "Bound" LFW are generated with the short-wave groups and these grow 

as they propagate shorewards (Longuet-Higgins & Stewart, 1962; Agnon, 1993). The 
bound waves are released to propagate freely when the short waves lose their energy 
by breaking, or when they propagate over depth changes such as bars. 

(2) Modulated short waves break in different depths. The radiation stress 
gradient is negative to shoreward of the break point and positive to seaward. LFW 
are generated as the break point moves (Symonds et al., 1982; Schaffer, 1993). 

(3) Within the surf zone, the wave set-up fluctuates in response to fluctuations 
in incident wave amplitude. This rising and falling mass of water at the shoreline 
generates LFW. If the surf zone is saturated this effect is directly related to (2) but 
in general, modulations will penetrate into the surf zone and cause a complex time- 
varying radiation stress field (List, 1991). 

These investigations have suffered from the disadvantage that questionable 
assumptions are made about the validity of linear theory for the propagation and 
radiation stresses of breaking waves within the surf zone. An alternative to this 
'wave-averaged' approach is to use short-wave-resolving models to study the 
generation processes in more detail, without the need for such assumptions. Here we 
report studies of LFW generation using the nonlinear shallow-water equations. These 
are particularly appropriate in the inner surf zone, where the waves have formed into 

turbulent bores (Packwood, 1980) and they have been proved adequate for modelling 
breakers on a shallow beach (below, also Cox et al., 1992). It is in the surf zone that 
LFW have their largest amplitudes and the above generation mechanisms act. Other 
nonlinear equations such as the Boussinesq equations are only valid for non-breaking 
waves (although recent efforts have been made to extend their validity into the surf 
zone: see Schaffer et al., 1992). The shallow-water equations are thus best suited to 
the study of mechanism (3) above, and it is this which is discussed below. 

Initially, our attention has been confined to one horizontal dimension and a 
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plane beach. The situation is thus simplified by the exclusion of edge waves and 
longshore currents. Bottom friction has been neglected, because it introduces an 
unnecessary empirical element into the model. Previous work has suggested that it 
has no qualitative effects, and that quantitative differences are mainly important in 
the very shallow swash zone (Packwood, 1980). Beach porosity has also been 
neglected for simplicity. 

MATHEMATICAL MODEL 

The motion of a shallow layer of water, if the length scale of the motion is much 
greater than the water depth, may be described by the shallow-water equations for the 

conservation of mass and momentum, 

dt + (ud)x = 0 (1) 

(2) ut + uux + g(d-h)x 0 

where u is the depth-averaged flow velocity, d the water depth, g the acceleration due 

to gravity, h(x) the undisturbed water depth and -hx the local bottom slope (assumed 

small).  Subscripts indicate differentiation. The surface elevation is r\ = d-h.  The 

variables are illustrated in figure 1. 
In appropriate conservation form, the equations are: 

dt yudJ 

f 

dx 

ud \ 

111 u d + —gd 
2 

( 0 
gdh 

(3) 

Figure 1: Sketch showing variables referred to in the text. 
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or,     U   + Fx = S. (4) 

U is a vector of the conserved quantities mass and momentum, F is the flux of those 
quantities and 5 is a source term due to the bottom slope. These nonlinear, 
hyperbolic partial differential equations admit the development and propagation of 
discontinuities which represent bores at which both mass and momentum are 
conserved. These fundamental conservation properties are important to ensure that 
the basic physics is correct. They mean that no empirical terms are required, even 
for wave breaking, although this does not give a detailed model. The conservation 

of mass and momentum at a bore may be demonstrated mathematically by integration 
of eq. (4) to yield the hydraulic jump relations. 

A useful way in which to write eqs. (1) and (2) is in the characteristic form. 

This is obtained by making the substitution c2 = gd (c is the local long-wave speed), 

rearranging, and expressing in terms of time derivatives along certain trajectories: 

— (u+2c) = ghr   on   — = u + c (5) 
dt                                 dt 

— (u-2c) - ghr   on   — = u-c. (6) 
dt                                dt 

In terms of the Riemann invariants, R* = u + 2c and R~ = u-2c, these are 

R + t + (u + c)R\ = ghx (7) 

R~t + (u-c)R-x = ghx. (8) 

Eqs. (5) and (6), or (7) and (8), indicate that the quantities R* and R~ propagate 

along the characteristics at speeds u + c and u-c respectively, changing at a rate ghx 

as they do so. u + c and u-c are equal to the local long-wave speeds of shoreward- 

and seaward-propagating waves respectively, advected by the local flow velocity u. 

R* and R~ thus specify the shoreward- and seaward-propagating waves, 

respectively, a fact which is very useful in analysing results.   At bores, there are 

jumps in R* and R~ (Peregrine, 1974). 

The boundary conditions to be satisfied are as follows. The shoreline 

boundary conditions are that the water depth becomes zero and its position xs(t) 

moves such that it has the same velocity as the water: 
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dx 
d(xs[t],t) = 0,       U(JC,W,0 = —-• <9> 

at 

The appropriate seaward boundary conditions depend on the particular 
situation being studied. For wave modelling on a real beach, we need to prescribe 
the incident waves and yet permit outgoing waves to escape without reflection. This 
is done using the Riemann invariants discussed above.   As long as the flow is 

subcritical (\u | <c) at all times, R~ propagates into the domain at speed u + c and/?" 

propagates out of it at speed u-c. R~ at the seaward boundary must thus be 

computed from the solution just inside, using eq. (8).   Incident waves are specified 

by prescribing R*(t).    In supercritical conditions, both R+  and R~  would be 

specified if u>c, but neither need be specified if u< -c. Supercritical conditions do 

not occur in the cases studied here. 
For wave tank experiments, the correct seaward boundary conditions must be 

chosen to fit the data that are available. In the case discussed below, the water depth d (t) 

is set equal to that measured at a wave probe, with R~ computed as before. 

Unfortunately this permits non-physical reflections at the seaward boundary, which 
must be borne in mind when interpreting the results. If the entire flume is to be 
modelled, the mode of generation must also be modelled correctly. 

NUMERICAL METHOD 

A new numerical scheme, the weighted average flux method, was adopted for the 
solution of these equations. Invented primarily for aerodynamics, it is a development 
of currently favoured methods such as Godunov's and Roe's. Toro (1989) introduced 
the method for a simple advection equation and for the Euler equations of 

compressible gas dynamics. Toro (1992) applied it to the shallow-water equations 
for water of uniform depth. Watson, Peregrine & Toro (1992) adapted it for use with 

a moving shoreline and variable depth. 
The method is 'shock-capturing', in that discontinuities (bores) are 

automatically treated correctly without the need for a special tracking algorithm. 
Bores are followed very well and for a given accuracy less discretization points are 
required than with most methods. It is found to be more efficient and robust than 
previously used methods such as the Lax-Wendroff scheme used by Hibberd & 
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Peregrine (1979). 
The essence of the method consists of solving the initial-value Riemann 

problem for the shallow-water equations in each cell, with constant data in each half 
of the cell and a jump at the mid-point. This is done analytically using Riemann 
invariants and the mass and momentum conditions at bores. In this way the average 
mass and momentum fluxes in each cell are estimated one half-timestep in advance. 
A Total Variation Diminishing (TVD) adjustment is then made to the flux average 
in order to eliminate spurious oscillations near bores. This is done by means of 
upwinding, using a flux limiter to reweight the flux average (hence the name, 

'Weighted Average Flux'). The TVD procedure effectively makes the scheme 
somewhere between first and second-order, so as to achieve a compromise between 
accuracy and stability. An explicit finite difference scheme is used for advancing in 

time. Each time step Atn must be less than the time taken for the fastest wave in 

the solution to propagate one grid point (the 'CFL' condition). 
The shoreline boundary conditions (9) are not solved explicitly, but are 

approximately satisfied in the model. Any negative values of d are reset to zero and 

a dry-bed Riemann problem is used at the next timestep (Toro, 1990). As the depth 

becomes very small near the shoreline, large errors would result if the unmodified 
scheme were used. This is because small errors in the momentum variable ud 

become large errors in u when divided by a small value of d. In order to avoid such 

errors, an alternative approximation is used for u wherever the depth is less than a 

suitable small depth tolerance dtol. To plot the position of the moving shoreline, 

another small depth ds is chosen and the position of that depth is plotted. 

The seaward boundary conditions were implemented along the lines mentioned 
above, using a simple finite difference approximation to eq. (8). Note that it is 
necessary to check whether the flow is in fact subcritical before using this scheme. 

RESULTS 

Before proceeding with more complicated cases, the numerical scheme was tested 
against an analytic solution for non-breaking shallow-water motion on a beach 
(Carrier & Greenspan, 1958). The test showed good agreement, except for a small 
error in velocity very close to the shoreline. 
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Some Idealized Illustrations. 

Figures 2 and 3 illustrate the generation of a single low-frequency cycle by an 

idealized wave group. The input R*(t) consists of fully modulated sinusoidal waves 

cut off after one group of ten waves. Figure 2 shows a perspective view of the 
surface elevation solution in space-time. All variables are dimensionless, with the 
beach slope scaled out of the problem. In this example, a slope of 1/30 and an 
offshore depth of 1 m would correspond to a wave period of 5 s and a wave height 
of 0.8 m. The waves steepen into bores as they travel towards the beach, decreasing 
in amplitude and slowing down as they do so. In the first half of the group, each 
successively larger wave pushes more water up the beach face. As the wave 
amplitude decreases in the second half of the group, this water recedes back down 
the beach. The inertia of the backwash of these waves pulls the shoreline water level 
down beneath the still water level and it finally rises rather rapidly to its initial level. 
This rising and falling motion, on the time-scale of the wave group, shows up clearly 
in the shoreline position (thick line). It generates a low-frequency wave which 
propagates offshore, and which can just be seen in the latter half of the plot. 

In figure 3 the incident and outgoing waves are separated by means of the 

Riemann invariants. 2c±u (-/?*) has been plotted rather than u±2c so that higher 

values always correspond to deeper water. These are plotted at different offshore 

distances after subtraction of the undisturbed value. At x = 0.2 the beach is normally 

dry, but values become defined when a wave runs up past this position. 

The incident invariant shows the waves steepening and decreasing in 
amplitude as they approach the shore, and the raising of the mean level in the middle 
of the group. This corresponds to the set-up which is forced by the wave group. It 
also shows the modulation of the group becoming weaker as the waves saturate. The 
outgoing invariant shows the almost complete absence of short waves travelling away 
from the beach, because they have dissipated their energy and are not reflected. An 
asymmetric low-frequency pulse is seen to propagate away from the beach, 

decreasing in amplitude as it does so. Note that at x=0, positive elevation is 
approximately in phase with the peak of the incident group (but this is expected to 
depend on group length). 

The incident wave group used in figure 2 is not very realistic, since such large 
waves are not in reality sinusoidal. Also, large-amplitude sine waves have a net mass 
transport associated with them because the water is deeper when the velocity is 
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onshore (wave crest) and shallower when it is offshore (wave trough). This transport 
will be an increasing function of wave height and thus will cause a LFW to be 

generated by the group. Although a real wave group will have a mass transport 
associated with it, it will not necessarily be the same as that of these sine waves, and 

it may be thought of as being part of the bound wave driven by the group. In this 
example the LFW may thus be too large: an incident wave group is normally 
accompanied by a bound wave of depression, whereas ours is not. The bound wave 

Onshore 
Distance 

Figure 2:   Response to a single wave group.  Perspective view of space-time plot 
of surface elevation, including shoreline motion. 
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Figure 3:  Plots of incident and outgoing wave signals (Riemann Invariants) at 
various distances offshore, for the waves in figure 2. 
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will depend on the offshore topography, in a way which is being investigated. A 
theory for bound waves in moderately shallow water, where the theory of Longuet- 
Higgins & Stewart (1962) fails, has recently been derived by Agnon (1993). 

In the mean time we look to the other extreme and present an example where 
there is no mass transport associated with the wave group. The wave shape is also 
modified to the form of a 'sawtooth', representing waves which have already broken. 
The mass transport in each wave is forced to be zero by choosing appropriate values 
of the peak and trough water depths. The results from this wave group are shown 

in figures 4 and 5, which are equivalent to figures 2 and 3 and have the same scales. 
In these results also, a similar LF pulse is generated. Its amplitude is about 

half that in the previous case. The trough of the wave is deeper, indicating that the 

,-»- 
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Figure 4:  As figure 2, but for a group of breaking waves with no mass transport. 
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outgoing wave, like the incident wave, carries little mass. The phase of the pulse at 
x=0 relative to the incident wave goup is also slightly different, with the peak 
occurring about one fifth of a cycle (70°) earlier and being more sharply defined. 
Note that this corresponds closely to the different shape of the incident pulse at 
thestill-water shoreline Qc=0). In both cases, the shape of the outgoing pulse is close 

to the shape of the low-frequency component of the incident group at this position. 
We conclude that even for a wave group where the bound wave component 

is small, a significant LFW will be generated if the groupiness persists inside the surf 
zone. Note also that in both cases, the amplitude of the LF pulse is such that the 
propagation velocity of the incident short waves is modified significantly. This 
interaction is not usually treated in wave-averaged models, nor is the substantial 
shoreline excursion. 

Experiments are under way to verify these results for single wave groups in 
a wave flume. The effect on the LFW of changes in incident wave amplitude, period 

and group shape remains a subject for further research. 

Comparison with Wave Flume Experiments. 

In order to assess the relevance of the model to real waves, comparison is made with 
data from some wave flume experiments. The measurements are supplementary to 
those reported by Hansen & Svendsen (1979), and were made in the same flume. 
The measurements consisted of a series of depth gauges within the surf zone on a 
slope of 1/34.26. Data from the furthest offshore of these gauges were used to 
specify  the  waves   at  the   seaward  boundary  of the  model.     Since   velocity 

measurements were not available, the incident Riemann invariant R+ could not be 

found exactly at the boundary. Instead, the boundary condition was approximated by 
setting the depth equal to the measured value, and using the outgoing invariant to 

compute the velocity.  As already noted, this is not ideal. 
The result from one such run is given in figure 6. Surface elevation is plotted 

against time, at each offshore distance where a wave gauge was located. The first 
wave reaches the offshore probe at about 20s after startup from rest. The measured 
data are plotted with a solid line and the model result with a dashed line. The two 
are identical at the furthest station offshore (x=-2.81 m), which was the seaward 
boundary for the numerical model. As the shore is approached, differences begin to 
appear between the two. 

Except for the two gauges closest to shore, these differences are small and the 
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Figure 6: Comparison between measured and modelled surface elevation for 
irregular waves in a flume, data courtesy of J.B. Hansen and LA. Svendsen. 
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agreement is very good. Propagation speeds, and changes in wave amplitude and 
shape, are reproduced well by the model. This is true even for the small waves at 
the beginning of the record. The onset of breaking is reproduced well by these 
equations, as was also found by Packwood (1980). At the two shallowest gauges, 
larger differences begin to appear. Some waves are missing altogether in the model 
result. This is because the waves did not reach this location in the experiment. At 
f=36s in the data from *=-0.61, there is a negative jump in surface elevation which 

was not present in the data. This results from a bore being forced to move back 
down the beach by the backwash from the preceding wave. The differences in this 
very shallow water may be due to the neglect of friction in the model. As in the 
above example, small changes in the position of a bore relative to a wave gauge may 
produce a large change in the time series at the gauge. 

Despite these differences in high-frequency detail, the low-frequency 
component of the motion is very well reproduced in the shallow water. This 
manifests itself as changes in surface elevation on a timescale of about 10 seconds. 
This confirms that the nonlinear shallow-water equations used by the model contain 
all the essential components necessary for the LFW generation process to be 
modelled quite accurately. 

CONCLUSIONS 

The nonlinear shallow-water equations have been shown to provide a good basis for 
the modelling of LFW generation in the surf zone. Comparison with wave flume 
data indicates a good reproduction of the long-wave motion everywhere, and of the 
short-wave properties except in very shallow water. Runs using idealized wave 
groups illustrate the process by which LFW are generated by forcing within the surf 
zone, as distinct from breakpoint forcing or bound wave reflection. 

ACKNOWLEDGEMENTS 

This work was funded by the Commission of the European Communities under 
MAST contract 0035 as part of the G6M coastal morphodynamics program. We are 
grateful to E.F. Toro of Cranfield Institute of Technology for providing the 
constant-depth code, and for advising on its adaptation.  The wave flume data were 



830 COASTAL ENGINEERING 1992 

kindly provided by J.B. Hansen and LA.  Svendsen, then at ISVA, Technical 
University of Denmark. 

REFERENCES 

Agnon, Y. (1993).   On a uniformly valid model for surface wave interaction.   /. 
Fluid Mech., in press. 

Carrier, G.F. and H.P. Greenspan (1958). Water waves of finite amplitude on a 
sloping beach, /. Fluid Mech. 4, 97-109. 

Cox, D.T., N. Kobayashi and A. Wurjanto (1992).   Irregular wave transformation 
processes in surf and swash zones. Proc. 23rd Int. Conf. Coastal Eng., paper 
141. 

Gallagher, B. (1971).   Generation of surf beat by nonlinear wave interactions.   /. 

Fluid Mech. 49, 1-20. 
Hamm, L., P.A. Madsen and D.H. Peregrine (1993).   Wave transformation in the 

nearshore zone: a review, Coastal Eng., in press. 
Hansen,   J.B.   and  LA.   Svendsen   (1979).     regular  waves   in   shoaling  water 

experimental data.   Institute of Hydrodynamic and Hydraulic Engineering 
(ISVA), Tech. Univ. Denmark, Series Paper 21. 

Hibberd, S. and D.H. Peregrine (1979). Surf and run-up on a beach: a uniform bore, 

/. Fluid Mech. 95, 323-345. 

List, J.H. (1991).   Wave groupiness variations in the nearshore.   Coastal Eng. 15, 
475-496. 

List, J.H. (1992).   Breakpoint-forced and bound long waves in the nearshore: a 
model comparison. Proc. 23rd Int. Conf. Coastal Eng., paper 123. 

Longuet-Higgins, M.S. and R.W. Stewart (1962). Radiation stress and mass transport 

in gravity waves, with application to "surf beats", /. FluidMech. 13, 481-504. 
Longuet-Higgins, M.S. and R.W. Stewart (1964). Radiation stresses in water waves: 

a physical discussion, with applications, J. Fluid Mech. 13, 481-504. 
Nakaza, E. and M. Hino (1991).  Bore-like surf beat in a reef zone caused by wave 

groups of incident short period waves.  Fluid Dynamics. Res. 7, 89-100. 
Packwood, A.R. (1980).  Surf and run-up on beaches.  Ph.D. Thesis, University of 

Bristol, School of Mathematics. 

Peregrine, D.H. (1974). Water-wave interaction in the surf zone, Proc. 14th Int. Conf. 

Coastal Eng., 500-517. 



LOW FREQUENCY WAVES IN SURF 831 

Roelvink, J.A., H.A.H. Petit and J.K. Kostense (1992). Verification of a one- 
dimensional surf-beat model against laboratory data. Proc. 23rd Int. Conf. 

Coastal Eng., paper 122. 
Schaffer, H.A., R. Deigaard and P.A. Madsen (1992). A two-dimensional surf zone 

model based on the Boussinesq equations. Proc. 23rd Int. Conf. Coastal 

Eng., paper 257. 

Schaffer, H.A. (1993). Infragravity waves induced by short-wave groups. J. Fluid 

Mech., in press. 
Symonds, G., D.A. Huntley and A.J. Bowen (1982). Two-dimensional surf beat: 

long wave generation by a time-varying breakpoint. J. Geophys. Res. 87C, 
492-498. 

Toro, E.F. (1989). A weighted average flux method for hyperbolic conservation laws, 
Proc. R. Soc. Lond. A, 423, 401-418. 

Toro, E.F. (1990). The dry-bed problem in shallow-water flows. Cranfield Institute 

of Technology, College of Aeronautics Report 9007. 
Toro, E.F. (1992). Riemann problems and the WAF method of solving the two- 

dimensional shallow-water equations. Phil. Trans. Roy. Soc. Lond. A, 338, 
43-68. 

Watson, G., D.H. Peregrine and E.F. Toro (1992). Numerical solution of the 
shallow-water equations on a beach using the weighted average flux method. 
Computational Fluid Dynamics '92, Ch. Hirsch et al. (eds.), Elsevier, 495- 
502. 



CHAPTER 62 

Low Frequency Waves in Intermediate Water Depths 
E C Bowers1 

Abstract 
This paper is concerned with calculations and field measurements of low frequency 

or infragravity waves associated with wave grouping (frequencies in the range of 0.005 to 
0.04 Hertz). These waves have periods in excess of wind generated waves and they are 
assuming particular importance now due to the effect they are thought to have on sediment 
transport in and near the surf zone. However, the impetus for the work described here 
originated from a need to quantify the magnitude of these waves in intermediate depths 
typical of harbour entrances: it being generally accepted that long period waves excite 
harbour resonances and moored ship movements, leading to berth downtime. 

1. Introduction 
In intermediate water depths the infragravity waves associated with wave grouping 

are expected to consist largely of an incoming component bound to groups of shoreward 
going (primary) waves, sometimes called set-down beneath wave groups, and a free long 
wave component which will be referred to as surf beat in this paper. In this context surf beat 
includes both"leaky" modes propagating offshore and trapped, high order, edge wave modes. 
A full description of set-down in terms of radiation stresses associated with wave grouping 
was first given by Longuet-Higgins and Stewart (1964) and, in the same paper, they 
suggested that surf beat was the reflection of the bound long wave which became free of 
wave groups in the surf zone: this to account for a time lag observed by Tucker (1950) in 
correlations between long waves measured offshore of a beach and the envelope of the 
incoming waves. 

Subsequently, a description was provided by Symonds et al (1982) of another 
mechanism for the generation of free long waves or surf beat. Called the moving breakpoint 
mechanism, the authors showed that gradients in radiation stresses associated with breaking 
waves, as the break point moves onshore and offshore at wave group periods, would 
generate long waves. An extension of this mechanism has been developed by Watson and 
Peregrine (1992). Using non-linear shallow water equations they have shown that the 
grouping of broken waves, that remains within the surf zone may lead to additional free long 
wave energy. Schaffer and Jonsson (1990) have compared results from an analytical 
description of long wave generation, containing the moving break point mechanism and the 
reflection of the bound long wave, with results of flume experiments carried out by Kostense 
(1984) and obtained qualitative agreement. Time domain models (List, 1992 and 
Roelvink 1992) and a frequency space model (van Leeuwen and Battjes 1990) containing 
both mechanisms of surf beat generation have also been developed and comparisons made 
with flume and field data. 

Free long waves can also be expected to be released by incoming wave groups as 
they propagate over seabed irregularities (see Mei and Bennousa, 1984, for example). 

1 Research Department, HR Wallingford, Wallingford, Oxon.  OX10 8BA, UK. 
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From the above discussion it can be seen that two basic long wave populations 
associated with wave grouping can be distinguished: the incoming bound long waves and free 
long waves or surf beats generated via various mechanisms. In principle, the bound long 
waves can be calculated from a knowledge of the primary waves. Early flume experiments 
verified that the amplitude of the bound long wave could be predicted in intermediate water 
depths using a Stokes expansion of the basic wave equations taken to second order in wave 
amplitude (see Bowers, 1980, for example). This suggested that surf beats could be 
determined in field data by calculating the bound long wave component and subtracting it 
from the total long wave energy. With that in mind, a method of analysis of pressure sensor 
data was developed to separate out the surf beat and bound long wave components in the 
total long wave spectrum. This analysis was applied subsequently to a number of sites 
around the UK coast (water depths 4m to 19m) including Port Talbot on the south coast of 
Wales in 1984, Dover and Shoreham on the south coast of England in 1986, Barrow-in- 
Furness on the west coast of England in 1988 and Sunderland on the east coast of England 
in 1988. The method of analysis is outlined in the next section and the results from the 5 
sites discussed in a following section. 

Similar analyses of field data have been carried out recently by Okihiro et al (1992) 
and by Herbers et al (1992). 

2. Method of analysis 
The first point to make is that calculation of the bound long wave has to take the 

directional spread of primary wave energy into account (Sand 1982). This is well illustrated 
by flat bed wave basin results obtained recently at HR Wallingford using a shallow water 
multi-directional wave-maker. Figure 1 shows measured long wave spectra associated with 
primary waves representing a significant wave height of 8m, a spectral peak period of 15s 
and water depth of 40m. It can be seen that even a relatively narrow rms spread of 22.5° 
in short crested primary waves will almost halve the long wave height associated with long 
crested uni-directional (zero spread) waves. It is also of interest to note that the long wave 
height is not all that sensitive to the amount of directional spread, with a broad spread 
corresponding to a cos29 distribution (32° rms spread) resulting in only slightly smaller long 
waves than those measured with a primary wave spread of 22.5°. These results indicate that 
once a small degree of directional spread exists in the primary waves, it produces a 
considerable reduction in the height of the bound long wave component but thereafter 
directional spread becomes a less sensitive parameter (see Equations (17) and (18) later). 
Of course, surf beats due to reflections of the bound long wave from the shingle beaches on 
the wave basin boundaries would also have been present in these experiments but they can 
be expected to be a fixed percentage of the bound long wave. Thus, the relative behaviour 
of the total long wave spectra in Figure 1 can be considered representative of the relative 
behaviour of just the bound long wave spectra in the model depth equivalent of 40m. 

The second point to make is that relatively long wave records are required to reduce 
uncertainties in long wave magnitudes. For example, there would only be 10 waves of 2 
minute period in a conventional wave record 20 minutes long with the result that large 
variations in the long wave height would occur from record to record even with a stationary 
sea state. This problem can be minimised by taking a long enough record for which a full 
range of different wave grouping patterns has had time to occur leading to representative 
bound long waves. For example, Bowers (1988) has demonstrated in flume work, with 
compensation for set-down at the wavemaker, that in moderately long experiments the 
spectrum of set-down or the bound long wave component in random seas will tend to an 
"expected" spectrum calculated without taking into account the phases of the primary waves. 
In short experiments, or short wave records, these phases become important because only 
certain patterns of wave grouping will have occurred leading to an unrepresentative long wave 
spectrum. To ensue long records in the field measurements a bottom mounted pressure 
sensor was programmed to take 2 hour records. This was done by sampling regularly for 
5 minutes every 4 hours and when the significant wave height exceeded a present threshold 
level, a 2 hour record was taken. This technique ensured that long records were only takenat 
times of relatively high primary wave activity when the associated long waves were worth 
measuring. 

In the measurements reported here, the specially programmed pressure sensor 
provided information about the one dimensional primary wave spectrum, but no information 
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Figure 1   Wave basin long wave spectrum showing effect 
of short crestedness in primary waves 

about directional wave properties. However, the (zero lag) correlation coefficient between the 
forced low frequency disturbance and the low frequency part of the square of the primary 
wave pressures is sensitive to the amount of directional spread in the primary waves, with 
narrow spreads producing higher correlations. Thus, by calculating the correlation coefficient 
for the total long waves from the pressure sensor data, it is possible to infer the mean 
directional spread in the primary waves (see Section 2.2). Armed with the one dimensional 
primary wave spectrum and a mean spread parameter, it is then possible to calculate the 
"expected" spectrum of the forced low frequency disturbance and subtract it from the 
measured long wave spectrum to leave the surf beat spectrum. 

The bound long wave spectrum based on a second order Stokes expansion (see for 
example Sand 1982) really applies only to a flat seabed. If the seabed is sloping gently 
enough, so that the wave system has time to adjust itself to local depths, then the same 
calculation can be expected to apply to the real situation with the local water depth being 
used in the equations. While this assumption appears reasonable in most cases for the 
primary waves, it is less likely to apply to long waves where depth changes can be significant 
within a wavelength. In what follows, an allowance for seabed slope is made as a correction 
to the "flat bed" calculation of the bound long wave and it is found that an additional bound 
long wave component results which lags the main one by 90°. This may explain a lag in the 
total bound long wave component that has been reported by List (1992) in a numerical model 
of nearshore surf beat generation. However, for the seabed slopes and intermediate water 
depths applicable to the field measurements reported in this paper it is found that the 
additional bound long wave component remains a fraction of the "flat bed" bound long wave 
and, if included, alters resulting estimates of surf beat height by only a few percent. 
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2.1 Calculation of bound long waves 
For convenience, we represent the seabed by straight parallel contours running 

perpendicular to the x axis of a right-handed orthogonal co-ordinate system where the x axis 
points offshore. The plane z = 0 is taken to be the water surface and we assume that a 
multi-directional sea approaches from offshore, with its mean direction parallel to the x axis. 
A constant seabed slope a is taken so that water depth(h) is given by, 

h = xtana (1) 

We assume irrotational wave motion with fluid velocity 3 derived from a velocity 
potential 4>, 

3 = (u, v, w) = -V<j> 

Incompressibility leads to the basic wave equation 

V2<j) = 0 (2) 

Solutions to (2) are sought subject to the following boundary conditions. 

On the seabed z = -h, the normal velocity vanishes, i.e, 

ui!!l + w = 0 (3) 
dx 

and on the free surface z = r| we have the kinetic condition 

in + u *± + v *L - w = 0 (4) 
3t 3x 3y 

and Bernoulli's equation (with constant air pressure at the surface) 

Vz q2 + gti - ii = 0 (5) 
3t 

We solve the above equations by using a Stokes expansion, retaining linear terms 
in the equation in lowest order and bringing quadratic terms into next order. With in each 
order, flat bed solutions are obtained initially and then corrections obtained to allow for depth 
variations. 

As the expressions for the final bound long wave spectrum are complex we consider 
just one component associated with two primary wave frequencies to,, and co2 propagating at 
angles 9mand 9n, respectively, to the x axis, 

Tl(1) = an2cos(co2t + k^ + en2) + am1cos(co,t + l^r + em1) 

where 
JSi2l = k2cos6nx + k2sin8„y, 
J<mi£ = klCos9mn + k^ine^, 

Here, an2 (x), am1 (x) are the amplitudes of the two primary wave components and e„2, em1 are 
their random phases, while each wave number satisfies the usual dispersion relationship in 
terms of the local water depth h(x), 

co2 = kgtanhkh. 

The depth variation can be shown to introduce an additional requirement on each 
primary component which expresses the conservation of wave energy during refraction over 
the varying seabed level, 

-fL(a2C0cos9) = 0 
dx       3 
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where c is the group velocity 

(1 
2kh 

2k '       sinh2kh 
To next order in the Stokes expansion, the quadratic terms in (4) and (5) are 

expressed as products of the first order quantities and they lead to terms containing sum and 
difference frequencies co^co,. The bound long wave component has frequency cOj-co, so we 
retain just the difference frequency component. Solutions to Laplace's equation (2) are 
sought for the second order potential (|><2) subject to boundary condition (3) on the seabed and 
the following surface condition obtained from (4) and (5), 

a2(|)<: 

g- 
,a2w<1\ ,3w<1> + 23

(1 9gJ1> 
at 

(6) 
at2       az at2 az 

Equation (6) shows how the surface perturbation on the right-hand side forces the bound long 
wave potential <j>(2). Following the pattern of solution outlined above for the primary waves, 
we calculate the bound long wave first of all neglecting depth variations and then consider 
the effect of variable depth as a perturbation on this solution. We denote the local depth 
solution for the bound long wave potential by <t>0

(2)(x) and its correction for depth variation by 
<t>,,2)(x)- Thus, <t>0

<2)(x) takes the form of the usual "flat bed" second order potential (see Sand, 
1982 for example). 

•• Amn cosh{|k'| (z+h)} sin (cot + k.r + e) (7) 

where, 

CO = COj   -co, 

Ji  = JSl2 " JSn1 

Amn   ~ iS   3n2am1 

2k, k2 co"(cos(e„-9m) + tanhk,h tanhk2h) 

(co-)2cosh|k"|h   -   g|k"|sinh|k-|h 

co2cosh2k,h co,cosh2k,h 
To find <|>,<2) we consider solutions of (2) of the following form, 

<|>,(2) =      Gmn (x,z) cos (co't+k.r+e) (8) 

where, 
(Bmn + zEmn)sinh|k-|(z + h) 

+ (Cmn + zDmn + z
2Fmn)cosh|k-|(z + h), 

2M Fmn = -k-x Amn   ^.|Jf 

|k:|Dmn - -k; Amn^_|k-|d 

and, 

2|k-|Emn^i.(k;A2)+JgAm„J.|k-| 

k"x = Ic, cos 8n - k, cos 8m 
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The boundary condition (3) leads to a value for Bmn 

and (6) leads to a value for Cmn 

Cmn [glislsinh |k-|h - (co-)2 cosh |k"|h] + gDmn cosh|k-|h 

+ gEmn sinh|k-|h • Bmn [g|lr|sinh[k-|h - (co")2 coshjk-|h] = Hmn. 

Here, Hmn is the term on the right-hand side of (6) proportional to cos (cot + k'.r + e"). 

The above set of equations define the additional bound long wave component (8) due to a 
varying water depth. It can be seen that it has a 90° phase difference with the usual "flat 
bed" bound long wave (7). 

The expressions derived so far relate to just a pair of primary wave components. To define 
the bound long wave associated with a multi-directional sea it is necessary to sum over all 
the pairs of wave components with amplitudes that can be defined in terms of the directional 
wave spectrum Sd, ie 

a2   = 2 Sd (f2, 9n) df d9, (9) 
a2

m1 = 2Sd(f„em)dfde. (io) 

Finally, as measurements were made with a bottom mounted pressure sensor (with the 
diaphragm pointing upwards) we obtain an expression for the forced low frequency 
disturbance on the seabed from Bernoulli's equation, 

Tlf   - 1 ^!-i/2(q«>)2 

3t — (11) 

2.2 Estimating directional spread 
This was done using the correlation coefficient RL (at zero lag) between the low 

frequency part of the square of the primary wave bed pressures, effectively the square of the 
seabed wave envelope, and the measured low frequency disturbance on the bed. Denoting 
the primary wave on the bed by T|P

(1) and the surf beat by rib
<2) we have by definition, 

R .      I (i1))2(nf * T,'2') dt 

(f(<)4dt)* (/(n.« + TlEW 

Where T|S
(2) is defined in (11). The above quantity can be calculated from the measured 

pressure sensor data and examples of RL are shown in Figure 2 for a range of lags and 
primary wave heights. It can be seen in all cases that a negative correlation coefficient 
occurs at zero lag, consistent with a set-down beneath groups of large waves. The Bernoulli 
pressure in (11) will contribute to this negative correlation but it is insufficient to to explain the 
magnitude of the measured correlations. In all cases the recordings were made far enough 
offshore for us to assume that at zero lag surf beat is uncorrelated with both the square of 
the primary waves and the bound long wave so that RL simplifies to, 

fvL 
WL 

(12) 
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Figure 2  Correlation coefficients for large and small waves at Port Talbot 
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Where Rs is the correlation coefficient for the forced low frequency disturbance alone, 

KVP11)2 n?* 
(J(T,<,Vdt)'4(j(T,f)2dt)'4 

and 

,  T 
Ms = J, J frffdt 

1  o 
In (12) the correlation coefficient RL and the mean square of the total low frequency 
disturbance ML can be obtained directly from the measurements, while the correlation 
coefficient (Rs) and the mean square of the forced low frequency disturbance (Ms) can be 
calculated in terms of the primary wave spectrum using (11), (7), (9) and (10). Only the "flat 
bed" component of the bound long wave defined in (7) is needed here because the 90° 
phase difference of the extra potential due to varying water depth means (8) does not 
contribute to the correlation coefficient at zero lag. 

Clearly, both Rs and Ms are functions of the directional properties of the primary waves. We 
make the following assumption about the primary wave spectrum, 

s«(f'e) = Tin* exp <"•?> S(f) (13) 

where S(f) is the usual one dimensional wave spectrum and 90 defines a mean spread 
parameter for the primary waves. Different, and perhaps more familiar, forms for directional 
spread were tried in the analysis but the results were found to be insensitive to the exact form 
of the spreading function. The exponential form has the advantage that analytical integration 
is made possible (see next sub-section). 

Equation (13) completes the expressions needed to define Rs and Ms in terms of the unknown 
90.  This mean spread parameter can then be obtained making an initial guess for 90 and 

iterating on this starting value until (12) is satisfied. Of course, even though the bound long 
wave quantities being used here relate to bed pressures they are expressed in terms of the 
spectrum S(f) of primary waves at the surface. This is obtained from the measured primary 
wave bed pressure spectrum by applying the square of the inverse of the (linear potential) 
depth attenuation factor, frequency component by frequency component. Also, in calculating 
the bound long wave, its "expected" value is obtained from the primary waves. This ignores 
the phases of the primary waves, as described above under method of analysis; a process 
that can be justified for long wave records. 

2.3 Calculation of the surf beat spectrum 
This spectrum is obtained by simply subtracting the calculated spectrum of the forced 

low frequency disturbance (11) from the measured long wave spectrum. In doing this, some 
estimate of the bound long wave due to a varying water depth is needed in addition to the 
"flat bed" bound long wave. We do this making the shallow water wave assumption, kh<1, 
when evaluating expression (8). This is justified on the basis that this bound long wave 
component can be shown to be negligible for deep water waves. After much algebra we find 
its spectrum SQ(f) takes the form, 

SG(f) = /s(f)S(f + f)lGdf (14) 

where, 

I   _ /hrep     0.0556g5tan2a 
Q       2g     7i9h790f1

4(f +f-)4 
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It is of interest to compare this spectrum with the spectrum SF(f") of the "flat bed" bound wave 
calculated under the same shallow water wave assumption, 

,./* SF(f) = J S(f) S(f + f)lF df (15) 

where 

j   ./hrc^      0.2813g2f" 
2g'    7c3h4eof

2(f +f")2 

Both spectra in (14) and (15) can be evaluated and then integrated over difference 
frequencies f. For typical parameters we find the ratio N of the bound long wave amplitude 
due to varying water depth, over the flat bed bound long wave amplitude is, 

N = 264 T' tana (16) 
h3/2 

Where Tp is the spectral peak period of the primary wave spectrum and the constant has 
dimensions (rn^s > This shows immediately that effects of bed slope will only be important 
nearshore when the water depth is reduced. It must also be remembered that the Stokes 
expansions of the type being used in this paper are not valid in very shallow water when the 
waves become highly non-linear. This will limit the range of validity of the expressions given 
here. Nevertheless, it is of interest to use (15) to estimate the magnitude of the flat bed 
bound long wave. Defining the significant value as 4 times the standard deviation we find for 
a typical wave spectrum, 

Hs (bound long wave) = 0.0413 hK >--2T2 

8oTp, 

H3TP (17) 
h2 

where Hs is the primary significant wave height and the constant has dimensions (m^V312). 
This compares with an equivalent expression for uni-directional primary waves, 

Hs (bound long wave) = 0.074    HsT" (18) 

where the constant has dimensions (ms'2). Expression (17) gives bound long waves that, 
typically, are half the height of those defined by (18) (see also Figure 1). Another difference 
between multi-directional seas and uni-directional seas is in the shape of the flat bed bound 
long wave spectrum. It is well known that, in theory, this spectrum has a finite value at zero 
frequency for uni-directional waves but (15) shows that in shallow water, the bound long wave 
spectrum in multi-directional waves tends to zero as the difference frequency tends to zero. 

Although (17) and (18) are, in theory, limited to shallow water waves they appear, in 
comparisons with exact calculations, to give reasonable estimates of bound long waves even 
for kh«1. 

3. Field data 
In applying the method of long wave analysis described in Section 2, exact 

calculations of the flat bed bound long waves were made using (7). The bound long wave 
due to varying bed level was then determined using (14). This resulted in only small 
corrections to the final estimate of surf beat thereby justifying the use of (a conservative) 
shallow water theory in deriving (14). Examples of these corrections are given for various 
sites in what follows. 

3.1 Port Talbot 
In this deployment the pressure sensor was mounted about 4km from the shoreline 

at the seaward end of the navigation channel leading to the harbour of Port Talbot on the 
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south west coast of Wales. With the large tidal range at the site, depths at the sensor varied 
from 10m to 19m. Spectral peak periods ranged from 7s to 15s and, typically, significant 
wave heights were in the range of 1m to 2m but some large wave heights of 4m were 
measured. Such parameters indicated the main source of wave activity to be the Atlantic as 
shorter period waves would have been dominant if local fetches were applicable. The seabed 
slope in the vicinity of the wave recorder was about 1 in 600. 

To illustrate the largest correction to the flat bed bound long wave due to a varying 
seabed level we take the record with the lowest depth. The parameters were, 

Hs = 1.16m, Tp = 12.8s, h = 10.2m, Hs (long wave) = 0.104 

Exact flat bed analysis yielded, 

Hs (bound long wave) = 0.073m with 90 = 10°, RL =-0.60. 

Here, and in what follows, the term bound long wave is taken to include the Bernoulli 
pressures in (11) although strictly speaking it should just refer to disturbances due to the 
second order potentials (7) and (8). Expression (14) leads to an additional bound long wave 
component with a significant height of 0.016m, ie 22% of the flat bed component.  This 
percentage figure can also be obtained directly from (16). Thus, surf beat height is given by, 

[(.104)2 - (0.073)2 - (0.016)2f = 0.072m. 

If we had neglected the additional bound long wave component our surf beat height would 
have been 0.074m and only a small error would have resulted. For the record with the 
largest water depth (18.9m) the additional bound long wave component was only 10% of the 
flat bed component and its neglect would have resulted in only a 0.05% error in surf beat 
height. Because of its small effect on estimates of surf beat it was decided to neglect the 
additional bound long wave component. However, it should be noted that such a component 
exists and, according to (16), can be expected to become more important nearer to the shore 
where it will tend to make the trough of total bound long wave lag behind groups of large 
waves: an effect also observed by List (1992). 

The following table of some of the Port Talbot data gives an idea of the percentage 
contribution of surf beat to the total long waves measured. It can be seen that surf beat is 
dominant when primary waves are small but that the bound long wave component begins to 
dominate when primary wave heights are larger. 

Table 1 Results from Port Talbot 
Measured long waves      Calculated bound long waves Surf beat 

H,(m) H,(m) 
0.006 0.024 
0.007 0.029 
0.008 0.031 
0.011 0.033 
0.116 0.168 
0.238 0.288 
0.349 0.210 
0.230 0.185 

We know that the bound long wave component will increase with the square of wave height 
and period to the power 3/2 (see (17)). The above results (as well as those collected at the 
other sites) indicate that surf beat does not increase as rapidly with the severity of sea state. 
It is of interest for engineering studies to try and find an empirical relationship for the height 
of surf beat in terms of primary wave parameters. This was done with the powers of the 
following three parameters being chosen to minimise scatter in the data, 

Hs (surf beat) ~ H/ T.V 

Primary Waves Measi 
H,(m) Tp(s) H.(m) 
0.49 11.1 0.025 
0.54 11.1 0.030 
0.79 6.9 0.032 
0.80 7.6 0.035 
2.76 12.8 0.204 
3.20 13.5 0.374 
4.12 11.5 0.407 
4.18 12.0 0.295 
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In the case of Port Talbot, the following relationship was found where wave height and water 
depth are in metres and wave period is in seconds. 

I, 1.32-J-1.17 

Hs (surf beat) = 0.0064    "•    '" (19) 
h0.34 

Scatter in the data was judged by a normalised error parameter and it was found that this 
error parameter was larger when an empirical relationship of the above type was sort for the 
significant height of the total long wave component, i.e without first subtracting off the bound 
long wave energy. This result indicates that the assumptions made about the bound long 
wave in the method of analysis, are justified. Also, Herbers et al (1992) have provided 
evidence using bispectral analysis that the bound long wave spectrum in field measurements 
of long period disturbances, matches the bound long wave spectrum predicted by a second 
order Stokes expansion. 

3.2 Shoreham Harbour 
In this case, the pressure sensor was mounted about 2.5km from the shoreline, 

offshore of the entrance to Shoreham Harbour which lies on the south coast of England. 
Water depths ranged from 7m to 12m due to the tide and the wave climate consisted mainly 
of locally generated waves with spectral peak periods from 6s to 10s. Swell, which had 
propagated up the English Channel from the Atlantic was also present at times with significant 
heights generally under 1m and spectral peak periods of 12s to 18s. 

The seabed in the vicinity of the wave recorder was very flat with a slope of about 
1 in 700. The record with the largest slope induced bound long wave had the following 
parameters, 

Hs = 0.6m, T = 15.5s, h = 8.8m, Hs (long wave) = 0.055m. 

The flat bed bound long wave was 0.024m which, ignoring the slope induced component, 
gave a surf beat of 0.0495m. Although slope induced bound long wave is 35% of the flat bed 
component, the inclusion of this component only reduces the surf beat estimate by 1.5% to 
0.0488m. This justified neglect of the slope induced component in the other Shoreham 
records. 

The following empirical relationship was found for the resulting surf beat heights, 

M 0.93-1-0.99 

H. (surf beat) = 0.0074    Ms    'P (20) 
h0.06 

3.3 Barrow-in-Furness 
Here, the pressure sensor was deployed about 2.5km south of a sand spit, the Isle 

of Walney, which protects Barrow-in-Furness, on the north west coast of England. Water 
depths ranged from 4m to 12m due to the tide and locally generated waves occurred with 
significant heights of up to 2.4m and spectral peak periods of 5s to 8s. Occasional southerly 
swell from the Irish Sea was able to reach the recorder position with heights of under 1 m and 
spectral peak periods of about 12s. 

The seabed slope was very flat at about 1 in 600 and the record with the largest 
slope induced bound long wave (23% of the 0.10m flat bed component) had a surf beat 
height of 0.091 m which was only 3% less than the surf beat height obtained ignoring the 
slope induced long wave. This justified neglecting the effect of the slope induced bound long 
wave. 
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The following empirical relationship was found for the resulting surf beat heights, 

Hs (surf beat) = 0.0024 H 
I8-|-1.5! 

(21) 

4. Discussion and results from other sites 
Long wave recording was carried out at two other sites, Dover and Sunderland, but 

the separation into bound long wave and surf beat proved unsatisfactory in that scatter in the 
data increased after subtraction of the bound long wave. This may have been due to primary 
wave reflections from the vertically faced harbour breakwaters affecting the measurements. 
Ignoring such reflections (which could not be quantified) would tend to lead to overestimates 
of bound long wave energy under the assumptions made in the analysis and this in turn 
would under-estimate the surf beat. This problem did not arise for Port Talbot because the 
breakwaters were of rubble mound construction and highly absorbent of waves. At Shoreham 
the breakwaters were almost perpendicular to the coastline and directed reflections along and 
onshore rather than offshore towards the wave recorder while there was only a sandy beach 
at Barrow. 

Averaging the powers of the primary wave parameters in (19), (20) and (21) suggests 
a variation, 

Hs (surf beat) 
h° 

(22) 

where the (dimensional) constant of proportionality K has the not dissimilar values of 0.0044, 
0.0066 and 0.0041 for Port Talbot, Shoreham and Barrow, respectively. The largest scatter 
in surf beat heights occurred for the Barrow Data (see Figure 3). 

•a   0.06- 

Primary wave parameters 
HFT„1-25 

Figure 3  Surf beats off Barrow-in-Furness 
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This type of result is consistent with the near linear dependence of long wave height 
on primary wave height found by Tucker (1950) whose measurements appear to have been 
dominated by surf beat rather than bound long waves. Also, the inverse quarter power of 
depth (which could of course be fortuitous) is not inconsistent with inverse shoaling of free 
long waves and high order edge wave modes (Okihiro, 1982). 

We can use (22) to predict long wave heights at Shoreham and Barrow for more extreme 
wave conditions than those measured. [In the case of Port Talbot we already have the data 
in Table 1].   Limiting primary wave parameters to those where a second order Stokes 
expansion can be expected to remain valid we obtain the following. 

Table 2 Extreme wave predictions for Shoreham in a depth of 12.4m 
Primary waves Significant long wave height (m) 
Return H,(m) Tp(s) H, (bound H, (surf beat) Hs (total) 
period long wave) 
10times/yr 3.3 7.5 0.14 0.16 0.21 
1/yr 4.0 8.4 0.27 0.23 0.35 
1/10 yrs 4.7 9.2 0.45 0.31 0.55 

Table 3 Extreme wave predictions for Barrow in a depth of 13.1m 
Primary waves Significant long wave height (m) 
Return H,(m) Tp(s) H, (bound                       H, (surf beat)            H, (total) 
period long wave) 
10times/yr 2.4 7.5 0.10                                 0.07                           0.12 
1/yr 4.0 9.2 0.32                                   0.16                            0.36 
1/10 yrs 4.8 10.0 0.53                                 0.22                           0.57 

These results, together with Table 1, show that surf beat dominates the total low 
frequency wave energy in frequently occurring conditions while bound long waves tend to 
dominate in more extreme conditions. Thus, surf beat probably consisting mainly of seaward 
propagating free long waves and along shore propagating high order edge wave modes, has 
been shown to be an important component of low frequency wave energy in intermediate 
water depths typical of harbour entrances. This means that both the bound long waves and 
surf beat need to be well represented in the modelling of harbour resonance and moored ship 
motions. 
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CHAPTER 63 

INFRAGRAVITY-FREQUENCY (0.005-0.05 HZ) MOTIONS ON THE SHELF 

T. H. C. Herbers,1 Steve Elgar,2 R. T. Guza,1 and W. C. O'Reilly1 

ABSTRACT 
Extensive field observations in depths between 8-204 m are used to investi- 

gate the sources and variability of infragravity-frequency (nominally 0.005-0.05 
Hz) motions on the shelf. The predicted local forcing of 'bound' infragravity 
motions by difference-frequency interactions of swell and sea (Hasselmann, 1962) 
is verified with array measurements of sea floor pressure in 13 m depth. Observed 
forced infragravity energy levels agree well with theoretical predictions, but are 
consistently much lower than the observed total infragravity energy. Wavenumber 
estimates show that free waves, obeying the surface gravity wave dispersion rela- 
tion, are frequently the dominant source of energy in the infragravity band. The 
observed directional properties and cross-shore decay of free wave energy show 
that refractive trapping, neglected in many current infragravity wave generation 
models, is of O(l) importance. Both free and forced wave energy levels generally 
increase with both increasing swell energy and decreasing water depth, but the 
observed dependencies of free and forced waves are different. The relative contri- 
butions of free and forced waves to infragravity energy on the shelf are therefore 
highly variable. Comparisons of observations in the same water depth at different 
sites suggest that free wave radiation is relatively stronger from broad, sandy 
beaches than from rocky, cliffed coasts. 

1. INTRODUCTION 
Energy levels of surface elevation, velocity and pressure fluctuations at 

"infragravity" periods of 0.5-5 minutes, slightly longer than the 2-20 sec periods of 
typical wind-generated surface gravity waves, are generally weak in the deep ocean 
(Webb et al., 1991), but can be very energetic close to shore (surface elevation 
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variances O(103)cm2; e.g., Wright et al., 1982; Guza and Thornton, 1985). 
Although numerous field observations have shown that infragravity and swell 
energy levels are highly correlated (e.g., Munk, 1949; Tucker, 1950; Holman et al., 
1978; and many others), the generation mechanisms of infragravity motions on the 
shelf are not well understood. Nonlinear interaction of two surface waves theoreti- 
cally excites a forced secondary wave with the difference frequency (e.g., 
Longuet-Higgins and Stewart, 1962; Hasselmann, 1962). Field observations often 
exhibit the phase-coupling theoretically expected between groups of swell and 
forced infragravity motions (e.g., Hasselmann et al, 1963; Elgar and Guza,1985; 
Okihiro et al., 1992; Elgar et al., 1992). However, qualitative comparisons of 
theoretically predicted and observed infragravity energy spectra show that forced 
waves may contribute significantly to infragravity energy when swell and sea are 
very energetic (Sand, 1982), but account for only a small fraction of the infragrav- 
ity energy when swell-sea energy is low (Okihiro et al., 1992). 

It has long been recognized that other contributions to the infragravity band 
may arise from the strong nonlinearities and wave breaking processes that occur 
close to shore. Based on early observations by Munk (1949) and Tucker (1950), 
Longuet-Higgins and Stewart (1962) suggested that, as the incident swells are dis- 
sipated in very shallow water through breaking, forced secondary waves may 
somehow be released as free waves and radiated from the nearshore. As these 
long-wavelength free waves travel seaward on a sloping beach refractive trapping 
may occur. Alongshore wavenumber spectra of infragravity motions in the surf- 
zone show clear evidence of topographically trapped low-mode edge waves (Hunt- 
ley et al., 1981; Oltman-Shay and Guza, 1987; and others). Observed variations in 
infragravity energy across the continental shelf (Webb et al., 1991; Okihiro et al., 
1992) suggest that infragravity motions are predominantly trapped on the shelf 
with relatively weak radiation to the deep ocean. Various models have been 
developed that describe the generation of both leaky waves (radiating out to deep 
water) and edge waves at infragravity frequencies through nonlinear interactions 
and breaking of incident surface waves (e.g., Gallagher, 1971; Bowen and Guza, 
1978; Foda and Mei, 1981; Symonds et al., 1982; Schiiffer and Svendsen, 1988; 
Schiiffer et al, 1990; List, 1992; Roelvink et al., 1992; Watson and Peregrine, 
1992; and others). 

In this paper, preliminary results are presented of a study of free and forced 
infragravity motions on the shelf, based on array measurements in 13 m depth and 
single-point measurements in depths ranging from 8-204 m. The field data are 
described in section 2. In section 3, bispectral analysis is used to decompose the 
observed infragravity energy in free and forced wave contributions, and the forced 
waves are compared to predictions of second-order nonlinear theory (Hasselmann, 
1962). Wavenumbers and directional properties of free waves are discussed in sec- 
tion 4. The dependence of infragravity motions on water depth and incident wave 
conditions is examined in section 5, followed by a discussion and summary in sec- 
tion 6. A full account of the observations will be given in Herbers et al. (1992a,b). 
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2. FIELD DATA 

The variability of infragravity motions on the shelf is investigated with single 
point pressure measurements at a variety of locations in both the Atlantic and 
Pacific oceans. Nine-months of bottom pressure data (September 1990-May 1991) 
were collected in 8 and 13 m depths, approximately 1 and 2 km offshore of Duck, 
North Carolina, respectively (Elgar et al., 1992). Three-month-long bottom pres- 
sure records were collected in 30-m depth during fall/winter of 1991/92 at 16 loca- 
tions along the Southern California mainland coast and at 4 locations around Santa 
Rosa, an island in the Southern California Bight bordered with both steep vertical 
cliffs and shallow reefs (O'Reilly et al., 1992). Two representative coastal sites 
with gently sloping sandy beaches (Ventura and Redondo) and one of the Santa 
Rosa rocky island stations were selected for analysis here. Measurements in 
deeper water were obtained during a 6-month period in the fall/winter of 1991/92 
from a pressure gauge mounted 16 m below the sea surface on Harvest Platform, 
located at the edge of the California shelf in 204 m depth (Seymour et al., 1985). 
More detailed results are based on data from a large aperture (250 x 250 m) array 
of 24 pressure sensors deployed in 13 m depth at Duck (Herbers et al., 1992a). The 
sample rates of the field data vary between 0.5 and 4 Hz. The data were divided 
into 170 minutes long records (137 minutes where longer continuous records were 
not available) for analysis. 

The present study is focused on low frequency motions driven by surface 
waves. To exclude motions driven by other sources, the infragravity band was 
chosen to be the range in which spectral levels are strongly correlated with swell 
energy, 0.004-0.05 Hz for observations in the Atlantic and 0.004-0.04 Hz for obser- 
vations in the Pacific (Herbers et al., 1992b). At frequencies below 0.004 Hz, weak 
correlations with swell energy suggest that the observed motions may be driven by 
atmospheric or other processes, not surface waves (e.g., Munk et al., 1956). The 
upper limit of the infragravity range was conservatively chosen to exclude contri- 
butions of low frequency swell. 

3. FORCED WAVES 
A perturbation expansion in weak nonlinearity shows that the interaction 

between two surface gravity waves with frequencies / and f+Af excites a forced 
secondary wave with the difference frequency A/ (e.g., Longuet-Higgins and 
Stewart, 1962; Hasselmann, 1962). Accurate predictions of forced wave energy at 
infragravity frequencies require accurate estimates of the surface wave frequency- 
directional spectrum E(f,Q), information unavailable in previous studies that used 
single-point (Hasselmann et al., 1963; Sand, 1982) or pitch-and-roll type (Okihiro 
et al., 1992) measurement systems. Detailed estimates of E(f,Q) for the dominant 
swell and sea (0.06 Hz < / < 0.24 Hz), suitable for accurate predictions of forced 
wave energy, were extracted from the array measurements in 13 m depth at Duck. 
Predictions of the forced infragravity spectrum, based on Hasselmann's (1962) 
theory and the E(f,Q) estimates, were obtained for 15 data runs spanning a wide 
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range of conditions (Herbers et al., 1992a).  In all cases, predicted forced wave 
energy levels are much lower than observed infragravity energy levels (Figs. 1, 2a). 
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Fig. 1. Second-order nonlinear theory predictions (asterisks) and bispectrum-based estimates 
(circles) of the forced bottom pressure spectrum at infragravity frequencies. The 
observed (total) bottom pressure spectrum is indicated by a solid curve, (a) 26 October 
1990. (b) 19 May 1991. 
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Fig. 2.    (a) Predicted forced infragravity energy versus observed total infragravity energy,  (b) 
Predicted versus observed (based on bispectral analysis) forced infragravity energy. 
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Bispectral analysis (frequency domain analysis of third-order statistics, 
Hasselmann et al., 1963) is used to estimate forced wave contributions to the 
infragravity band (Herbers et al., 1992a). Far from shore, free infragravity waves 
are statistically independent of the local swell-sea and thus do not contribute to the 
bispectrum. Nonzero bispectral values (i.e., nonGaussian statistics) result from 
phase-locking between forced waves and pairs of swell-sea components. Estimates 
of forced infragravity spectra, based on bispectral analysis, agree well with theoret- 
ical predictions, as illustrated in Fig. 1 (compare circles and asterisks) for two 
example cases with significant forced wave contributions to the infragravity band. 
For all 15 data runs, which span a variation of 105 in forced wave energy, 
(bispectrum-based) estimates and theoretical predictions of the total (integrated 
over the infragravity band) forced wave energy are in excellent agreement (typi- 
cally within 30 %, Fig. 3b). The observed phase differences between forced waves 
and groups of swell are within a few degrees of the theoretical value 180° (Herbers 
et al., 1992a). Overall, the analysis shows that forced waves are accurately 
predicted by second-order nonlinear theory (Hasselmann, 1962), but their contribu- 
tion to the infragravity band is relatively small (0.1-30 %, Fig. 2a). 

4. FREE WAVES 
It has been suggested (e.g., Longuet-Higgins and Stewart, 1962; Symonds et 

al., 1982; and many others) that the surf-zone radiates seaward-travelling free 
waves at infragravity frequencies. The observed wavenumbers do indeed show 
that the remaining, not locally nonlinearly forced, infragravity energy in 13 m 
depth is caused by freely propagating surface gravity waves. An average 
wavenumber magnitude krms(f), defined as 

k-rms\J) — 

oo    271 / ~    2TC 

jdkjkdQk2 E(f,k,Q)l   jdkjkd8E(f,k,Q) 
oo /   o    o 

(1) 

with E(f,k,Q) the frequency-(vector) wavenumber spectrum of sea floor pressure, 
was estimated from the 13-m depth array measurements at Duck (the technique 
will be described in a subsequent publication). Estimates of krms(f) are compared 
to the linear dispersion relation for surface gravity waves in Fig. 3 on three occa- 
sions with negligible forced wave contributions to the total infragravity energy 
(i.e., Fig. 2a). The observed wavenumbers in the infragravity band are in excellent 
agreement with the theoretical free-wave dispersion relation. 

Both forced and free wave energies are expected to decrease with increasing 
water depth h owing to the weakening of nonlinearity and propagation effects, 
respectively. In shallow water forced infragravity energy is strongly amplified 
owing to near-resonances and approximately proportional to h~$ (Longuet-Higgins 
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and Stewart, 1962). On the other hand, the energy of leaky (radiating to deep 
water), free infragravity waves is approximately proportional to h~v* (e.g., Eckart, 
1951; see also Elgar et al., 1992). In an earlier study, the observed ratio between 
total infragravity energy in 13 and 8 m depth at Duck was shown to be close to the 
theoretical value (h~Vi) for leaky free waves when incident swell energy levels are 
low, and to decrease systematically with increasing swell energy (Fig. 3 in Elgar et 
al., 1992). This trend was attributed to increasingly large forced wave contribu- 
tions to the infragravity band with increasing swell energy. The bispectrum-based 
estimates of forced infragravity energy (section 3) allow for a more quantitative 
assessment of free wave decay with increasing depth. Free infragravity energy was 
estimated by subtracting the forced wave energy estimates from the total observed 
infragravity energy. The ratio R between free infragravity energy in 13 and 8 m 
depth is approximately independent of swell energy (Fig. 4), confirming that the 
trend observed by Elgar et al. (1992) was indeed caused by forced wave contribu- 
tions. The observed R vary between 0.4 and 1, with the majority of the observa- 
tions in the range 0.5-0.7, significantly lower than the theoretical value 0.8 for 
leaky waves. The observed low values of/? indicate that a significant fraction (typ- 
ically 10-50 %) of the free infragravity energy observed in 8 m depth is refractively 
trapped (i.e., has a turning point) between 8 and 13 m depth. According to Snell's 
law, free long waves travelling seaward at oblique angles greater than 52° in 8 m 
depth are trapped between 8 and 13 m depth. Hence, the observed low values of R 
imply that a significant fraction of free infragravity energy observed close to shore 
in 8 m depth is travelling at large oblique angles relative to the beach. 
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Fig. 3. Estimates of an average wavenumber magnitude krms(f) as a function of frequency (Eq. 
1), obtained from array measurements in 13 m depth at Duck on 7 September (squares), 
26 September (triangles) and 8 October (asterisks), 1990. The linear dispersion relation 
for surface gravity waves is indicated by a solid curve. 
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Fig. 4. Observed ratio R between free infragravity energy in 13 and 8 m depth at Duck versus 
incident swell energy (observed in 13 m depth). The dotted line labeled h~v' indicates the 
theoretical decay for leaky waves. 

For swell energies larger than about 50 cm2, the observations do not suggest 
a dependence of R on swell energy, but the relatively few cases with very small 
amplitude swell (variances < 50 cm2) show weaker decay, closer to the theoretical 
value h~Vl for leaky waves (Fig. 4). Possibly, these free infragravity motions are 
not generated at nearby shores but arrive from (and return to) the deep ocean. 
Observations by Webb et al. (1991) suggest that a small fraction of the free 
infragravity energy generated at coasts with energetic swell propagates off the shelf 
into deep water and radiates across ocean basins. These relatively weak back- 
ground motions may be the dominant source of infragravity energy on the shelf 
when forcing by local swell is very weak. 

Array measurements in 13 m depth confirm that free waves at infragravity fre- 
quencies are indeed directionally broad. Examples of estimates of directional distri- 
butions of energy at the infragravity (0.02 Hz) and swell (0.1 Hz) spectral peak fre- 
quencies, on a day with negligible forced wave contributions to the infragravity 
band, are shown in Fig. 5. In contrast to the directionally narrow, shoreward trav- 
elling swells, the directional distribution of infragravity energy is very broad with 
approximately equal amounts of energy travelling seaward and shoreward, and a 
maximum at 90°, corresponding to alongshore travelling waves. Note that 
although both swell and infragravity maxima correspond to waves travelling in the 
same upcoast direction there is significant infragravity energy travelling downcoast 
against the swell. 

Consistent with earlier observations inside the surf-zone (e.g., Huntley et al., 
1981, Oltman-Shay and Guza, 1987), the observed faster than h~*A energy decay 
with increasing depth and directionally very broad spectra show that refractive 
trapping is of 0(1) importance to infragravity motions on a natural beach. The 
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Fig. 5. Directional distributions of free infragravity energy (0.02 Hz; solid curve) and swell 
energy (0.1 Hz; dashed curve) observed in 13 m depth at Duck on 8 October 1990. The 
sector 90-270° corresponding to shoreward propagating waves, contains 98 % of the 
swell energy and 46 % of the infragravity energy. 

assumption of uni-directional wave propagation used in current infragravity wave 
generation models (e.g., Symonds et al., 1982; Schaffer and Svendsen, 1988; 
Schiiffer et al., 1990; List, 1992; Roelvink et al., 1992; Watson and Peregrine, 
1992; and others) is inconsistent with the present observations. 

5. SHELF-WIDE VARIABILITY 
The mix of free and forced infragravity energy (Fig. 2a) observed on the inner 

North Carolina shelf (Duck) in 13 m depth is not necessarily representative of other 
sites, and is further investigated here using additional long-term bottom pressure 
measurements collected on the California shelf. Estimates of forced and free wave 
energy contributions to the infragravity band in 8, 30 and 204 m depth, based on 
bispectral analysis (section 3), are compared in Figs. 6a and 6b, respectively. Both 
free and forced infragravity energies are generally well correlated with swell 
energy (defined as the energy in the range 0.04-0.14 Hz for Pacific sites and 0.05- 
0.14 Hz for Atlantic sites). In all three depths forced wave energy is approximately 
proportional to the swell energy squared (Fig. 6a). This quadratic dependence is 
expected from second-order nonlinear theory because the amplitude of a forced 
secondary wave is proportional to the product of the amplitudes of the interacting 
swell components. Since the forced infragravity wave amplitude also depends on 
the frequencies and the difference in propagation direction of the interacting swell 
components, the scatter about the line with slope 2 is expected. As expected from 
theory, forced wave energies fall off rapidly with increasing depth. In 204 m depth 
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Fig. 6. Forced (a), free (b), and the ratio between forced and free (c) infragravity energies, 
observed in 8 m depth at Duck (triangles, upper clouds), in 30 m depth at Ventura (aster- 
isks, middle clouds), and in 204 m depth at Harvest Platform (squares, lower clouds), are 
shown versus swell energy. Least-squares-flt curves to the logarithms of the observed 
energies are denoted by solid lines. Dashed lines labeled 1 and 2 indicate a linear and 
quadratic dependence, respectively. 
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the observed forced wave energy levels are typically smaller by a factor of 
102-103 compared to 8 m depth for comparable swell energy (Fig. 6a). The depth 
dependence observed for free infragravity energy (Fig. 6b) is weaker than observed 
for forced waves, but stronger than the h dependence of leaky waves, consistent 
with significant refractive trapping of seaward propagating free waves. 

In contrast to the strong (quadratic) dependence of forced wave energy on 
swell energy, in all three depths free wave energy is approximately linearly propor- 
tional to swell energy. The observed weak dependence of free infragravity energy 
on swell energy is not inconsistent with nonlinear generation and reflection at 
nearby shores, but suggests the importance of wave breaking in the generation pro- 
cess. If nonlinear transfer of energy from shoaling incident swell is the source of 
free infragravity motions, then the infragravity energy is expected to be roughly 
proportional to the square of the swell energy. However, the transfer of swell 
energy to lower frequencies may be arrested when the swell energy is dissipated 
through wave breaking. As larger amplitude swell break in deeper water farther 
from shore, the dependence of forced infragravity energy released in the surf-zone 
on incident swell energy is expected to be weaker than quadratic (Longuet-Higgins 
and Stewart, 1962). Alternative models (e.g., Symonds et al, 1982; and many oth- 
ers) assume that variations in set-up inside the surf-zone, rather than nonlinear 
interactions outside the surf-zone, drive free waves in the infragravity band. The 
solutions to these models (including standing waves within the surf-zone) are quite 
complicated, but since the driving set-up variations are linearly proportional to the 
incident swell amplitudes (Longuet-Higgins and Stewart, 1962), free infragravity 
energy generated inside the surf-zone is expected to be roughly linearly propor- 
tional to swell energy, qualitatively consistent with the present observations. A 
weaker than quadratic dependence of free infragravity energy on swell energy may 
also result from a nonlinear dependence of free wave damping (in the surf-zone or 
through bottom friction on the shelf) on swell energy. 

The ratio of free to forced infragravity energy at the same three sites (Fig. 6c) 
is extremely variable, ranging from 10~3 to 10. Owing to the different dependen- 
cies of free and forced wave energies on incident swell energy and water depth 
(e.g., compare Figs. 6a and 6b) the relative contribution of forced wave energy to 
the infragravity band generally increases with both increasing swell energy and 
decreasing water depth. Overall the present observations (including the sites not 
shown in Fig. 6, see Herbers et al., 1992b for further discussion) indicate that free 
waves are the dominant source of infragravity energy on the shelf (well outside the 
surf-zone). However, forced wave contributions are significant with energetic 
swell and sometimes dominate the infragravity band even in 204 m depth (e.g., the 
forced/free wave energy ratios > 1 for swell energy > 104 cm2 in Fig. 6c). 

6. DISCUSSION AND CONCLUSIONS 
Although differences in free infragravity energy levels measured in 8, 30 and 

204 m depth (Fig. 6b) are qualitatively consistent with propagation (unshoaling and 
refractive trapping) effects, the observed energy levels may also depend on the 
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detailed characteristics of the nonlinear shoaling/surf-zone processes close to shore 
where the free waves are generated. Comparable (within roughly ± a factor of 2) 
free wave energy levels observed in 30 m depth offshore of mildly sloping sandy 
beaches at various locations along the Southern California coast (not shown), do 
not indicate a strong sensitivity of the generation of free infragravity energy to the 
detailed, local beach morphology. However, free infragravity energy levels 
observed near rocky shores are much lower than observed near sandy beaches, as 
illustrated in Fig. 7 with comparisons of free and forced wave energy observed in 
30 m depth offshore of a sandy beach at Redondo and in 30 m depth offshore of a 
rocky coast at Santa Rosa Island. The observed dependence of forced wave energy 
on swell energy is approximately the same at both sites, as expected for local non- 
linear effects that depend only on the local water depth and wave conditions. How- 
ever, for comparable incident swell conditions, free wave energy levels observed at 
Santa Rosa Island are typically an order of magnitude lower than observed at 
Redondo. Reflections of incident swell from steep cliffs and localized wave break- 
ing on isolated reefs obviously affects the nonlinear shoaling and surf-zone 
processes at Santa Rosa Island, and may explain the observed low free infragravity 
energy levels. The dynamics are not understood but the observations strongly sug- 
gest that the generation and/or reflection of free infragravity motions is less 
efficient on rocky shores than on sandy beaches. 
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Fig. 7. Forced (a) and free (b) infragravity energies observed in 30 m depth, offshore of the 
sandy Redondo beach (asterisks, upper cloud in panel b) and offshore of the rocky Santa 
Rosa Island (squares, lower cloud in panel b), versus swell energy. Least-squares-fit 
curves to the logarithms of the observed energies are denoted by solid lines. 
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In summary, results of this study show that motions in the infragravity band 
(nominally 0.005-0.05 Hz) on the continental shelf are a mix of forced waves, 
phase-coupled to swell and sea, and free waves generated at nearby shores. The 
observed forced waves are accurately predicted by second-order nonlinear theory 
but the generation mechanism of free waves is not well understood. Both free and 
forced wave energies increase with increasing swell energy but, in contrast to the 
approximately quadratic dependence of forced wave energy on swell energy, the 
dependence of free wave energy on swell energy is approximately linear, qualita- 
tively consistent with heuristic models of surf-zone dynamics (e.g., Longuet- 
Higgins and Stewart, 1962; Symonds et al., 1982; and others). Free and forced 
wave energies also decrease with increasing water depth owing to a weakening of 
local nonlinear effects and propagation effects, respectively. The observed free 
wave decay with increasing depth, although weak compared to the very strong 
forced wave decay, is much stronger than the decay theoretically predicted for 
leaky waves radiating to deep water. Refractive trapping of seaward travelling free 
waves, not included in many current infragravity wave generation models, is 
important on natural beaches. Very broad directional spectra at infragravity fre- 
quencies, with roughly comparable energy travelling seaward and shoreward, 
confirm that a large fraction of free wave energy radiating from the beach is refrac- 
tively trapped on the shelf. 
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CHAPTER 64 

BREAKPOINT-FORCED AND BOUND LONG WAVES 
IN THE NEARSHORE: A MODEL COMPARISON 

JEFFREY H. LIST 

U.S. Geological Survey, 600 4th St. S., St. Petersburg, FL 33701 U.S.A. 

ABSTRACT 

A finite-difference model is used to compare long wave amplitudes arising 
from two group-forced generation mechanisms in the nearshore: long waves 
generated at a time-varying breakpoint and the shallow-water extension of the 
bound long wave. Plane beach results demonstrate that the strong frequency 
selection in the outgoing wave predicted by the breakpoint-forcing mechanism 
may not be observable in field data due to this wave's relatively small size and 
its predicted phase relation with the bound wave. Over a bar/trough nearshore, 
it is shown that a strong frequency selection in shoreline amplitudes is not a 
unique result of the time-varying breakpoint model, but a general result of the 
interaction between topography and any broad-banded forcing of nearshore 
long waves. 

INTRODUCTION 

Recent observations have shown that long period (30-300 sec.) waves of- 
ten dominate the wave energy spectrum near the shoreline, especially during 
storms and on dissipative beaches. Despite the evident importance of these low 
frequency oscillations, also known as infragravity waves, much work is needed 
to understand the mechanisms by which these waves are generated. This paper 
concerns the generation of one form of these waves—the leaky modes, normally 
or near-normally incident long waves whose energy is radiated seaward after 
shoreline reflection. 

Two primary models have been proposed for the generation of leaky modes, 
both of which depend on forcing by incident wave groupiness. Longuet-Higgins 
and Stewart (1962) showed that radiation stress gradients in unbroken wave 

860 
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groups force a second-order sea-surface fluctuation in the form of a phase- 
locked or bound long wave. Although this concept has been substantiated in 
both field and laboratory observations (Sand, 1982; Kostense, 1985), it is clear 
that bound wave theory is not applicable in very shallow water where the Ursell 
number is large (Longuet-Higgins and Stewart, 1964, Okihiro et al., 1992). 

Symonds et al. (1982) proposed an alternate model for leaky mode genera- 
tion in which incident wave groups produce a forcing region associated with the 
time-varying position of the breakpoint. This model predicts a characteristic 
frequency selection in the amplitudes of the outgoing (seaward propagating) 
long waves. While substantiated by one laboratory experiment (Kostense, 
1985), this frequency selection has never been observed in spectra calculated 
from field data. With an extension to a bar/trough topography, the time- 
varying breakpoint model also predicts a strong frequency selection in shoreline 
amplitudes (Symonds and Bowen, 1984), suggesting a resonant phenomenon. 
However, it has remained unclear whether this apparent resonance is a direct 
result of the time-varying breakpoint forcing, or just a natural outcome of the 
interaction between a bar/trough topography and any broad-banded long wave 
forcing. 

In this study, a numerical scheme (List, 1988b, 1992) is used to inves- 
tigate the relative magnitudes of the breakpoint-forced long wave (hereafter 
BFLW) and bound long wave (BLW), as well as the specific predictions of the 
breakpoint-forcing model described above. 

MODEL FORMULATION AND RUN PARAMETERS 

List (1988b,1992) constructed a finite-difference solution to the equations 
of cross-shore (x-directed) continuity and momentum given by 

dri dlhu) , N 

it + -kr^0 (1) 

du dr] 1 dSxx 

~dt   +   9lte = ~~ph~dx~ ^' 

where r\ and u are the time-averaged (over the incident wave period) sea-surface 
and vertically-integrated cross-shore current respectively, h is the water depth, 
and Sxx is the radiation stress in the cross-shore direction. An incident waves 
model provided non-steady Sxx gradients in both broken and unbroken waves 
through the surf zone over arbitrary topography. Incident waves were modeled 
as the wave envelope, which progressed over the bottom topography at the 
shallow water phase speed, shoaling and breaking as a function of the water 
depth. Long waves were generated throughout the nearshore by both the time- 
varying breakpoint and bound wave mechanisms. Long waves were reflected 
from a vertical wall near the shoreline, where the depth is > the long wave 



862 COASTAL ENGINEERING 1992 

amplitude. This mode of shoreline reflection crudely approximates natural 
reflection from a sloping beach, though the position of the shoreline is shifted 
seaward. (Although the depth at the reflection point can be a large fraction 
of the long wave amplitude, the model does not permit breaking.) Following 
shoreline reflection, waves propagate seaward and exit from the model through 
a radiative boundary condition. Support for the model came from an accurate 
simulation of the cross-correlation signal between groups and long waves from 
random wave records both inside and outside a natural surf zone. Key to the 
present study, a means of separating the BFLW and BLW components was 
demonstrated in which the model is run separately with BFLW forcing only, 
BLW forcing only, or total combined forcing. 

Here, the model is run with both a plane beach (slope tan /? = 0.025, Fig. 2) 
and the idealized bar/trough topography of Symonds and Bowen (1984) (Fig. 
3). Incident waves, again parameterized as the wave envelope, enter the model 
at depth h = 15 m, requiring a minor extension to the model described above 
to allow for intermediate-depth phase speeds for wave groups. Model runs are 
conducted at a series of discrete group frequencies defined by the beating of 
incident wave pairs (Table 1). Except for runs generating only the BFLW, 
an incoming BLW at the boundary was specified following Ottesen Hansen et 
al. (1981). As shown in Table 1, this gives an input BLW magnitude that is 
almost negligible compared to long wave amplitudes generated by the model 
in shallower water. 

For the plane beach case, the model was run with a distance step Ax = 7.5 
m, a time step At = 0.5 sec, and a shoreline reflection depth h0 = 0.49 m. 
Plane beach results other than for the conditions reported in Table 1 are given 
by List (1988b). For the bar/trough case, the model was run with Ax = 5.0 
m, At = 0.25 sec, and h0 = 0.26 m. The different choice of parameters for 
the bar/trough case was related to geometric constraints; as discussed by List 
(1992), the choice of time step has no significant influence on the results. Other 
model parameters were the same as used by List (1992). 

Wave amplitudes reported below were found from model-generated time 
series of a length of at least one group period, Tg, after an initial interval for 
model stabilization. For the plane beach results, amplitudes were found from 
the interval t = 200 —> 400 sec, while for the bar/trough results amplitudes 
were found from t = 700 —> 900 sec; the need for a much later start time for 
the bar/trough case will become apparent below. 
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RESULTS 

Plane Beach 

Figure 1A gives the amplitude of the long waves at the shoreline (h0 = 0.49 
m reflection point) for model runs in BFLW, BLW and total forcing modes for 
the plane beach case. Except at the lowest frequencies, the BLW is predicted 
to be larger than the BFLW. Interestingly, the long waves generated in total 
forcing mode are lower at all frequencies than the sum of the BFLW and 
BLW. There is also a systematic variation in the degree to which the sum 
of the BFLW and BLW is destructive, with the total solution being less than 
either the BFLW or BLW at low frequencies, while at high frequencies the total 
solution amplitude is nearly identical to the BLW. An investigation of the phase 
between the envelope, A(t), and the BLW seaward of the surf zone as well as 
between the BFLW and BLW near the shoreline, shown in Fig. 2, explains this 
model result. As the BLW progresses into shallow water, it lags behind the 
group structure, with higher frequencies showing a greater departure from the 
deepwater 180° relationship with A(t). Higher frequencies are then closer to 
a 90° relation with the BFLW in the surf zone, resulting in a less destructive 
interference. This lag of the BLW behind A(t) has been shown previously by 
Elgar and Guza (1985) and List (1992). 

Figure IB shows the amplitude of the outgoing sea-surface component, 
rj(off), found by separating the onshore (rj(on)) and offshore (v(0//)) Pro~ 
gressive long wave components following Guza et al. (1985). Model results are 
again shown for runs in BFLW, BLW, and total forcing modes, with the BLW 
now a free long wave after shoreline reflection. The BFLW clearly shows the 
frequency selection predicted by Symonds et al. (1982). The amplitude of the 
total solution relative to the BFLW and BLW indicates a highly variable phase 
relation between the BFLW and BLW for these outgoing waves. However, the 
net result is that the total solution amplitudes do not show a distinctive struc- 
ture, apart from a general increase with increasing frequency. 

Bar/Trough Nearshore 

Figure 4 gives the amplitude of the long waves at the shoreline {h0 = 0.26 
m reflection point) for model runs in BFLW, BLW and total forcing modes 
over the bar/trough profile of Symonds and Bowen (1984) (Fig. 3). While the 
overall trends are similar to the plane beach case (Fig. 1A), there are now 
marked peaks at fg = 0.0172 Hz and fg = 0.0309 Hz for all forcing modes. 
Except for a frequency shift in the peaks due to a shoreline reflection point 
with h0 > 0, the structure is almost identical to that predicted by Symonds 
and Bowen (1984). The most striking result in Fig. 4 is that the shallow water 
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bound wave is just as likely to force the distinctive set of shoreline peaks as 
the breakpoint-forcing mechanism. 

Because the above results suggested that the forcing mode is irrelevant 
to the generation of the peaked amplitude spectrum, a test was conducted in 
which all incident wave forcing was turned off, leaving only the solution to 
eqns. (1) and (2) with a small input long wave of variable frequency. For 
Figs. 5 and 6 the model was run in this mode at a series of discrete frequencies 
with Ax = 5.0 m, At = 0.5 sec, and an incoming long wave at x = 400.0 m 
(h = 5.2 m, Fig. 3) with amplitude A = 0.01 m for all frequencies. Shoreline 
amplitudes were found at a reflection point with h0 = 0.1 m. These parameters 
were changed from the forcing-inclusive runs to improve model efficiency; the 
qualitative interpretation of the results is unaffected. 

With the model configured in this way, the peaked shoreline amplitude 
structure is reproduced once more, as shown in Fig. 5 (t = 700 sec. curve). 
(Note that the peak frequencies are again shifted due to a different depth 
of shoreline reflection, h0.) This demonstrates that the Symonds and Bowen 
(1984) result can be reproduced by any model that generates a white spectrum 
of long waves incident to a bar/trough nearshore. 

Symonds and Bowen (1984) suggested that these peak frequencies satisfy 
a "half-wave resonance" condition, in which an antinode in r\ corresponds with 
the bar crest. The characteristics of this potential resonance are investigated 
here by examining the time development of the amplitude structure. Fig. 5 
shows long wave amplitudes found from group period length intervals starting 
at two different times: t = 110 sec, or just after input long waves have reached 
the shoreline, and t — 700 sec. after time for model stabilization. Except 
at the lowest frequencies, the amplitude of the t = 110 sec. curve is almost 
invariant with frequency, at a level of about 0.05 m. This is the expected value 
for the shoreline amplitude of a standing wave, given shoaling of the A = 0.01 
m input wave from h = 5.2 m to h = 0.1 m. After 700 seconds there is a strong 
amplitude increase at the "half-wave resonance" frequencies, supporting the 
concept that these frequencies represent a resonant condition. 

However, two other observations complicate this otherwise straightforward 
interpretation of a resonant phenomenon. First, as shown in Fig. 5, the non- 
resonant frequencies actually decrease in amplitude over time. Although this 
was also seen by Symonds and Bowen (1984) in a comparison between their 
bar/trough and plane beach results, the reason for this model result is not 
known. Second, the model as formulated using eqns. (1) and (2) contains no 
term for frictional dissipation; "resonant" peaks should continue to grow in 
amplitude until model depth limits are exceeded. However, as shown in Fig. 6, 
this is not the case; with time, peak and valley amplitudes reach a stable value. 
List (1988a) predicted the same shoreline structure using leaky mode solutions 
over the Symonds and Bowen profile, suggesting that the peak/valley result 
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relates more to an uneven distribution of wave energy across the nearshore 
than to a true resonance. 

DISCUSSION 

The prediction of a strong, apparently linear, dependence of the BLW 
magnitude on the group frequency, shown in Fig. 1A, may be an artifact of 
the model simplifications, especially the lack of an energy balance between 
short and long waves. Field observations do not in general support this result. 
More recent models (e.g. Roelvink, 1991; Roelvink et al., this volume; Watson 
and Peregrine, this volume) may address this problem, although these models 
have not yet been directly tested in this respect. Thus the model result that the 
total outgoing wave will not show a distinctive frequency selection, as predicted 
by Symonds et al. (1982), is tempered by this problem. 

In fact, some laboratory data do show a frequency selection in the outgoing 
wave (Kostense, 1985); this same pattern is reproduced, at least qualitatively, 
by the model of Roelvink et al. (this volume). However, modeling of a field 
data set (List, 1992) suggests that the BLW can be much larger than the 
BFLW, at least under certain conditions. In this case the outgoing long wave 
will not show a strong frequency selection. Consistent with this is the lack 
of supporting field observations showing a strongly peaked spectrum in the 
long waves offshore, despite a decade of nearshore field experiments since the 
Symonds et al. (1982) prediction. The results presented in this paper suggest 
that while the breakpoint-forcing mechanism may be valid and operative, the 
wave generated by this means has an amplitude and phase relation to the 
BLW such that a frequency selection in the outgoing wave will not be strong, 
explaining the lack of this type of field observation. 

Although the bar/trough results clearly show that any white long wave 
forcing can result in a distinctly-peaked elevation spectrum at the shoreline, an 
explanation of this result as a resonant phenomenon, as suggested by Symonds 
and Bowen (1984), is subject to questions concerning the mechanism for low- 
ering the amplitudes at non-resonant frequencies and for limiting the overall 
response. Clearly more work is needed to understand the nature of this inter- 
action between topography and long wave dynamics. 

CONCLUSIONS 

A possible explanation for the lack of field observations showing a strong 
frequency selection in the seaward propagating long waves, as predicted by the 
Symonds et al. (1982) model, is proposed. The breakpoint-forced long wave's 
relatively small size and phase relation with the wave originating as a bound 
wave may preclude this observation. 
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It is also shown that a strongly peaked elevation spectrum at the shoreline 
in the presence of a bar/trough topography (Symonds and Bowen, 1984) is not 
a unique result of the time-varying breakpoint model. It is demonstrated that 
any white forcing of long waves incident to a bar/trough nearshore can produce 
this result. Accounting for this frequency selection as a resonant phenomenon 
will require an explanation of several unusual observations related to the time 
development of this peak/valley structure. 
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T, T2 F, 

Plane 

A, 

Beach Profile 

"2             ABIW 

Bar/trough Pro 

Ai             A2 

file 

ABLW 

11.32 10.70 0.0051 0.4 0.12 0.00957 0.2 0.06 0.00239 

11.44 10.60 0.0070 0.4 0.12 0.00958 0.2 0.06 0.00240 

11.55 10.50 0.0086 0.4 0.12 0.00959 0.2 0.06 0.00240 

11.69 10.40 0.0105 0.4 0.12 0.00962 0.2 0.06 0.00241 

11.81 10.30 0.0124 0.4 0.12 0.00963 0.2 0.06 0.00241 

11.94 10.20 0.0143 0.4 0.12 0.00965 0.2 0.06 0.00241 

12.08 10.10 0.0162 0.4 0.12 0.00968 0.2 0.06 0.00242 

12.15 10.05 0.0172 — — — 0.2 0.06 0.00242 

12.22 10.00 0.0181 0.4 0.12 0.00970 0.2 0.06 0.00242 

12.39 9.90 0.0204 0.4 0.12 0.00975 0.2 0.06 0.00244 

12.54 9.80 0.0223 0.4 0.12 0.00978 0.2 0.06 0.00244 

12.72 9.70 0.0245 0.4 0.12 0.00984 0.2 0.06 0.00246 

12.88 9.60 0.0264 0.4 0.12 0.00988 0.2 0.06 0.00247 

13.06 9.50 0.0286 0.4 0.12 0.00993 0.2 0.06 0.00248 

13.26 9.40 0.0309 — — — 0.2 0.06 0.00250 

13.48 9.30 0.0334 — — — 0.2 0.06 0.00252 

13.69 9.20 0.0356 — — — 0.2 0.06 0.00254 

13.90 9.10 0.0379 — — — 0.2 0.06 0.00256 

Table 1. Parameters used for plane beach and bar/trough profile model runs. 
T\ and T2 are the incident wave periods (in sec), fg is the resulting group 
frequency (Hz), Ax and A2 are the incident wave amplitudes (m), and ABLW 

is the boundary condition bound wave given by Ottesen Hansen et al. (1981) 
(m). 
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Figure 1. Model-generated long wave amplitudes of (A) rj at the shoreline 
point of reflection and (B) offshore progressive component of 77 (i](off)) at 
x = 675 m over the profile shown in Fig. 2. 
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Figure 2. Phase between BFLW rj(on) and BLW rj(on) inside the surf zone 
(solid symbols) and between A(t) and BLW tj(on) outside the surfzone (open 
symbols) for model-generated data at five group frequencies over the linear 
profile shown in the lower frame. 
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Figure 3. Bar/trough profile from Symonds and Bowen (1984). The profile 
used for model runs here (Figs. 4, 5) extends linearly to h = —15 m, where 
wave groups enter the model over a constant depth segment as in Fig. 2. 
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Figure 4.  Model-generated long wave amplitudes of r] at the shoreline point 
of reflection using the bar/trough profile (Fig. 3). 
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Figure 5. Model-generated long wave amplitudes of r\ at the shoreline point of 
reflection using the bar/trough profile. Incident wave forcing has been turned 
off and long waves are input at the offshore boundary at a series of discrete 
frequencies, each with A = 0.01 m. Long wave amplitudes were found by 
searching model-generated time series (obtained from independent model runs 
at each frequency) over an interval equal to the group period, Tg, starting at 
the times indicated. 
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Figure 6. Time development of three peak and two valley amplitudes shown 
in Fig. 5. Start time refers to the time at the beginning of the interval, Tg, for 
finding amplitudes from model-generated time series. 



CHAPTER 65 

The effect of waves on surges in the North Sea 

C. Mastenbroek 1 

Abstract 

Three effects of surface gravity waves on storm surges in 
the North Sea are studied with numerical models. The en- 
hancement of the effective sea surface roughness due to grow- 
ing waves causes the storm surge to build up more quickly. 
The maximum effect on the waterlevel along the English and 
Dutch coast is about 5 % of the total waterlevel elevation due 
to the storm. The effect of the radiation stress is opposite: 
it slows down the building up of the surge in the beginning 
of the storm. The maximum effect of the radiation stress is 
about 2 %. The enhancement of the bottom drag by swell in 
shallow water can be considerable. The lack of detailed in- 
sight in the local bottom roughness and the turbulence near 
the bottom defies a quantitative analysis. 

1     Introduction 
Waves influence both the generation and the decay of storm surges. In this 
paper three effects of waves on storm surges are discussed: the enhancement 
of the surface stress due to growing waves, the contribution of radiation stress 
and the enhancement of the bottom stress by swell in shallow water. During 
their generation, surface waves subtract this momentum from the atmospheric 
boundary layer. Some 60 to 90 % of the momentum transfer from the atmo- 
sphere to the currents goes via waves on the surface. This changes the structure 
of the atmospheric boundary layer. Until recently, the roughness of the sea sur- 
face was thought to be a function of the friction velocity only (Charnock, 1955). 

1 Royal Netherlands Meteorological Institute (KNMI), P.O. Box 201, 3730 AE de Bilt, the 
Netherlands 
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This leads to a drag coefficient which is roughly proportional to the windspeed. 
In recent years it has been shown by experiments, numerical simulations and 
analytical models that the sea state plays an important role in the transfer 
of momentum to the sea. If the waves extract a large amount of momentum 
from the atmosphere, which happens in the case of growing waves, the apparent 
roughness of the surface is enhanced. If on the other hand the phase speed of the 
waves is comparable to the windspeed and the waves do not grow, the roughness 
of the sea is relatively small. Since the growth of waves is concentrated in the 
first part of a storm, the generation of a storm surge will be enhanced during 
this period. 

The second consequence of waves carrying momentum is that they are ca- 
pable moving it around. In the equation for the total momentum balance, this 
gives rise to an additional advection term: the so-called radiation stress. At 
places where waves break or dissipate otherwise, this term can give rise to a 
wave set-up of several decimeters (Bertotti and Cavaleri, 19.85) and long- shore 
currents (Battjes, 1974). Though this effect can be large locally, in this paper 
we will argue that on the scale of several tens of kilometres or larger it is of 
little significance. On that scale, to a very good approximation momentum goes 
directly from the atmosphere to the currents. This is caused by the fact that the 
waves carrying most of the momentum are short and dissipate quickly. Swell, 
which is capable of travelling a long way, carries little momentum compared to 
the short waves generated in the same storm. 

Waves can also influence a storm surge via the bottom. If the depth of the 
water is comparable to the dominant wavelength, orbital wave motions reach 
to the bottom. This enhances the turbulent mixing near the bottom, which 
in its turn enhances the bottom friction felt by currents. The effect is largest 
in shallow regions which can be reached by swell from the open sea and where 
strong currents are present. In the North Sea this includes for instance the 
English Channel and the Bristol Channel. A few problems arise if we want to 
model this effect. The layer near the bottom where the orbital motions of the 
waves and the current interact is typically a few centimetres wide. No current 
measurements are available this close to the sea bed. This makes it impossible 
to verify theory directly. Another problem is the large variation in roughness 
of the seabed on the continental shelf. Compared to the errors made in the 
assumptions of these roughnesses the effect of the waves may be insignificant. 

In the following sections the influence of waves on storm surges in the North 
Sea will be studied by numerical simulation. In section 2 the effect of growing 
waves on the storm surge elevations is discussed. The effect of the redistribution 
of momentum by waves is the subject of the following section. The last section 
focuses on the bottom roughness enhancement by long waves. 
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2     Effect of Waves on the Surface Stress 

To simulate the elevations due to the tide and the storm a barotropic storm surge 
model of the continental shelf is used (Verboom et al, 1992). This numerical 
model solves the depth averaged Reynolds equation and the continuity equation 
with a resolution of 16 km. The waterlevels on the open boundaries, located in 
deep (> 200 m) water, are prescribed by 10 tidal constituents. The surface stress 
is derived from the wind at 10 meter calculated by a regional meteorological 
model. In the standard version the wind is related to stress using the Charnock 
relation: z0ul/g = a, where z0 is the roughness length which determines the 
wind profile, u* is the friction velocity, g is the gravitational acceleration and 
a = 0.032 is a constant found by tuning the model. The windprofile is assumed 
to be logarithmic: 

u(*) = ^ln(f), (1) 
K Z0 

where u(z) is the windspeed at height z and K = 0.4 is the von Karman constant. 
For given windspeed at a certain height these two equations yield u* and z0. 

The definition u„ = JT/pa gives the windstress T. 

To model the effect of waves on the momentum transfer the theory de- 
scribed by Janssen (1992) was used. In this theory, Janssen assumes that the 
momentum is transferred to the water by the turbulence and via the waves. 
To calculate the contribution of the waves a wave model is needed. In this re- 
search a regional implementation of the third generation WAM model was used 
(WAMDI, 1988). In fig. 1 an overview is given of the three models involved: 
the meteorological model, the wave model and the storm surge model. In the 
theory of Janssen, waves act to increase the effective roughness of the surface 
in the following way: 

ze = -T^=, (2) 
y 1 - TW/T 

where the roughness length zQ is given by the Charnock relation: z0 = aul/g 
with a = 0.01. The windprofile is given by: 

u(z) = -\n(Z + Ze~Z°). (3) 
K Ze 

The total stress is now calculated in the following way. First, the wind at 10 
meters w10 is obtained from a meteorological model. Using a wave model, the 
flow of momentum rw to the waves is calculated with this wind. The equations 
(2), (3) and the Charnock relation give an implicit set of equations from which 
T (or u»), z0 and ze can be obtained. Sometimes it is necessary to repeat this 
procedure, since the wave stress TW depends on «*. However, it converges very 
quickly and in practice no more than two iterations are required. 

The coupled storm surge model has been compared with the standard version 
for several recent storm periods (Mastenbroek et al, 1992). Results from both 
versions have been compared with waterlevel measurements along the English 
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and Dutch coast. It is found that the elevations calculated with the coupled 
model are in good agreement with measurements. This is important because 
it means that the description of the flow of momentum according to Janssen is 
consistent with the momentum balance of the waves. A more detailed analysis 
reveals that the drag coefficient, defined as Cj. = M*/M?0> 

can varv a factor two 
depending on the sea state. Growing waves, dominant during the first part of 
the storm, enhance the drag considerably. This is illustrated in fig. 3. Due 
to this enhancement of the momentum transfer in the first part of the storm, 
the storm surge builds up more quickly. The maximum difference between 
elevations calculated with the coupled model and the reference model is about 
10 cm, which is about 5 % of the total elevation due to the storm. This small 
difference disappears in the noise caused by measurement uncertainties and 
errors in the numerical model. 

3     Transportation of Momentum by Waves 
Due to the fact that propagating waves carry some momentum with them, an 
additional advection term arises in the balance equation for the total momen- 
tum, the so-called radiation stress term. The total momentum is the sum of the 
momentum of the depth averaged current and the momentum associated with 
waves. In terms of the wave spectrum F(f,0), where / is the frequency and 6 
the propagation direction, the radiation stress r,- in deep water is given by: 

T> = pgV>LC{Cikjv + (7 " \sij}F(f,e)dfde. (4) 

In the numerical experiment discussed here, the radiation stress is calculated 
from the wave spectrum of the regional WAM model mentioned above. It is then 
subtracted from the wind stress. The calculations show that the waves transport 
away less than 5 % of the total stress applied by the atmosphere. The rest either 
goes directly to the currents by means of a tangential turbulent stress or via 
waves that dissipate within one time interval (3 hours) between to consecutive 
windfields in the same gridbox where they were generated. In the case of the 
storm of 12/13 December 1990, dissipating waves exert a force on the water 
of up to 0.15 N/m2 for a period as long as 12 hours on the Doggerbank. This 
corresponds to a windspeed of more than 10 m/s. This leads, in the case this 
storm, to an extra current of 3 cm/s to the South West on the Doggerbank and to 
an increase in the waterlevel along the English South East coast and the Dutch 
coast of 5 cm. During the storm of 13/14 February 1989, when the maximum 
winds were directed more to the East, the maximum force exerted by dissipating 
waves on the watercolumn occurred in the German Bight, raising the waterlevel 
a few centimetres along the German coast. Unfortunately these differences are 
small compared to the accuracy of the surge model and the measurements. 
The comparison of waterlevel measurements and calculations does not lead to 
conclusive evidence in favour or against the phenomenon discussed here. 
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4    Effect of Waves on the Bottom Stress 

In most 2D storm surge models the bottom stress u is parametrised like n, = 
pwfcu

2, where u is the depth averaged current. The bottom friction coefficient 
fc ~ 0.0025 is constant. From recent experiments (Gross et al, 1992) it is 
known that waves have an important influence on this coefficient. A theoretical 
model of the effect of the orbital motions of waves on the turbulence near the 
bottom is given by Christoffersen and Jonssen (1985). For typical values for 
the North Sea, this theory predicts a significant variation of the bottom stress 
depending on the sea state. To model the effect of waves on the turbulence near 
the bottom, first an assumption has to be made for the turbulence in absence 
of waves. A convenient assumption is to parametrise the vertical exchange of 
horizontal momentum with an eddy viscosity ji\ 

T = Pwlldz' (' 

The assumption that this eddy viscosity is proportional to the distance to the 
bottom fi — KU^Z leads to a logarithmic velocity profile u(z) — (u9/n)\n(z/z0). 
The profile depends on an integration constant z0 which is usually associated 
with the roughness of the bottom. If the profile is integrated over the depth h, 
it can be found that the bottom friction coefficient equals: 

fc = (ln(fc/*o)-l)a" (6) 

Note that the assumption fc = constant implies that the bottom roughness z0 

is proportional to the water depth. The amplitude of the orbital motions at 
the bottom of a wave with amplitude a are uw = (aw)/ sinh(M), where w is 
the angular frequency and k the wavenumber. This periodic motion causes an 
enhancement of the turbulent viscosity near the bottom in a region (the so-called 
wave boundary layer) which is typically a few centimetres wide. The apparent 
roughness felt by the current will be enhanced, leading to an enhancement in the 
bottom friction coefficient. In fig. 2 the bottom friction is given as a function 
of the wave height for a set of parameters which are typical for the North Sea. 

In order to study the sensitivity of a storm surge model to a wave dependent 
bottom drag, a storm surge model (Flather, 1984) has been coupled to a wave 
model. If the results of this coupled model are to be compared with results from 
the conventional model, we have to assume that the roughness zo is proportional 
to the depth. This is not based on a physical consideration, but it is implied by 
taking the bottom drag coefficient fc constant in the conventional model. The 
calculations were performed for the storm surge which occurred 1 February 1983. 
Two regions on the continental shelf seem to be specifically sensitive to a wave 
dependent bottom drag: the English Channel and the Bristol Channel. Both 
of these regions are relatively shallow, have an open connection to the sea and 
sustain large currents.   On the Doggerbank, which is shallow and experiences 
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large waves from the North, the drag coefficient is affected considerably. But 
on this location the currents are small, so the extra energy loss to the bottom 
due to the waves is small. 

To make a quantitative analysis rather than a qualitative, several problems 
should be solved. First of all the modelling of the turbulence in the watercolumn 
in absence of waves should be made more sophisticated, specifically near the 
bottom. This will require a three dimensional model. Second, to test and 
calibrate theories such as the one discussed above, turbulence measurements 
near the bottom are needed. The interaction with ripples and other features on 
the bottom should be examined. Finally a bottom roughness map should be 
compiled for all relevant shallow areas. 

5     Conclusions 

• Growing wind sea enhances the wind stress in the beginning of the storm 
considerably. After a few hours this enhancement disappears. In the case 
of the North Sea, the maximum effect on the water level is about 5 % of 
total elevation due to the storm. 

• In a growing sea, the radiation stress modifies the wind stress no more 
than 5 %. When swell generated in the Norwegian Sea reaches the shallow 
parts of the North Sea a radiation stress can be as large as 0.15 N/m2. 
The maximum effect on the waterlevel along the English and Dutch coast 
is about 2 % of the total elevation due to the storm. 

• The modification of the bottom stress by waves is important in shallow 
regions which can be reached by swell and which sustain large currents. 
Specific knowledge about the local bottom roughness and turbulence near 
the bottom is needed to make quantitative statements. 

References 

[1] Battjes, J.A. (1974) Computation of set-up, longshore currents, run-up and 
overtopping due to wind-generated waves, Comm. on Hydraulics, Dept. of 
Civil Eng., Delft Univ. of Techn., No. 74-2. 

[2] Bertotti, L. and L. Cavaleri (1985) Coastal set-up and wave breaking. Ocean. 
Ada, 8, No. 2, 237-242. 

[3] Christoffersen, J.B. and I.G. Jonsson (1985) Bed friction and dissipation in 
a combined current and wave motion. Ocean Engng, 12, No 5, 387-423. 

[4] Flather, R.A. (1984) A numerical model investigation of the storm surge of 
31 January and 1 February 1953 in the North Sea. Quart. J. of the Royal 
Met. Soc, 110, 591-612. 



880 COASTAL ENGINEERING 1992 

[5] Gross, T.F. et al (1992) Estimation of stress and bed roughness during 
storms on the Northern California Shelf. Cont. Shelf Res., 12, No. 2/3, 
389-413. 

[6] Janssen, P.A.E.M. (1992) Quasi-linear theory of wind wave generation ap- 
plied to wave forecasting. J. Phys. Oceanogr., 21, 1631-1642. 

[7] Mastenbroek, C, G. Burgers and P.A.E.M. Janssen (1992) The dynamical 
coupling of a wave model and a storm surge model through the atmospheric 
boundary layer, accepted for publication in J. Phys. Oceanogr. 

[8] Verboom, G.K., J.G. de Ronde and R.P. van Dijk (1992) A fine grid flow and 
storm surge model of the North Sea. Cont. Shelf Res., 12, No 2/3, 213-233. 



WAVE EFFECTS ON SURGES 

Figure 1: An overview of the areas covered by the meteorological model LAM, 
the wave model NEDWAM and the surge model WAQUA. 
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10 

Fig. 3. Bottom drag coefficient fc as a function of significant wave height for 
a typical North Sea case (depth is 40 m, wave period is 8 sec). The three line 
represent different sea bed roughnesses: z0 is 5, 3.3 and 1.7 mm from top to 
bottom. 
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Figure 2: Scatter plots of the drag coefficient against windspeed at two different 
stages in the storm of 12 December 1990. Above, at the beginning of the storm, 
a lot of young sea is present. Below, 9 hours later, the waves are older. The 
wave age is defined as the phase velocity of the peak frequency divided by the 
friction velocity: cp/u„. 



CHAPTER 66 

DISTRIBUTION OF UNDERTOW AND LONG-WAVE COMPONENT 

VELOCITY DUE TO RANDOM WAVES 

Akio Okayasu1 and Hiroyuki Katayama2 

Abstract 

Laboratory measurements were performed on cross-shore velocity 
variations in the surf zone caused by random waves by using a laser 
Doppler velocimeter. Two-dimensional distributions of undertow and 
long-wave component velocity were obtained on a uniform slope bed 
and a bar-type beach. A model was presented to estimate undertow 
distribution due to random waves on an arbitrary beach topography. 

1. Introduction 

In order to predict the sediment transport and the material diffusion in the 
surf zone, it is necessary to evaluate the velocity distribution of undertow with 
high accuracy. In the last decade, many detailed laboratory measurements re- 
lated to the velocity distribution in the surf zone were performed under regular 
wave conditions [see e.g. Stive and Wind (1982), Nadaoka and Kondoh (1982) 
and Okayasu et al. (1986)]. In these researches, it was pointed out that the 
characteristics of waves and velocity fields change significantly around breaking 
or plunging points. The mass flux due to waves and vertical profiles of under- 
tow also differ between the outer and inner region of the surf zone. On the basis 
of the experimental results, some theoretical and numerical models have been 
presented to estimate the undertow distribution by, such as, Svendsen (1984), 
Nadaoka and Hirose (1986), Tsuchiya et al. (1988) and Okayasu et al. (1990). 
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University, Hodogaya-ku, Yokohama 240, Japan 

2 Graduate Student, Department of Civil Engineering, Yokohama National 
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However, the actual wave field is random. Velocity measurements under 
random wave conditions and models based on them are needed for practical use. 
Sato et al. (1988) performed laboratory measurements of near-bottom veloc- 
ity in the surf zone under random wave conditions by using a laser Doppler 
velocimeter (LDV). Isobe (1983) and Mckee Smith et al. (1992) measured 
nearshore velocity in the filed, then investigated the vertical distribution of 
cross-shore steady current. However, the number of measuring points was not 
enough for the quantitative discussion. 

In the present study, laboratory experiments were performed for random 
wave conditions to measure cross-shore velocity in the surf zone by using LDV. 
The beach topographies were a 1/20 constant slope and a bar-type beach. 
Then a model was investigated to estimate the undertow distribution due to 
random wave breaking on an arbitrary beach topography by applying a model 
for regular wave conditions. 

In recent years, the importance of long-wave component velocity on the 
sediment transport have been recognized in and near the surf zone, especially 
in terms of the suspended sediment transport. In this study, the velocity dis- 
tribution of long-wave component in the surf zone is also investigated. 

2. Experimental arrangements 

The experiments were performed in a wave flume which was 17 m long and 
0.5 m wide. A random wave generator with absorption control for reflected 
waves was equipped at one end of the flume. Beach topographies were a 1/20 
uniform slope and a bar-type beach. The bar-type beach consisted of the first 5 
m of 1/20, the next 1 m of —1/20 and the last 4 m of 1/20 slopes. The bottom 
of the slopes were smooth. The figure 1 shows the side view of the flume with 
the bar-type beach. 

Regular and random incident waves were used for the case of uniform slope 
beach to investigate the difference in the velocity field. The random waves (case 
1 ) had the Bretshneider-Mitsuyasu spectrum and the significant wave height 
and period were planed to be almost same values as the wave height and period 
of the regular waves (case 2). In cases 3 and 4, velocity was measured on a bar- 
type beach for two random waves which had different significant wave heights 
and periods. The waves broke just before the top of the bar in case 3, and 
they began to break offshoreward away from the bar in case 4. The still water 
depths in the offshore regions, hi, were 35.0 cm in cases of the uniform slope 
and 32.0 cm for the bar-type. The water depth at the top of the bar was 7.0cm. 
The experimental conditions are listed in Table 1. In the table, T is the wave 
period, H, the wave height in the offshore region. For random waves, they are 
noted as the values for significant waves analyzed by using the zero-down cross 
method. 
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wave generator 

glass wall 

Fig. 1     Side view of the flume (bar-type beach). 

unit: mm 

Table 1     Experimental conditions 

case beach type hi (cm) T(s) Hi (cm) wave condition 
1 uniform 35.0 1.20 7.85 regular 
2 uniform 35.0 1.26 8.28 random 
3 bar-type 32.0 0.945 5.67 random 
4 bar-type 32.0 1.14 7.52 random 

Seven vertical measuring lines were set on the beach model in each case, 
which covered the whole surf zone. Along these lines, several measuring points 
were arranged vertically from 2 mm above the bottom to the mean water level 
in every 3 to 40 mm. The distance from the points to the side wall of the 
flume was 16 cm. The total number of the measuring points were 49 for the 
uniform slope beach and 53 for the bar-type beach. The £-axis and 2-axis were 
set to be onshoreward and vertically upward, respectively. The origin of the 
co-ordinates was the shoreline at the still water level. 

An one-component LDV (15 mW, He-Ne) was used to measure the cross- 
shore velocity. The data of water surface elevation above the measuring point 
were also taken simultaneously by using a capacitance-type wave gage. The 
velocity and wave profile data were sampled every 20 ms and were stored in a 
digital data recorder. 
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For regular wave condition (case 1), the ensemble mean value of velocity 
was obtained as the average at the same phase of waves over 100 wave period. 
The steady current was calculated from those ensemble mean values. In case 
of random wave conditions, data were recorded for 5 minute (3 minute for case 
2) after 3 minute of wave generating to make the wave field steady in every 
measurement. When the velocity was repeatedly measured at each point, the 
same incident signal for random waves was used in each case. 

The long-term gradual fluctuation of the output voltage from the LDV 
system may seriously affect the precision of the velocity measurement, espe- 
cially for the steady current, because the value of steady current is usually far 
smaller than the amplitude of the orbital velocity by waves. Therefore, the 
output signal from the LDV system in the still water condition was recorded 
for every measuring point and was used to compensate the zero level of the 
recorded velocity. 

3. Experimental results 

In random wave conditions, the cross-shore velocity u and the water surface 
elevation r\ can be divided into 4 components in terms of frequency /. They 
are, steady components U and rj, long-wave components U{ and rji, short-wave 
components us and rja and turbulence components ut and r/t. In the present 
study, U; and rn were defined as / < 0.3 (Hz), us and rjs as 0.3 < / < 5 (Hz) 
and ut and rjt as 5 < / (Hz). They were obtained by using numerical filters. 

3.1 Distribution of undertow 

Figure 2 shows the results of steady current distribution on the uniform 
slope. The distributions for regular wave condition and that of random wave 
condition are shown together. In the figure, "b.p." denotes the breaking point 
by regular waves, "b.p.j/3" denotes the significant breaking point due to ran- 
dom waves. Since these breaking points were determined on the measuring 
lines where the wave height or the significant wave height take their maximum 
values, the exact points of wave breaking may be different within the neighbor- 
ing measuring lines. The mean water level due to regular waves is indicated in 
the figure. 

In case of regular waves, the vertical profiles abruptly change a little after 
the wave breaking (x = —180 to —120 in Fig. 2). On the contrary, profiles 
near breaking point show gradual change in their forms for the random wave 
condition. The reason should be because that the positions of breaking have 
a variation in the cross-shore direction. The change already takes place from 
the breaking point in the case of random waves. This means that the influence 
by large waves in random condition cannot be neglected on the steady current 
distribution, although the frequency in appearance of the large waves is small. 
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No significant difference in the profiles is found in the inner region where al- 
most all waves break. Vertically averaged values of undertow in random wave 
condition are 10 % or 30 % smaller than those by regular waves with equivalent 
wave heights. 
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Fig. 2   Measured undertow due to regular and random waves (uniform slope). 
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Fig. 3     Measured undertow due to random waves (bar-type). 

Figure 3 gives the undertow distributions on the bar-type beach. In the 
figure, the mean water level for case 4 is shown. The crest and trough levels 
were obtained by averaging those of 1/3 maximum waves. In these cases, 
waves break around the top of the bar. At the onshoreside slope of the bar, 
the distribution shows the typical profiles for inner region which has strong 
offshore directed current near the bottom. 
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After the first breaking, waves recover at the trough of the bar. The 
undertow profiles there become similar to the profiles outside the surf zone. 
The near-bottom velocity is offshoreward at the top of the bar, however, it 
comes onshoreward again at the trough. It can be considered that the bottom 
boundary layer develops at the trough of the bar. 

3.2 Distribution of long-wave component velocity 

Figure 4 shows the two-dimensional distribution of long-wave component 
of velocity, which was extracted by using a numerical filter from the time series 
of measured velocity. The root-mean-square value u;rms of the low frequency 
component velocity u; on the uniform slope is given in the figure. 
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Fig. 4     RMS Value of long-wave component velocity (uniform slope). 
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Fig. 5     RMS value of long-wave component velocity (bar-type). 
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The distribution of u/rms on the bar-type beach is shown in Fig. 5. In both 
cases, the amplitudes of long-wave component are almost constant in vertical 
direction same as the distribution of the short-wave component, although the 
figures show maximum values around the elevation of 1 cm from the bottom. 
Below the level, the amplitudes considerably decrease. It should be due to the 
bottom boundary layer, but probably it is different from the ordinary turbu- 
lent oscillatory boundary layer because of the turbulence from the upper layer 
produced by wave breaking. 

Figure 6 gives distribution of vertically averaged values u\m of ujrms on the 
bar-type beach. The variation of root-mean-square value m rms of low-frequency 
component of water surface elevation is shown together. Both of them take 
large values at the top of the bar, then decrease a little with increasing water 
depth in wave recovery zone, and then increase remarkably after second wave 
breaking. This result supports the previous researches for cross-shore variations 
of the long-wave components. 
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Fig. 6     Cross-shore variation of long-wave component velocity (bar-type). 

4. Undertow Model for Random Wave Condition 

In random wave condition, the spatial distribution of breaking points cause 
gradual change of undertow profile around the break points as shown in the 
section 3.1. Therefore, in this case, good accuracy near the breaking points 
cannot be expected to undertow models developed for regular wave conditions. 
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In the present study, a model was investigated to estimate the undertow profile 
under random wave breaking by applying a model for regular waves. 

In order to obtain the undertow distribution due to random waves by using 
a model for regular waves, it may be possible to estimate the distribution by 
superimposing the calculated values for every individual wave in the time series 
of random waves. However, it should not be practical because this way must 
need much computing time. Therefore, representative wave heights which were 
obtained by using the individual wave analysis was used in this study. 

At first, individual offshore measured waves are classified into three groups 
which contain 1/10 of the highest, 7/30 of the next highest and 2/3 of the rest, 
that is the lowest waves. Then, the average wave heights Hi, Hi and H% for 
each group are calculated. The values H\, Hi and H3 are easily obtained by 
using the relations as shown below from the 1/10 maximum wave height -Hi/io, 
the significant wave height -H1/3 and the mean wave height H. 

Hi = .fli/10 

IO121 /t — 3-fi 1 /in 
#2 =  -^ -^ = 1.429ff1/3 - 0.429ff1/10 

3/2   — ill /•>   
H3 = —i^ = 1.5H - 0.5H1/3 

The each value is put into the undertow model presented by Okayasu et al. 
(1990) for regular wave conditions as the incident wave condition to evaluate 
the undertow distribution due to the representative waves. U\, U2 and U3 are 
calculated undertow value from H1, H2 and H3 with the significant wave period 
T. Contributions by the three representative waves were estimated by multiply- 
ing the factor of 1/10, 7/30 and 2/3 which are the frequencies of appearance of 
the each obtained values. Finally, the contributions are linearly superimposed 
and the undertow distribution due to the random waves is obtained. Figure 7 
gives the flow chart of this process. 

The calculated undertow distribution on the uniform slope is shown in 
Fig. 8 with the measured distribution. The calculated profile changes gradually 
around the breaking point. 

Figure 9 shows the distribution on the bar-type beach. The overall agree- 
ment is good. The model can evaluate the profiles also in wave recovery zone, 
especially for onshore directed flow in the vicinity of the bottom. It can be said 
that the model is able to estimate the undertow distribution due to random 
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5. Conclusions 

In the present study, laboratory experiments were performed for random 
wave conditions to measure cross-shore velocity in the surf zone on a 1/20 
constant slope and a bar-type beach. Then a model was formulated to es- 
timate undertow distribution caused by random wave breaking on arbitrary 
beach topographies from the offshore wave height distributions. The vertical 
distribution of long-wave component velocity was also investigated. 

The conclusions obtained in this study are as follows. 

1)    The vertically averaged values of undertow due to random waves are 10 to 
30 % smaller than those by regular waves. The change of vertical profiles of 
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undertow in the cross-shore direction around the breaking point is gradual 
under random wave conditions. 

2) The amplitude of long-wave component velocity can be considered almost 
constant in vertical direction, although the influence by the boundary layer 
is obvious in the vicinity of the bottom. 

3) The distribution of undertow caused by random waves can be estimated 
from three representative wave heights obtained from offshore wave height 
distribution. The distributions for the three representative wave heights 
calculated by using a model for regular waves are superimposed with fac- 
tors depending on the frequencies of appearance. 
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CHAPTER 67 

Occurrence Distribution of Maximum Wave Height 
including Wave Grouping Effect 

Kosuke Kondo1, Tsunehiro Sekimoto2 , Takuzo Shimizu1 

and 
Sumio Imai3 

Abstract 

The effect of wave grouping on the occurrence frequency 
distribution of maximum wave height was investigated on the basis 
of field observation data. The observed maximum wave height 
distribution fitted the distribution derived from Weibull 
distribution and was closely related with not only the wave 
grouping but also wave non-linearity. In the case of large degrees of 
wave grouping and wave non-linearity, it was found that the 
maximum wave height was greater than that estimated by the 
Rayleigh distribution. 

1. Introduction 

Since the wave grouping may influence several important issues of 
coastal engineering, many researchers have been studying the 
characteristics of wave grouping. The first treatment of wave grouping 
was the analysis of statistical properties of run length (Goda, 1970; 
Kimura, 1980; Longuet-Higgins, 1984). The characteristics of run length of 
field data have been also studied (Goda, 1983). Besides the statistics of run 
length, the square of water surface elevation has been commonly used for 
wave grouping analysis (Funke and Mansard, 1979). Recently the concept 
of the modulational instability has been used for describing the wave 

iPenta-Ocean Construction Co. Ltd., 2-2-8 Koraku, Bunkyo-Ku, Tokyo 112, Japan. 
2Penta-Ocean Construction Co. Ltd., 1-11-25 Higashiohi, Shinagawa-Ku, Tokyo 140, Japan. 
3Tokyo Electric Power Co. Inc., 1-1-83 Uchisaiwaicho, Chiyoda-Ku, Tokyo 100, Japan. 
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grouping process (Mase and Iwagaki, 1986) and the spatial change of wave 
group properties due to wave group propagation has been investigated 
(Ukai, 1990). Also, the relationship between wave grouping and 
occurrence frequency distribution of wave height has been studied by 
Mase(1989). 

According to Mase's study, it was suggested that the frequency 
distribution of wave height becomes wider as the degree of wave 
grouping is higher. This result means that the wave grouping effect has to 
be considered when the maximum wave height is adopted as the design 
wave height because the maximum wave height becomes higher, when 
the occurrence frequency distribution becomes wider. This will be an 
important problem, especially for the design of deep water structures. 

In this study, we aim to investigate the relationship between wave 
grouping and occurrence frequency distribution of wave height on the 
basis of field observation data, and to study the effect of wave grouping on 
the occurrence frequency distribution of the maximum wave height. 

2. Field observations 

Field observations were conducted at the port of Kashiwazaki- 
Kariwa nuclear power plant from January through March in 1989. This 
power plant was constructed in both Kashiwazaki city and Kariwa town, 
so we call it shortly Kashiwazaki-Kariwa. Figure 1 shows the location of 
observation site which is located in Niigata Prefecture in Japan and faces 
to the Sea of Japan. Along the WNW direction from this site, there is 
Noto peninsula and in the direction of N there is Sado island. Therefore 
the incident wave direction to this site is restricted to a range from 
WNW-direction to N-direction. Figure 2 shows the port of Kashiwazaki- 
Kariwa nuclear power plant. This port has an area of about 3 km wide 
along the shoreline and about 1.3 km long normal to shoreline. The wave 
height and direction were measured at the water depth of 13m by using 
ultrasonic wave gage and electromagnetic current meter. The locations of 
observation points are shown in this figure. More than 200 time series of 
wave data, 20 minutes each, were recorded every two hour. During this 
observation, the observed maximum significant wave had height of 
3.45m and period of 8.3 s. However, waves higher than 2m were observed 
only a few times. Therefore wave data which were obtained in January 
and March in 1987, as part of a long term study by Tokyo Electric Power 
Co. Inc. were also analyzed. In this period, waves had relatively large 
height and maximum significant wave height was 5.13m with period of 
9.9 s. In this long term observation, ultrasonic wave gage was laid 1.5 km 
far from the shoreline. 
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3. Wave Grouping 

The wave grouping properties were discussed by using the 
groupiness factor, GF. The relationship between GF and the wave 
dispersion kh, non-linearity ka, and Ursell's parameter Ur were 
investigated, where k is the wave number, h the water depth and a the 
wave amplitude. The wave amplitude means half of significant wave 
height in this study. 

Figure 3 shows the results of wave grouping analysis. Values of GF 
are plotted against the relative water depth, kh. The figures are classified 
for different ranges of the wave non-linearity, ka. From these figures, the 
so-called "shallow water effect", which is the phenomenon that GF 
becomes smaller as kh becomes smaller, can be confirmed. It is also 
confirmed that the non-linearity effect exists. In the case of large kh, GF 
becomes large as ka becomes large and in the case of small kh, GF and its 
scatter become smaller as ka becomes large. 
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Figure 3. The relationship between relative water depth kh and 
groupiness factor GF. 
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Next, the relationship between GF and Ursell's parameter was 
investigated. Values of GF are plotted against Ursell's parameter in figure 
4. This figure shows that GF becomes smaller and its distribution becomes 
narrower as the Ursell's parameter becomes larger. From these analyses of 
wave grouping, it was found that non-linearity of waves affects the wave 
grouping. 
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Figure 5. The relationship between groupiness factor GF and 
maximum wave height. 
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In this study, our main interest was in the occurrence distribution 
of maximum wave height. Therefore the relationship between 
maximum wave height and GF was investigated. Figure 5 shows this 
relationship. The ordinate is HmaxIH\p and the abscissa is GF in this 
figure. It was found that weak correlation is available between GF and 
maximum wave height. In the case of large Ursell's parameter, 
distribution of maximum wave height is much broader. However, it was 
found that the lower limit of maximum wave height is almost the same 
in both, but the upper limit of maximum wave height is larger in the case 
of large Ursell's parameter. This results suggested that in the case of large 
Ursell's parameter higher maximum wave height occurs even if GF has 
the same value. Hence, also the occurrence frequency of maximum wave 
height is affected by the non-linearity of waves. 

4. Wave height distribution 

Following the study of Mase(1989), the Weibull distribution was 
adopted to the observed wave heights. The Weibull distribution for ocean 
waves was given by Kimura(1981) and it's representation is 

m    m-l        I     x p(x) = —xm ! expl -— d) yy '    2<t> {   2(f)) u; 

where, 0 is the normalized factor, which is changed by a reference wave 
height, and x is the normalized wave height. <p and x were expressed as 
follows. 

p. m + l 
m 

H 

(2) 

(3) 

in which T(*) is the gamma function. The probability density is changed 
by the shape factor m. When m is small the distribution is wide and when 
m is large the distribution is narrow. The reference wave height employed 
here is the mean wave height H. 

The shape factor m of the observed waves was estimated by the 
maximum likelihood procedure proposed by Cohen (1960), which was 
also used by Mase (1989). 
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Nu 

— Y^lnx-Ylnx 
2^ ft"       '    tf      ' 

(4) 

where x; means each wave height in a wave train normalized with the 
mean wave height and Nw is the number of waves. 

The observed wave height distributions were shown in the form of 
histograms expressed in terms of probability density. Figure 6 presents an 
example of wave height distribution of an observed wave train. The fitted 
Weibull distribution is drawn as smooth curves in the figures. Figure 6(1) 
presents a very narrow distribution case and (4) is a very wide one. Figure 
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Figure 6. The occurrence distribution of wave height with Weibull 
distribution. 
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6(2) and (3) have the same shape factor. In these figures, the number of 
waves are 150 through 200. Considering the reliability of a small sample, 
the agreement between the observation results and fitted curve by means 
of Weibull distribution is good. 

Since the application of Weibull distribution to observed wave 
height distribution was confirmed, the relationship between GF and 
shape factor m was investigated. Since GF is defined as the coefficient of 
variation of smoothed instantaneous wave energy history, distributions 
of wave height become broad as GF becomes large. Thus, it seems that a 
negative correlation should be available between the shape factor and GF. 
Mase(1989) proposed this relationship empirically. 

m = 3.44-1.99GF (5) 

Figure 7(1) is the result of comparison between all observed data 
and the above empirical relation. It was confirmed that Mase's 
relationship seems to describe the mean of the observation data. 

After careful analysis of the relationship between m and GF, it was 
found that the relationship between m and GF depends on Ursell's 
parameter. Figures 7(2), (3) and (4) show the case that Ur is less than unity, 
the case that Ur is from 1 to 3, and that Ur is greater than 3, respectively. 
For the same value of GF, the greater the Ursell's parameter is, the 
smaller m becomes. That is, in the case of larger Ursell's parameter, the 
occurrence frequency distributions of wave height become wider and 
therefore the maximum wave heights become larger, even if GF is the 
same. It should be mentioned that the wave height distributions become 
wider due to wave non-linearity. 

According to these figures, even for the case of small Ursell's 
parameter, when GF is above 0.7 the shape factor m is less than 2.0. The 
Rayleigh distribution, which is often selected as the wave height 
distribution, has shape factor of 2. Therefore, the Rayleigh distribution 
underestimates the occurrence frequency distribution of higher wave 
heights, when GF is greater than 0.7. 

5. Maximum wave height 

Since the Weibull distribution successfully described the observed 
occurrence distribution, comparison was made between the occurrence 
distribution of maximum wave height derived from Weibull distribution 
and the observed one. Maximum wave height distribution on the basis of 
Weibull distribution can be expressed by equation (6). This equation is 
derived using the same manner proposed by Longuet-Higgins (1952), with 
the assumption of independence of each wave from others. 
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p*(X) = mNwf${IJKT-\l - exp{-(^)m}]^_1 exp{-(/&)"*} (g) 

p = (-lnqf"" + r(l/m-lnq)/(qm) (7) 

X = Hm/Hq (8) 

In these equations, r(*,*) is the incomplete gamma function of the 
second kind, Hq is a reference wave height and it is taken as the mean 
value of the highest qNw waves, where q is less than or equal unity. 
When q is 1/3, Hq means significant wave height and q is 1, Hq means the 
mean wave height. 

The results of the comparison between the observed maximum 
wave height and those predicted from Weibull distribution were 
described for four ranges of the shape factor. The lower part of figure 8 
shows occurrence distribution of wave height with the Weibull 
distribution. 

It was found that Weibull distribution fits these histograms very 
well. The upper part of the figure shows the distribution of the maximum 
wave height normalized by the significant wave height. In these figures, 
the three solid curves indicate the distribution derived from Weibull 
distribution with minimum, mean and maximum number of waves in 
the wave records. The occurrence frequency distribution of maximum 
wave height derived from Weibull distribution for the mean number of 
waves showed good agreement with histograms of the observed 
maximum waves except for the case of small value of the shape factor. 
When the shape factor is small, GF is large and the correlation between 
waves in a wave train is generally high. So, the agreement between the 
derived and observed distribution is not so good in this case. 

Figure 9 shows the relationship between Hmax/Hip and m. The 
mean values of observed data are plotted by dots and their positive and 
negative standard deviations are descried by lines. In this figure, the 
expected value of Hmax/H\/3 is drawn by dashed line. This expected value 
was calculated for 196 waves which is the mean number of waves in the 
observed records. Excluding the case that the shape factor is less than 2, 
calculation results described the observed data well. However, even in the 
case that the shape factor is less than two, the deviation between 
calculated results and observed results is small. Then, it may be concluded 
that the maximum wave height can be estimated by using the probability 
density derived from Weibull distribution. The shape factor of Weibull 
distribution may be estimated from GF and Ur. 
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6. Conclusions 

The effect of wave grouping on the occurrence frequency 
distribution of maximum wave height was investigated through the field 
observations. 

The conclusions of this study are summarized as follows. 
(1) Weibull distribution fits the observed wave height distribution very 

well. 
(2) The wave height distribution is affected by the wave groupiness. 
(3) The relationship between GF and the shape factor m of wave height 

distribution is affected by the Ursell's parameter. 
(4) Maximum wave height distribution derived from Weibull 

distribution fits the observed maximum wave height. 
(5) The maximum wave height can be estimated by the shape factor m. 

Then the maximum wave height is connected with the wave 
groupiness by using the shape factor with the Ursell's parameter. 
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CHAPTER 68 

AN EXPERIMENT AT SEA ON MECHANICS OF THE WAVE GROUPS 
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Abstract 

Three field experiments were executed in the Straits of Messina 
starting in 1990 in order to verify the closed solution for the mechanics 
of the highest wave groups in a random wind generated sea state (Boccotti, 
1984-88-89) . The paper presents the first experiment which was concerned 
with the first part of the theory: the wave groups in an open sea. An 
array of nine wave gauges and nine pressure transducers supported by 
vertical piles provided space-time information on waves generated over 
a fetch of approximately 10 Km. 

1 Introduction 

A wave with a given very large crest-to-trough height of H, in a 
random sea state assumed Gaussian, is expected to belong to a well 
defined wave group whose average configuration in space and time is 
specified in terms of the autocovariance of the random wave field, 

y(X,T) = <r\(x,t)r](x + X,t + T)> (1.1) 

where r\(x,t)  is the surface displacement. Specifically, if the crest 

of the given very high wave occurs at xo="(xa,y0)  at time t0, the mean 

surface configuration of the wave group is given by 

nr(x +X,t  +7-) = -{—= —-— —-) (1.2) le "• 2\ ^(0,0)^(0,7-) / 

(°) Professor of civil engineering, director of the Department, via E. 
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(°°) Assistant professor 
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where T* is the abscissa of the absolute minimum of the autocovariance 
function, which is assumed to exist and to be the first minimum after 
T=0. The result (1.2), which was got by Boccotti (1984-1988-1989), 
assumes that H is very large compared with the mean wave height, or 
with a = (n2) for the wave field as a whole and, in effect, that the 
spectrum is narrow in the sense described by Longuet-Higgins (1984), 
so that r| is a damped oscillatory function in X and T. Superimposed 
on the deterministic form (1.2) is of course the "random noise" of the 
residual wave field whose r.m.s. surface displacement approaches a as 
X and T increase, but when H/a is large, the variations in the actual 
sea surface configuration about r\c surrounding xo,t0 are small compared 

with r\c  itself. 
Associated with the configuration (1.2) is a distribution of velocity 

potential in the water, which to the lowest order in a Stokes expansion 
is given by 

H $(X,Z,T)-$(X,Z,T-T') 
<|>,0 +X,z,t0+T) = ~{—= = ; } (1.3) 

where 

*(X,z,r) = <T|(x,0't>(£+£.z.' + 7")>. (1-4) 

Note that the hypothesis that H/a is large is not necessarily 
inconsistent with the use of the lowest order (linear) terms in the 
Stokes expansion, provided H remains small with respect to the wave 
length and the water depth. Note also that, if r] and § are taken as 
solutions to the linear problem, then so are r)c and <(><;. This can be 
demonstrated formally from (1.2) and (1.3). 

The covariance functions in (1.2) and (1.3) can be expressed in 
terms of the spectra; for example 

V(.X.T)= )     \    S(o),9)cos(fc'X-CA)Od(A)d0 (1.5) 

where S(oo,0) is the directional frequency spectrum and 

GO
2 

k-X = —(Xsin6 + rcos9). (1.6) 
~   ~      9 

The substitution of (1.5) into (1.2) gives r\G  as a function of 
position and time surrounding X-0,    T = 0 and leads to the sequence of 
configurations illustrated in Figure 1, representing a wave group 
moving along the y-axis, the dominant direction of the spectrum. The 
spectrum was taken as that used by Hasselmann et al. (1973) with the 
spreading direction function by Mitsuyasu et al. (1975). In deep water 
this has the form 

S(o),9) = ag oo    exp exp{ln(Y)exp[-(a>- uod) /2S2ou2]} • 

>iV(n)|coSi(9-ej|2",        " = nj-^l if       co<u)„, (1.7) 
2" 

if       IM> ood,        JV(n) = 
1 K.l cos2°-9d9 
i 2 

where the parameters y, S and n0 are taken respectively as 3,   0.08 and 
20,   as  Hasselmann  et   al.   and Mitsuyasu  et  al.   suggest   (n0=20   applies 
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to-2Td 

fc,-Td 

to+Td 

to+2Td 

Fig.l Quasi-determinism of the extreme wave events in a random wind 
generated sea state, assumed Gaussian, (Boccotti, 1989): an extremely 
high individual wave at a point x0,y0 (center of the framed area), with 
a probability approaching 1, is produced by the transit of the wave 
group shown by the pictures. The water is deep, the spectrum of the 
sea state is that described in section 1. The time interval between 
two consecutive pictures is equal to one wave period Td and the framed 
area  is  large  3  wave  lengths L^ along x-axis  and  6 L^  along y-axis. 
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to the conditions of the experiment: fetch of 10 Km and wind speed of 
about 7 m/s). 

The basic phenomena that occur during the course of evolution of 
the group are not dependent on the detailed shape of the wave spectra. 
First, the wave group has a development stage in which the height of 
the central wave grows to a maximum and the width of the wave front 
reduces to a minimum. Secondly, the individual waves have a propagation 
speed greater than the envelope. Each wave is born at the tail of the 
group and then dies at the head of the group, as illustrated by wave 
A in Figure 1. The wave with the given very large height H proves to 
be that at the center of the wave group at the apex of the development 
stage. 

2 The field experiment 

In order to test the predictions, a small scale field experiment 
was undertaken during May, 1990 at a location off the beach of 
Reggio-Calabria on the eastern coast of the Straits of Messina. Figure 
2 shows the site of the experiment. 

0      S      10 Ka 

Fig.2   The  experiment  was  executed off  the beach   at Reggio-Calabria. 
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An array of nine small towers was installed 20 m from the beach in 
the configuration shown in Figure 3. These rested on the sea bed and 
their bases (0.8 m sguared) were ballasted by pig iron discs. The water 
depth ranged within 3 m at the inner row (numbered 1-7) and 4 m at the 
outer pair (8,9) . Each tower supported an ultrasonic wave probe furnished 
by Delft Hydraulics Laboratory, having range 0.6-2.0 m, and a pressure 
transducer (full scale 0.175 bar) some 0.5 m below the water surface. 
The sampling rate was 10 Hz for each gauge and the data were stored 
in two personal computers. Since the station was equipped to receive 
data (wave elevation and pressure) from eight towers only, one of the 
nine had to be disconnected. During the experiment tower six was 
disconnected because its ultrasonic probe was damaged. 

2.5 m —• •— 

g / dominant wave 
>* direction 

© © © 0 © (D 0 
  7.5 m  

Fig.3 Plan view of the small towers which supported the gauges. The 
configuration of the towers is shown also in Figure 1 where the dominant 
wave  length L^ is  assumed  to be   7.5m. 

Suitable wind and wave conditions with a steady wind from the North 
West and the absence of southerly swells, were encountered 10 days 
after the array was installed. The experiment was conducted over a 12 
hour period, starting at 8 AM on May 10, 1990. A total of 64 records 
was obtained, each of nine minutes duration and containing 280 to 360 
dominant waves. The significant height ranged within 0.15 and 0.35 m 
and the dominant period of the spectrum ranged within 1.7 and 2.5 s, 
so that the water depth at the gauge locations was in effect deep. 

3 Results of the experiment 

3.1 The surface displacement 

The space-time covariances in equations (1.2) can be found from the 
measurements by cross-correlation of the time series obtained at the 
discrete measurement locations. The time series data of a record provide 
measured auto-covariances as a function T for the various gauge locations 
and these can be used on the right hand side of equation (1.2) to 
estimate the surface displacement at these locations in an extreme 
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wave. With xo taken as the location of one of the gauges, the vectors 

X were specified by the relative locations of the other gauges. 
A typical example of the result is shown in Figure 4 which was 

obtained from the time series data of record 30 without smoothing, 

with xo  taken as the location of gauge 4. Thus the figure represents 

the time histories of the expected surface configuration at the various 
gauge locations, if an extreme wave of given crest-to-trough height H 
is encountered at location 4. In this figure, A denotes the wave which 
is the highest at location 4, and B is the wave immediately before 
this one. 

The direction of the wave can be estimated accurately since the 
front of wave A in the central position of the group along the traverse 
of locations 1-7 proves to be nearly straight. The relative phases 
indicate an angle of incidence of 20° - the front center before point 
3 transits point 9, and this is consistent with the fact that in Figure 
4, the wave group at point 9 is higher than at point 8. 

Note that at locations 8, 9, wave B is slightly larger than A, but 
as it passes to the line 1-7, it decreases, passing from the center 
to the head of the group while the succeeding wave A grows because it 
replaces B at the group center. Note also that, in the course from 
location 9 to location 4, the period of wave B increases as it passes 
from the center to the head of the group, while the period of wave A 
decreases as it reaches its maximum height. 

Similar calculations have been performed for all the records and 
the results are consistent with those described above. Specifically, 
there is an increase in period of the decreasing wave B, a decrease 
in the growing wave A and a local minimum period coupled to the maximum 
wave height. 

Also Figure 5 shows the time histories of the expected surface waves 
at the various gauge locations, if an extreme wave of given 
crest-to-trough height H is encountered at location 4. In this case 
the auto-covariances in eq(1.2) were calculated from the theoretical 
spectrum (1.7), with the same dominant period and direction of record 
30 (rd = 2.17s, e„ = 20°). We see that the result from the theoretical 
spectrum (Figure 5) is very close to that from the time series data 
(Figure 4): all the basic features described earlier are still evident. 

3.2 The fluctuating pressure head at the transducer depth 

The variations in pressure at a fixed depth are given by -pd$/2t or 
pgt, where t, is the fluctuating "pressure head" at this depth, so that 
the derivative of eq(1.3) with respect to T provides the following 
relation for the expected fluctuating pressure head at a fixed depth 
z below an extreme wave 
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£c(x  +X,z,t0 + T) = -{—= = ; } (3.1) 

where n is the covariance of the surface displacement and the fluctuating 
pressure head, of the whole record 

U(X,z,Ts) = <i]<ix,OK(.x + X,z,t+T)> . (3.2) 

The time histories of the expected pressure head waves at the 
transducer depth at the various gauge locations, if a surface wave of 
given very large height H is encountered at location 4, were calculated 
by means of eq(3.1) from the time series data of the measured pressure 
and surface elevation of record 30. The results are shown in Figure 
6. The overall similarity between this and Figure 4 gives confidence 
in the consistency of the measurements. 

Note that the enhancement of wave A during its course from location 
9 to location 4 is somewhat smaller at the transducer depth (Figure 
6), than at the surface (Figure 4), and this is consistent with the 
reduction in period during this interval. Also, the abatement of the 
height of wave B from point 9 to point 4 is somewhat smaller at the 
transducer depth (Figure 6) than at the surface (Figure 4), which again 
is consistent with the increase in period between these two points. 
Finally, the wave direction estimated from the pressure head wave of 
Figure 6 is the same as that estimated from the surface measurements 
- the difference is smaller than 1°. 

4 Conclusive remarks 

The comparison between the extreme wave groups and the predictions 
in terms of the measured space-time autocovariance, which was the goal 
of the experiment, is shown in the paper by Boccotti et al. (1992), 
which also gives a wider overall description of the experiment. 

The experiment of May, 1990 revealed that it was possible to work 
off the beach of Reggio Calabria nearly like in a wave tank, because 
of the wave characteristics (pure wind waves with typical sizes of the 
laboratory tanks), of the very small tide excursion and the clearness 
of the water. That was because we decided to attempt some more complex 
experiments. 

On May, 1991 a reflecting wall of 12x2.2 m was assembled on 1.6 m 
of water depth and thirty wave gauges were placed before the wall. The 
experiment essentially aimed to verify the theory of Boccotti (1988-89) 
as regards the nonhomogeneous wave fields. In particular, the theory 
shows that a very high wave at a wall forms because a well defined 
wave group like that of Figure 1, at the apex of the development stage, 
impacts the wall and is reflected mirrorwise. Also the significant 
wave height before the wall was analyzed through measurements at growing 
distances from the wall, like in the laboratory experiment of Hirakuchi 
et al. (1992). A preliminary illustration of the results was given by 
Boccotti (1992). 

Finally, a third experiment dealing with the inertia loads on a big 
offshore platform has just been completed. The 1:50 scale model of a 
gravity platform was assembled in 2.5 m of water depth and two sets 
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of wave gauges and pressure transducers were placed at the platform 
and far from it, in order to compare the wave forces on the column and 
on an ideal mass of water with the same shape and volume. 
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CHAPTER 69 

Wave Group Modulations in Cross-shore Breaking Patterns 

T. C. Lippmann1 and R. A. Holman2 

ABSTRACT 

The principal aim of this work is to quantify the long period (group) time scales 
associated with incident wave breaking in the surf zone. A video based sampling 
technique is employed to distinguish those waves which are breaking from those 
which are not. The technique relies on the gray tone contrast between higher 
luminance of turbulent generated bubbles and foam associated with wave breaking, 
and the darker, unbroken surrounding water. Video image intensity time series, 
I(x,y,t), are sampled across the width of the surf zone at 10 m increments, from just 
outside the shore break to the far offshore region of the wave breaking. Outside the 
point of minimum depth (at the bar crest), the width of the surf zone fluctuates over 
several hundred meters. In this region, low frequency oscillations in /, phase coupled 
to the crest of breaking incident waves, are associated with wave groups. Cross- 
shore phase relationships indicate a shoreward progressive group structure up to the 
crest of the bar. Landward of the bar crest in the trough, low frequencies in / are 
uncoupled from group modulations seaward of the bar. Video data also show that 
wave breaking does not cease immediately as waves propagate past the bar crest, but 
continues well into the deeper water of the trough. 

INTRODUCTION 

Modulations in wave height of incident sea and swell produce variations in the 
position of break points in the surf zone. These modulations are on the order of wave 
groups, with much longer periods than typical gravity waves. In the past two 
decades, considerable effort has been focused on understanding the importance of 
wave groupiness inside the surf zone. 

'Department of Oceanography, Naval Postgraduate School, Monterey, CA 
93943 

2College of Oceanic and Atmospheric Sciences, Oregon State University, 
Corvallis, OR 97331-5503. 
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Previous estimates of breaking wave distributions in the surf zone were 
determined by visually identifying breaking waves in the time series of sea surface 
elevation on site during the collection of the data (Thornton and Guza, 1983; Whitford 
and Thornton, 1988). Breaking waves were defined as "when white water was 
observed passing the sled mast" (Whitford and Thornton, 1988). This method works 
well, although with tremendous logistical effort. 

In this study, video-based data are presented which quantify the temporal 
evolution of breaking wave patterns on wave group time scales in a cross-shore 
transect across the width of the surf zone. In our methods, essentially the same 
determination of breaking waves is utilized but with a higher level of quantification, 
synchronous ground coverage over large spatial areas, and reduced logistical 
difficulty. The premise of the technique is based on contrast between the relatively 
low luminance of non-breaking water and the higher luminance of actively breaking 
waves and bores. An example snap shot of wave breaking is shown in Figure 1. The 
high intensity of the foam and bubbles created from active wave breaking contrasts 
with the darker non-breaking water. Local maxima in image intensity associated with 
the turbulent water motion of the breaker or roller is phase locked to a region near the 
crest of the wave (Figure 2). 

Our principal aim is to quantify the time scales associated with modulations in 
incident wave breaking, 77/,. We hypothesize that time series of image intensity, 
I(x,y,t), can be used as a means to quantify the time (and space) scales of r]b{x,y,t) at 
given locations throughout the surf zone. Thus we assume 

l(x,y,t) °c r\b(x,y,t) (1) 

where x and y are the cross-shore and alongshore Cartesian coordinates, respectively. 
For this work we are only interested in the phase relationship and coherence in (1), 
not the absolute magnitude of /. This relationship has been shown to work well for 
estimating the phase speed and wave angle of breaking waves (Lippmann and 
Holman, 1991). An example time series of both / and m, from the same position in 
the surf zone is shown in Figure 2 (taken from Lippmann and Holman, 1991). The 
passage of breaking waves is clearly identified in the video data. There are also waves 
which are not identified in /, indicating that not all the waves are breaking. 

Quantification of images is accomplished using a real time image processing 
system. Video frames are digitized by the image processor into an array of 512 x 480 
picture elements (pixels). Individual pixels store the value of light intensity 
(luminance) in gray shades from 0 (black) to 255 (white). Images are digitally 
enhanced to stretch the contrast in the image prior to analysis. 
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Fig. 1. Example photographic snap shot of wave breaking in the surf zone from 
October 13, 1990 at -0900 EST. Breaking waves and bores are identified by the 
shaip contrast between breaking and non breaking waves. 

Fig. 2. Example co-located sea surface elevation (converted from pressure data; 
top) and video image intensity (bottom) mean-corrected time series from October 12, 
1990 (from Lippmann and Holman, 1991). 
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Image locations of interest (for example the location of a fixed surf zone 
instrument) are determined using known photogrammetric transformation equations 
assuming the vertical coordinate to be the still water level (Lippmann and Holman, 
1989). Time series at each location are then collected by sampling the corresponding 
pixel intensity at 6 Hz for the entire run (tape) length of -2 hours. Resolution in 
image pixels is typically much less than 1 m in the cross-shore direction, and from 
-0.5-2.5 m in the longshore direction. 

A brief description of the field site and ancillary measurements used in the study 
is presented next. Analysis of wave breaking time series are then presented as a 
function of cross-shore distance. Results are then briefly discussed in terms of surf 
zone forcing models and cross-shore distributions in wave breaking patterns. 

FIELD METHODS 

The data were collected as part of the DELILAH experiment in October of 1990, 
held at the Army Corps of Engineers Field Research Facility (FRF) on the Outer 
Banks of North Carolina near the village of Duck. A general description of the 
experiment and beach conditions at the FRF is given by Birkemeier, et a I. (1991). 
The imaged area ranges from the dune crest to -400 m offshore and begins -180 m 
north of the FRF pier and extends alongshore -350 m. The cameras were mounted on 
top of a 44 m high tower in weatherproof housings and hard wired to the FRF 
building for recording. Video time series were sampled along a cross-shore transect, 
from just outside the shore break (x = 135 m) to the far reaches of the surf zone (x = 
505 m) with a spacing of 10 m. 

Data are presented from October 13 at -0645 EST, coinciding with swell 
generated by Hurricane Lily. Low tide (-0.21 m NGVD) occurred at -0900 EST. A 
photographic snap shot from this day is shown in Figure 1. The offshore incident 
waves during this period were long crested and energetic, with Hs = 2.23 m in 8 m 
depth. Directional spectra from an alongshore array of pressure gages in 8 m depth 
(Long and Oltman-Shay, 1991) shows a very narrow banded swell at the peak 
frequency, fp ~ 0.083 Hz, approaching from an incident angle a0 ~ 24° CW from 
normal to the beach. The nearshore bathymetry consisted of a prominent linear bar 
-100 m offshore (Birkemeier, pers. comm.). Cross-shore profiles at the position of 
the cross-shore transect from October 12, 13, and 14 are shown in Figures 3 and 5. 
For reference, the position of the shoreline is at x ~ 120 m and the approximate bar 
crest is at x ~ 220 m. 
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RESULTS 

The one-dimensional pattern of wave breaking is shown graphically by plotting 
together time series of/ sampled along a cross-shore transect spanning the width of 
the surf zone. Figure 3 shows 38 / time series, each of 120 minute duration, stacked 
vertically with offshore distance increasing toward the top of the figure. Intensity 
values are normalized to +/- 3 standard deviations about the mean in each respective 
time series. Also shown on the right hand side is the approximate beach profile. 

Seaward of the bar crest wave breaking distributions clearly show the arrival of 
wave groups, with breaking being more infrequent in the outer surf zone. The groupy 
modulations are destroyed by breaking in shallower depths. At the bar crest, nearly 
all of the waves arc breaking. Interestingly, bores do not cease breaking immediately 
landward of the point of minimum depth over the bar, but continue to break well into 
the deeper water of the trough. 

Example auto power spectra (with -54 degrees of freedom) of / are shown in the 
upper panels of Figure 4 for locations x= 188 (in the landward slope of the bar) and x 
= 505 m (in the outer surf zone). Both spectra show a prominent narrow peak at 
/ ~ 0.08 Hz, corresponding to the peak incident frequency (/„ = 0.083 Hz). There 
is also considerable low frequency variance, as has been observed in previous video 
time series (Lippmann and Holman, 1991). This low frequency energy occurs at all 
locations sampled in the surf zone (not shown). 

Low Frequency Modulations in Wave Breaking 

If modulations in the breaking wave field are associated with wave groups, with 
periods long compared to peak incident periods, then we expect low frequency energy 
in / to be coupled with incident frequencies. Coupling between frequencies in the 
power spectrum of any given time series are detected with the third order spectrum, 
the bispectrum (e.g., Kim and Powers, 1979; Elgar and Guza, 1985a). The 
bispectrum is a measure of lowest order triad interactions between a pair of primary 
frequencies (f\,fi) and a secondary frequency,,fj, 

h±h = h (2) 

Sum interactions in (2) generate harmonics which are phase-locked to the 
primary, and thus are not free and travel at the phase speed of the primary (Elgar and 
Guza, 1985b). Difference frequencies are associated with coupling between two 
signals of nearly the same frequency, and a secondary low frequency signal. In 
strongly amplitude modulated time series, lower frequency signals are phase-coupled 
to the primary frequencies, as in rectified signals commonly found in electrical 
engineering applications. 
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Cross-shore Array of intensity Time Series      y = 986 m 
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Fig. 3. Time series (120 minute records) of / sampled along a cross-shore 
transect at 10 m intervals, from just beyond the shore break to the outer surf zone. 
The vertical axis is nondimensional image intensity (mean corrected) scaled to +/- 3 
standard deviations. Time series are stacked vertically with offshore distance 
increasing toward the top. The beach profile along the transect is shown at the right. 
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Inner Surf Zone  x = 188 m Outer Surf Zone   x = 370 m 
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Fig. 4. Example power spectra (upper panels) and bicohererice (lower panels) 
for / sampled on the landward slope of the bar (left panels) and in the far offshore 
region of the surf zone (right panels). Incoherences greater than the 95% significance 
level for 56 d.o.f. (b = 0.33) are plotted in bi-frequency space with f\ along the 
horizontal axis and/2 along the vertical axis. 
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Bicoherence (b, normalized bispectrum) estimates from / sampled in the trough 
of the bar (x = 188 m) and in the outer region of the surf zone (x = 370 m) are shown 
in the lower panels of Figure 4. Only contours of bicoherence which are greater than 
the 95% significance level (ba-it = 0.33) are plotted (at 0.5 increments). Due to its 
symmetry properties, only the unique portion of the bispectrum is shown (see Kim 
and Powers, 1979). Figure 4 shows strong coupling between the primary frequency 
(0.08 Hz) and the higher harmonics in both regions of the surf zone, arising from the 
sharp (non sinusoidal) peaks in the lime series records. Strongest coupling occurs at 
the self-self interaction (fp,fp), b ~ 0.61 and b ~ 0.68, and the interaction between the 
primary and first harmonic (fp, 1fp), b ~ 0.51 and b ~ 0.55, for the inner and outer 
surf zone data, respectively. 

There is a distinct lack of coupling between incident (f>fp) and lower 
frequencies (f«fp) in the trough of the bar, suggesting that / variance at infragravity 
frequencies in the trough is derived from free signals not directly associated with 
incident wave breaking. However, seaward of the bar crest, widespread bicoherence 
at low/reveals strong coupling iofp. Highest coupling (b ~ 0.62) occurs at (fi,J2) " 
(0.082, 0.015). Low frequency spectral energy in I in this region is coupled to 
modulations in incident wave breaking patterns throughout the surf zone seaward of 
the bar. 

Phase Propagation of Breaking Wave Groups 

Wave group modulations also appear coherent across the surf zone up to the 
region near the bar crest (Figure 3). The phase propagation of the groups can be 
quantified using frequency domain (complex) empirical orthogonal functions (CEOF). 
In CEOF analysis, eigenvectors of the cross-spectral matrix are computed at each 
frequency (Wallace and Dickinson, 1972). Thus the data are decomposed into 
orthogonal factors representing the amplitudes and phases at each frequency as a 
function of cross-shore distance. 

The first CEOF from the peak incident frequency (fp ~ 0.082 Hz), and also from 
the low frequency peak (f~ 0.015 Hz) observed in the power spectra (Figure 4) are 
shown in Figure 5. Only the first factor is shown since it contains the greatest 
proportion of the variance (63.7% at fp and 45.9% at low /), and because 
orthogonality constraints in the decomposition of the data make interpretation of 
higher modes unclear. CEOF phases are relative to cross-shore position (the absolute 
value of individual phase estimates is arbitrary), and amplitudes are normalized by the 
spectral power within each frequency band. Also shown are estimated (relative) phase 
relationships for phase speeds, Cp, predicted by shallow water (Solitary) wave theory 
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Fig. 5. Frequency domain empirical orthoganal functions (CEOF) from / at the 
peak frequency (fp = 0.082 Hz; left panel) and also the low frequency peak in the 
power spectra (f = 0.015 Hz; right panel), plotted as a function of cross-shore 
distance. Phases are shown in the upper panels and normalized amplitudes in the 
middle panels. The approximate (smoothed) beach profile (from October 14) is 
shown in the lower panels for comparison. Predicted relative phase relationships 
(equation 4) are indicated with the dashed lines in the phase plots. 
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Cp=^jg{h + Htms) (3) 

where Hnm is the root mean square wave height. Hnm across the surf zone was 
estimated using the random wave dissipation model of Thornton and Guza (1983), 
shown previously to well predict the energy decay of incident wave energy in the surf 
zone. The predicted phases, <p(x), in Figure 5 were computed by 

A, .    Influx ... 
0(x)~-=r- (4) 

Lp 

where C„ is the mean phase speed of the peak incident waves over the distance Ax = 
10 m. 

Forjp, predicted and observed phases are matched at the most seaward location 
to allow comparison across the surf zone. The first CEOF shows a clear negative 
phase ramp, indicating shoreward progressive (breaking) incident waves are coherent 
all the way through the surf zone. The data are reasonably predicted by (4), although 
near the bar crest and in the trough the theory systematically over predicts the 
observations (i.e., steeper phase ramps), consistent with previous comparisons with 
video derived data (Lippmann and Holman, 1991). 

At the low frequency peak (/'= 0.015 Hz), the cross-shore phase structure in the 
first CEOF also has a linear trend, but only seaward of the bar crest. In this region 
theoretical group phase speeds are in excellent agreement with the data (although 
deviates slightly in the far reaches of the surf zone, x > -425 m). Predicted phases 
relationships (4) are best fit to the data in the region of (approximately) constant 
celerity, between x - 255-425 m. The average phase speed between x = 255-425 m, 
Cp ~ 7.3 m/s, is very nearly the same as predicted by Solitary theory, Cp ~ 7.5 m/s. 
The phase relationships are consistent with a shoreward propagating group 
modulation in the breaking incident wave field traveling at the group velocity of the 
incident waves. Furthermore, the very small CEOF amplitudes over the bar crest 
indicate that low frequencies observed in this region are uncoupled to wave groups 
seaward of the bar, a consequence of widespread breaking over the bar destroying the 
group structure in the breaking wave field. 

DISCUSSION 

In the surf zone, break point amplitudes are often taken as a linear proportion of 
the depth 

fib = -H (5) 
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where Hj, is the height (twice the amplitude) of the breaking wave, hb is the water 
depth at the break point, and /is a constant of 0(1) (e.g., Thornton and Guza, 1982). 
For a plane sloping bottom, h^ = x/; tan(3, breaking wave amplitudes can be 
expressed in terms of break point positions. Models based on forcing due to 
modulations in break point amplitudes can be distinguished by the behavior of y. In 
one type (i.e., Foda and Mei, 1981; Schaffer and Svendson, 1988), break point 
positions are assumed constant, and the group modulations are allowed to progress to 
the shoreline. Thus, /in (5) is a temporal function of the amplitude modulation, in 
which yis larger for the bigger waves. In the second type (i.e., Symonds, et al, 
1982), /is assumed constant, and break point position is the parameter that fluctuates. 

Our data indicates that the initial break points vary over large distances, ranging 
from far (> 400 m) offshore for the largest waves to near the bar (-100 m offshore) 
for the smallest waves. Moreover, the group structure is substantially reduced by 
wave breaking in the inner surf zone, thus restricting group modulations to seaward of 
the bar. Thus constant /more accurately describes the data, and is consistent with 
energy saturation in shallow depths (verified previously with field data; Thornton and 
Guza, 1982; Sallenger and Holman, 1985). 

Wave Breaking in the Trough 

Some recent models predicting longshore current profiles, V(x), have been 
based on the ensemble distribution of incident wave dissipation, (g/,(x)) (e.g., 
Thornton and Guza, 1986; Whitford and Thornton, 1988). Incident wave breaking is 
assumed to decrease shoreward of the bar crest due to increasing depths in the trough. 
Thus model predictions over barred profiles suggest that longshore currents are 
strongest on the seaward flank of the bar where maximum incident wave dissipation 
occurs. However, recent observations of V(x) at Duck suggests that the maximum 
current often occurs in the trough, in direct conflict with the dissipation models 
(Whitford and Thornton, 1988; Howd, etal, 1992). 

The decay of wave height across a barred profile is well predicted by the model 
of Thornton and Guza (1983). However, the model assumes implicitly that no time 
lag exists between the production of turbulent kinetic energy by wave breaking and 
actual energy dissipation (a point made previously by Roelvink and Stive, 1989; 
Nairn, et al., 1991). Our observations of wave breaking across the width of the surf 
zone (Figure 3) indicate that, although the initiation of breaking is confined to depths 
seaward of the bar, wave breaking does not cease immediately shoreward of the crest, 
but continues into the trough. The widespread presence of wave "rollers" and bores 
past the bar crest suggests that advecting turbulence away from the region of highest 
production over the bar, can be a viable mechanism for transporting momentum into 
the trough where often the maximum longshore current is observed. 
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CONCLUSIONS 

A video based technique is presented which accurately quantifies temporal 
modulations in wave breaking across the width of the surf zone. The technique is 
based on the gray tone (intensity) contrast between the lighter foam and bubbles 
created by actively breaking waves and bores, and the darker, surrounding non- 
breaking water. Thus video records of the surf zone contain visible-band time 
histories of wave breaking patterns. Quantification is accomplished with an image 
processing system, in which images are digitized at discrete pixels corresponding to 
defined field coordinates. 

Data are presented from a very narrow banded (/„ ~ 0.083 Hz), unidirectional 
day (a0 = 24° CW) during the DELILAH experiment. In addition to energetic incident 
frequencies associated with the actively breaking incident waves, considerable low 
frequency variance was observed in all video lime series, from the outer portions of 
the surf zone to the trough of the bar. In the outer surf zone wave breaking at incident 
frequencies is coupled to low frequency energy, indicating that fluctuations in break 
point patterns are associated with long period modulations in incident wave 
amplitudes. Group modulations propagate landward at the phase speed of the incident 
waves, consistent with simple shoaling expectations. 

Finally, we observe the group structure in the wave field to be greatly reduced 
by breaking in the inner surf zone. All initiation of breaking occurs seaward of the 
crest, with generally larger waves breaking further offshore and a higher percentage of 
breaking waves in progressively shallower depths. This suggests that surf zone 
forcing models which assume a depth dependence on breaking amplitude are more in 
keeping with the data {e.g., Symonds, et al., 1982). Furthermore, breaking does not 
cease at the point of minimum depth at the crest, and in fact breaking is widespread in 
the trough of the bar. This suggests that lateral mixing of momentum across the surf 
zone, due to the advection of turbulence at the wave front {e.g., Svendsen, 1984, 
Roelvink and Stive, 1989; Nairn, et al., 1991, and others), could be an important 
mechanism for modeling longshore currents. 
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CHAPTER 70 

PROBABILISTIC STRUCTURE OF RANDOM WAVE 
GROUPS 

Ke Yu* 

Abstract 

This paper deals with the statistical properties of wave groups in a stationary 
ergodic normal process. For a narrowband Gaussian process, a method based 
on Kimura's theory is developed to estimate the characteristics of wave groups 
directly from the wave spectrum. For a non-narrowband Gaussian process with 
an arbitrary bandwidth, a new model is established to predict the formation of 
the wave groups by means of zero-upcrossing method. Thus the probabilistic 
structure of the wave groups in a Gaussian process with an arbitrary bandwidth 
can be determined. Using this model, the mean run length of the wave groups 
above any amplitude and the probability distribution of run length at any level 
can be obtained. On the other hand, a representative wave period of the wave 
group is suggested to describe the time intervals between two successive maxima. 
The computational data shows that the bandwidth parameter has a significant 
effect on the statistical properties of wave groups. 

1     Introduction 

A wave group can be conveniently defined as several successive waves which exceed 
a given amplitude level. The waves in the group have similar wave height and wave 
period. Wave groupiness is an important feature of stochastic wave processes. It 
has been proven that wave groups have significant effects on many ocean engineering 
problems, such as the resonance of offshore structures and the overtopping above 
coastal structures. Because of the importance of the groupiness phenomenum in 
naval, ocean and communication engineering, extensive studies have been made on 
this property of stochastic waves in the past twenty years, for example, Kimura 
(1980) and Funke et al. (1979). Using the Markov chain concept in expressing the 
relationship between two maximum points, Kimura (1980) derived the probability 
distributions about the runs of high waves, the runs of low waves, and the runs of res- 
onant wave periods respectively. Funke et al. (1979) developed a different method, 
SIWEH, to describe a wave process. A parameter GF was defined to express the 
groupiness degree in a random wave process. Though SIWEH may have the advan- 

tages in describing non-Gaussian processes, the author appreciates Kimura's theory 
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more for the wave group problem because it provides the information about the prob- 
abilistic structure of wave groups which is of concern by engineers and researchers. 

However, there are some weaknesses in Kimura's theory. One is the adoption 
of the narrowband assumption. It is observed that most wave processes in the sea 
environment have spectrum bandwidth parameter values varying from 0.5 to 0.9, 
hence the application of Kimura's theory in this case may overestimate the corre- 
lation among successive maximum points. The other (Battjes et al., 1984) is the 
inconvinence in deriving the statistal characteristics of wave groups. It is also worth 
mentioning that in previous studies, the wave period corresponding to a high wave 
run is neglected whereas the importance of this parameter is evident. 

Therefore, the present study emphasizes the problem in assuming that the pro- 
cess is a stationary ergodic Gaussian process with an arbitrary bandwidth and that 
the maximum series is subject to the Markov chain condition. The author expects to 
derive the probabilistic structure of wave groups which include the probability distri- 
bution of wave runs above any given amplitude level and to provide some description 
about the representative wave amplitude and wave period at any given amplitude 
level. 

2     Formation of the  Probabilistic Structure  of Wave 
Groups 

2.1    Wave run and its probability distribution 

Following Kimura (1980), we can consider a stationary ergodic Gaussian process x\{i) 
with a zero mean and another random process x2(t) which is essentially identical to 
xi(t) but has a time shift A prior to xi(t), i.e., 

X2(t)   =   X^t + X). (1) 

Assuming the successive maxima of x\(t) and X2(t) are subject to the Markov 
chain condition, the maxima of x^{i) and X2(t) are written as: A\ = {xi(t), 
\xi{t) >0,ii = 0,X! < 0}, A2 = {x2(t),\x2(t) >0,x2 = Q,x2 < 0}. If the time 
interval A is defined as the expected wave period between two successive maxima, 
the joint probability density function of two maxima / (Ai,A2) becomes the prob- 
ability density function of two successive maxima. The probability density function 
of A^orA^ is defined as / (Ai) and can be derived from / {A\,A2). 

Two states of wave height are defined. One state is S0 = {Ai, |A; < A^,i = 1,2}, 
the second is Si = {At, |A; > AL,I = 1,2}. Hence, all the maxima of x\(t) and x2(t) 
can be classified into these two states according to their amplitude values and the 
given amplitude level A^. The two states combined form a state space fl = {.So, 5*1}. 

For this two state Markov chain, the one-step transition probability matrix is 
given by 

PW  = P 
Pu    P12 

P21    P22 
(2) 
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where 

A, = Rr«A. e ft, |„, 6 ft, . ^^f^'t'"""1. (3) 

P12 = Prob{A2 G 5i, |Ai e 50} = -^— .  , (4) 
IoLf(Ai)dA1 

P2i = Pro6{A2 € 50) |^i e Si} = *    r / A w.  (5) 

f? IT f (Au A2)dAi dA2 
P22 = Prob{A2 e Su |Ax € St} = /°°/(Al)jAl  • (6) 

Because of the homogeneous feature and the Markov property of maximum point 
process, the N-step transition probability matrix can be easily obtained as follows 

p[N] _ pN /7\ 

The N-step transition probability matrix describes the probabilities of N-step transi- 
tion through all possible paths. Now we consider a wave run which has a run length 
L. The transition path of this run must be the pattern as shown in the following 
figure . 

state 1 -*• state 1 -»- state 1-*-              state 1-*-   state 0 
 1 , 1 1 , 1 , ». 

12 3 L L+l 1 ^ J time 

The initial state probability distribution is taken as PQ = [ 0 1 ]. The row 
matrix Po means that the wave run starts when a wave exceeds the amplitude level 
AL initially. The run ends when the Lth wave exceeds At at last. 

The probability matrix after L-step transition can be expressed as 

P11    P12 lL 

PL = P0P
h =  [0      1] 

P2\    P22 
(8) 

From the above equation, the cumulative probability of a wave run which follows the 
mentioned pattern can be found as below 

P(L) = Pg~\l - P22), (9) 

where L is the length of the run . The mean run length of wave groups above some 
amplitude level can also be derived from equation (9) as follows 

x = (T^r (10) 

By a similar method, the probability distribution of a run of low waves and the 
distribution of the total wave run can be obtained. For conciseness, these results are 
not included in this paper. 
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2.2    Representative amplitude and period of wave groups 

When an amplitude level is given the wave groups are defined. The global statistical 
properties of wave groups can be determined by using the method described above. 
However, in order to describe a wave group in detail, a wave amplitude A* and a 
wave period T* can be defined to represent the wave run. 

A* could be defined as the expected amplitude value above the level A^ 

..     STLAif(A1)dA1 

$ZKM)dAx 
{ X) 

and T* could be defined as the expected wave period under the condition of A = A* 

POO 

T' = /    Tf(T,\A*)dT, (12) 
Jo 

where f(T, \A*) can be derived from the joint probability density function of wave 
amplitude and wave period. 

In addition to A* and T*, the characteristic extreme value of the maxima in a 
wave group with run length L can be calculated based on extreme value theory. For 
example, the probability density function of extreme values in a wave group can be 
expressed as 

9(0 = L{f(0[l-m)]L-1} (13) 

and the required characteristic values of extreme value distribution can be evaluated 
from equation (13). 

3    Wave Groups in a Narrowband Gaussian Process 

3.1    The joint probability density function of two maxima 

Suppose a narrowband Gaussian process x(i) has a zero mean and a spectrum Sx(u). 
It is a well known fact that x{t) can be written as (Ochi, 1982) 

x(t) = Xc(t) cos(oj0t) - Xs(t) sin(io0t), (14) 

in which Xc and Xs are two orthogonal components which vary slowly with time 
and OJQ is the central frequency. It can be proven that Xc and Xs are also the 
Gaussian processes which have the exact same mean and variance with x(t). The 
auto-spectrum and co-spectrum of Xc and Xs can be expressed in terms of Sx(v) 
as 

SxcH = SXs{u) = SX(OJ - OJ0) + Sx{oo + w0), (15) 

Sxcxs(u) = -Sxsxc(u) = i [Sx{u - w0) - Sx(u + wo)]- (16) 

An inverse Fourier transfer is applied to get the auto-correlation or correlation func- 
tions of Xc and Xs as follows 

/oo 
Sxc(u)exp{w\}du (17) 

-CO 

J/-CO 

Sx(w) cos[(co — o;o)A] du, 
o 
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/OO 

Sxcxs(w) exp{iu>\} du> (18) 
-OO 

J/-CO 

'     Sx(v) sin[(u> — wo)A] du>, 
o 

where wo = wp (peak frequency) and A is defined as the expected period between 
two successive maxima estimated by following equation 

A = 2*./^, (19) 
V m2 

where 
/oo 

w*5x(w) du>,     i = 0,2. 
-OO 

Alternatively, equations (17) and (18) can be expressed in terms of the one-side 
spectrum S(w) 

/•OO 

RxcW = RxsW = /    S(u) COS[(OJ - wo)A] du, (20) 
Jo 

yoo 

Rxcxs(V = -RxsXcW = /    S(OJ) sin[(ui - WQ)A] dw, (21) 
Jo 

where 5(w) = 25x(w). 
If the spectrum is symmetric about wo, then Rxcxs(^) — RxsXc(^) = ". It can 

be infered (Middleton, 1960) that the two dimensional amplitude probability density 
function is given by 

/(Ai,^2) = —g--To<- -g Ax^Vexpj ^g—^\,      (22) 

where B = wig — [R\   + R\ xs] an<^ ^o(x) is the zeroth order Bessel function of the 
first kind. 

After introducing two non-dimensional amplitudes, £ and rj, defined as 

i-       A\ A2 .    . e = v^ ' , = ^' (23) 

equation (22) can be rewritten as 

The correlation coefficient p can be determined by the following formula 

' = m0 • (25) 
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The one dimensional amplitude probability density function can be derived from 
equation (22) as 

and the dimensionless form of f(Ai) is 

/(0 = *exJ-^J. (27) 

3.2     Representative amplitude and period of wave groups in a nar- 
rowband Gaussian process 

Applying the maximum distribution into equation (11), the representative amplitude 
of a wave group above any given level £L can be obtained as 

C = tL + V^ exptfl/2} [1 - *(&)], (28) 

where 

*{x)=7^Lexp{-^} du. 

As for the representative wave period, the joint probability distribution of wave 
amplitude and period suggested by Longuet-Higgins (1975) is used to get the prob- 
ability distribution of wave period under the condition of £ = £* 

0 < £ < oo  ,   — <r<oo 
v 

where 

f = —==    ,     T =   ;-—    ,    V = , / = 1    ,    T =27! 
^m vT y    m\ 

$(x) is the error function and v is another bandwidth parameter which is determined 
by the spectral moments. 

The conditional probability density function of the wave period is 

A" m - ^ - T^mTB c -> {-!«"""}        (30) 

and the representative wave period can be calculated by equation (12) 

1 
exp {-^(rr)2}. (31) 

V2n£*[l-$(-{*/v)] 

Applying the two dimensional density function of two maxima presented by equa- 
tion (22) and one dimensional density function expressed by equation (26) into equa- 
tion (6), the probability P22 under the condition of a given amplitude level £* can be 
determined. The P22 value can also be used to determine the probability distribution 
of wave runs which are above the level £L- Equations (28) and (31) give the analytic 
expressions of representative wave amplitude and wave period of wave runs above a 
given amplitude level. 



938 COASTAL ENGINEERING 1992 

4    Wave Groups in a Non-narrowband Gaussian Pro- 
cess 

4.1      The two dimensional maximum distribution 

Given a stationary Gaussian process Xi(t) with a zero mean and an arbitrary spectral 
bandwidth and another process x2(t) defined in equation (1), the time shift A can be 
determined by the bandwidth parameter e and the moments of the spectrum 

A = 4TT 
x/T m0 

1 + A/1 - «2 V m2' 

«=l/l 
ml 

mom^' 

(32) 

(33) 

It can be proven that the two processes x\{i) and x2{t) and their deriatives £i(i), 
xi{t), x2{t), x2(t) are subject to a six dimensional normal distribution ( Ochi, 1979). 
Their joint probability density function can be written as 

/W=7^4TT75^HXS""1X1' (34) 
(2TT)3|£|1 

in which the row matrix X is 

X = [ xj(i)    Xl{t)   xx{t)   x2(t)   i2(t)   x2(t) ]. 

The covariance matrix can be expressed in terms of the spectral density function 

S = 

m0 0 —m2 moc -mis -m2C 

0 m2 0 mis m2c -m2S 

-TO2 0 m4 -m2c m3S m4C 

moc mis -m2C m0 0 -m2 

-mis m2C m3S 0 m2 0 
-m2C -m2S m4C -m2 0 m4 

where 
roo 

= /    w'S(w) 
Jo 

duj i = 0,2,4, 

mic =  I    v'S(u>) COS(OJ\) du>   ,    i = 0,2,4, 
Jo 

mis = /    OJ'S(OJ) sin(oj\) du   ,   i = 1,2,3. 
Jo 

As mentioned before, the positive maxima of xi(/) and x2(t) must satisfy the 
conditions, x,(t) > 0, £; = 0, x\ < 0, i = 1,2. The expected number of maxima 
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which are above the respective amplitude levels A\ and A2 per unit time can be 
evaluated by the following equation 

_ yoo    />oo    rO       fO 
NAi,A2 = /     /     /      /     \xx\\x2\ f(xx,0,xi,x2,0,'x2)dxxdx2dxxdx2.       (35) 

J A\   J A2   J—00 J~oo 

Leting A\ = A2 — 0 in equation (35), equation (35) can be rewritten as 
J/"00    />oo    rO       rO 

/      /      /     l^iH^I f(x1,0,x1,x2,0,x2)dxidx2dxidx2 
0     J0     J~oo J—oo 

(36) 

and it can be used to estimate the expected number of maxima in x\{i) and x2{i) 
per unit time. The probability that the maxima in x\(t) and x2(t) exceed respective 
amplitude level A\ and A2 can be considered approximately as the ratio of these two 
expected numbers. Hence the joint probability density function of two maxima can 
be derived from the ratio NAltA2/^0,0 

f(AuA2) = -    °2 

(37) 

1 
NAUA2 

8AxdA2 \ #0,0 

/-ooJ-ool^ill^l^^i,0,Si, A2,0, x2)dx1d'x2 

fo° So0 /-00 f-00 1*111*2| f(xi, 0, £1, x2,0, x2) dxidx2dxxdx2 

Now, define two new Gaussian processes which are derived from Xx(t) and x2(t) 

(38) si(i) =-=*!(*)   ,   x'2(t) =—=x2(t) 

and two dimensionless maxima as before 
Ax 

/m0 

t = T): 
/m0 Vmo 

The two dimensional distribution of two dimensionless maxima £ and r\ can be 
obtained simplely by replacing x\,x'2,x[,x'2 ,(, and r\for the proper terms in equation 
(34) and (37). Note the covariance matrix S becomes S' and satisfies the following 
relation 

S' = — S. (39) 
m0 

The probability density function of the maxima in process xi(t) has the form 

f(Ax) •• 
2/A/m0" 

1 + %/T^ W,expV'^ 
1 /   Ax 

/m0 
+ Vl - e2 

/mo 

y.exp{ -- 1-*    - VT- Ax 

0 < Ax < co 

(40) 

and the non-dimensional form of equation (40) is as follows 

2 
/(« = 1 + vT^ 

Xexp 

•j^pl-Sl + v^f 2e2 

-§><i-* vT 
(41) 
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4.2    The representative amplitude and period of wave groups in a 
non-narrowband Gaussian process 

The representative dimensionless amplitude £* can be estimated by equations (41) 
and (11). 

For a non-narrowband Gaussian process, the joint probability density function of 
the maxima and the time intervals between two successive maxima can be used to 
calculate the representative wave period (Arhan et al., 1976) 

m,r) = a 
^(r(l-£2) r5 

exp < — 
2£27 f[(r

2-«2)2 + a4/?2]}, 

in which £ = Ai/y'mo 
The conditional probability density function of r can be expressed as 

r = T/X ,   a = 0.5(1 + vT 
ty density f 

f(r,\Q = 

and the representative wave period r* can be written as 

r*= /    rf(T,\t)dr. 
Jo 

(42) 

(43) 

(44) 

Note that r* is not a wave period according to the exact definition of a wave period by 
means of zero-upcrossing. It is just a time interval between two successive maxima. 
However, when the wave amplitude is large enough, r* can be considered as a good 
approximation of wave period. 

5      Computational Results and Discussions 

In order to find the effect of the spectral bandwidth on the probability structure of 
wave groups, different e values should be applied in this computation. But the com- 
mon wave spectra used in analysis and experiment, such as the JONSWAP spectrum 
and the Bretschneider spectrum, only have limited range of e values. Hence some typ- 
ical wave records used in Ochi's study are used here again. The e values of these spec- 
tra vary from 0.46 to 0.8. A JONSWAP spectrum with a = 0.05, fP = 0.1Hz, 7 = 7.0 
and e = 0.685 is applied to the computation. Table 1 displays the features of the 
spectra which include the bandwidth parameter e and the correlation coefficient p 
calculated by equations (33) and (25). 

Table 1. Wave records and wave spectrum used in the computation 

wave 
spectrum 

spectral bandwidth 
parameter e 

correlation 
coefficient p 

peak frequency 
w(27r * Hz) 

WS1 0.468 0.458 0.875 
WS2 0.594 0.299 0.563 
WS3 0.685 0.676 0.626 
WS4 0.806 0.267 0.413 
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It is clear that the numerical integration in equation (37) is the major work in 
this computation. Here, 2.401 X 107 discretizing points are used in calcalating the 
quadruple integration in order to guarantee accuracy. 

Figure 1 shows the relationship of P22 and £L- For each spectrum, two e — fL 

curves based on the non-narrowband and the narrowband theory respectively, are 
presented to compare the difference between two theories. It can be seen that the 
narrowband theory will give larger a P22 value when e is increased for fixed fx,. In 
this case it seems only the value of e will determine the P22 — (,b relation under 
the non-narrowband assumption. When e = 0.46, the two theories give almost 

the same results for small amplitude levels. For the wave spectra which have very 
small e values, the strong singularity of the co-variance matrix makes its determinant 
value approach zero and leads the elements in the inverse matrix S_1 to infinity. It 
will induce the non-existence of the joint probability density function expressed by 
equation (37). In this situation, the narrowband assumption could be applied to 
simplify the problem. We can also infer that when the value of e approaches zero, it 
is the correlation coefficient p, not the bandwidth parameter £, that will determine 
the P22 — £L relation if € is very small. This estimation can be demonstrated by 
the one dimensional analytic distribution of wave amplitude in a non-narrowbanded 
Gaussian process which has a small bandwidth. From equation (41) it can be seen 
that the wave amplitude distribution with e value in the region 0 < e < 0.5 is almost 
the same with the Rayleigh distribution expressed by equation (27). 

From equation (30) it can be seen that only the correlation coefficient p affects 
the joint distribution and finally determines the probability distribution of wave 
runs if the amplitude level remains constant. Employing equations (22) and (26) 
into equation (6), the probability distribution of wave runs can be obtained from 
equation (9). Figure 2 displays the relationship between the probability of wave run 
and its run-length with different p values. 

Figure 2 also shows two probability distribution of wave groups based on narrow- 
band theory and non-narrowband theory respectively. In the figure, the amplitude 
level ££, = 1.245 represents the mean amplitude in a standard narrowbanded normal 
process. In figure 3, the level £f, = 2.005 is just the significant amplitude in a nar- 
rowbanded normal process. By applying the two P22 values corresponding to a given 
amplitude level into equation (9), two probability distributions of the high wave runs 
above the amplitude level cart be easily determined. 

Applying equations (42) and (43) into equations (11) and (12), the dimension- 
less representative wave amplitude and wave period in a non-narrowband Gaussian 
process can be determined. Figure 4 displays the relation between the representative 
wave amplitude and the representative period with different e values. The curve 
noted as e = 0 represents the f* - ft relation expressed by equation(28). Figure 5 
shows the relationship of r* and f with different e values. Within the narrowband 
theory, the representative wave period r* calculated by-equation (31) is zero when 
f takes its minimum value of 1.245. In other words, the expected wave period is 
considered to be the representative wave period in this case. 

It is worthy to mention here that the present analysis and compuation is in fact 
the extension of Kimura's theory to a more general case. We know from the previous 
analysis that two parameters, the bandwidth parameter, e, and the correlation coef- 
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ficient, p, decide the statistical properties of wave groups. For an ideal narrowband 
Gaussian process, the effect of the bandwidth parameter on wave groups reduces 
to zero and only the correlation coefficient determines the properties. For a non- 
narrowband Gaussian process with a large e value, the computational data shows 
the opposite result. The bandwidth parameter plays a major role in determining 
the probabilistic features of the wave groups. But for a small t value we do not 
know which parameter is more important. We expect to see that as e increases, the 
bandwidth parameter will gradually replace the correlation coefficient and dominate 
the statistical properties of wave groups. To see these effects more clearly, further 
numerical analysis is necessary with variance on the two parameters. For example, 
wave spectra having the same e value but different p values or having the same p 
value but different e values. 

Another tricky problem arising in this study is the validity of the present theory 
when it is applied to a random process which tends to be white noise, i.e., the band- 
width parameter and the correlation coefficient approach to one and zero respectively. 
In this case the assumption that the successive maxima in the process subject to the 
Markov chain condition becomes questionable, since the successive maxima tend to 
be independent variables. To determine how far we can go with this model, more 
wave records and field data are necessary. It is definitely interesting and promising 
work to analyze and compare the experimental and field data about the random 
wave groups with the existing models. This will lead to a deeper understanding to 
the groupiness phenomenum in the real sea environment. 

6    Conclusions 

The following conclusions can be made from the above analysis: 
1. When a stationary Gaussian process has a small bandwith parameter, i.e., 

e < 0.5, the narrowband assumption can be applied and the statistical properties 
of wave groups derived from the narrowband theory can be considered as a good 
approximation. 

2. If the spectrum of a stationary Gaussian process is not assumed narrowbanded, 
i.e., e > 0.5, the application of the narrowband assumption will overestimate the 
correlation between two successive maxima. 

3. For a narrowband Gaussian process the correlation coefficient p will determine 
the statistical properties of wave groups. For a non-narrowband Gaussian process 
with large e value, it seems that the spectral bandwidth parameter will finally deter- 
mine the probabilistic structure of wave groups. 

4. Based on the formulas presented in this paper, the probabilistic structure 
of wave groups in a stationary ergodic Gaussian random process can be obtained 
directly from its wave spectrum. 
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CHAPTER 71 

Statistics of wave group parameters 

Gerbrant Ph. van Vledder 1 

Abstract 

The statistical properties of four spectral shape parameters {Qp, Qe, K and v) and the 
correlation coefficient between succeeding wave heights (pHH) are investigated using field 
data and numerically simulated data. The effects of spectral smoothing, integration range and 
duration of the data record on estimates of these parameters are discussed. The relation 
between spectral shape and wave grouping is discussed in relation to Kimura's theory for 
group length statistics. A group length distribution independent method for computing this 
mean group length is introduced. Further, a comparison is made between time and frequency 
domain estimates of the correlation coefficient between successive wave heights. Observed 
discrepancies between them are analyzed and an improved method for the spectral 
computation of this coefficient is suggested. 

1        Introduction 

The statistical analysis of random wave groups has received much attention in the last years. 
These studies can be divided into analyses in terms of individual wave heights or in terms 
of wave envelopes. This paper concentrates on wave group analysis in terms of individual 
waves, where a wave group is defined as a sequence of waves all succeed a certain height. 
The most successful model for the statistical description of group lengths has been given by 
Kimura (1980). Principal parameter in this model is the correlation between successive wave 
heights. Various parameters have been developed to relate wave group length statistics to the 
spectral shape, e.g. the well known peakedness parameter Q    introduced by Goda 

1    Research Engineer, Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, The 
Netherlands 
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(1970), or the K parameter, used by Battjes and Van Vledder (1984). This K parameter 
links the spectral width via the correlation coefficient pHH between successive wave heights 
to group length statistics. Other measures for the spectral width are the parameter v, 
introduced by Longuet-Higgins (1975), or Qe, introduced by Medina and Hudspeth (1987). 

Most of these parameters lack a theoretical basis linking wave group statistics and spectral 
width. Only the K parameter has such a basis, although it underestimates group lengths. 
Medina and Hudspeth (1990) have theoretically analyzed the relation between the spectral 
shape parameters Q , Qe, K and the correlation coefficient between successive wave 
heights pm. They used a three-axes representation to show that these parameters are 
interrelated. They argue, that because of this interrelationship, only one of these parameters 
is required in order to evaluate wave groupiness. Although they note the possible effect of 
statistical variability on the estimates of these parameters, they do not pursue the 
consequences of this variability on the interrelationship between these parameters. 

The purpose of this paper is to analyze the statistical properties of four spectral shape 
parameters (Q , Qe, v and K) and their usefulness in relation to wave grouping. Also, the 
effects of spectral smoothing, sensitivity to integration range and duration of the underlying 
wave record on estimates of these parameters are investigated. Finally, assumptions in the 
spectral computation of this coefficient are reviewed and improved where possible. 

2       Wave group analysis in terms of individual waves 

In this paper wave groups are defined in terms of individual zero-up crossing waves. A wave 
group is defined as a sequence of succeeding waves with heights that all exceed a preset 
threshold level (e.g. the mean wave height). The length of the wave group is equal to the 
number of waves in a group. The mean group length in a wave record is considered as the 
measure for the amount of wave grouping. 

Models for the probability distribution of group lengths have been given by Goda (1970) and 
Kimura (1980). The model of Goda underestimates group lengths since it neglects the 
correlation between succeeding wave heights. As was shown by Rye (1974) and others, 
consecutive wave heights are positively correlated. This correlation is quantified by means 
of the coefficient of linear correlation: 

PHH,, = -\-^-''t1(Hl-Hm)(HM-Hm) (2.1) 

in which aH is the standard deviation and Hm the mean wave height and JV the number of 
waves in a record. The subscript t refers to time domain. 
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These correlations are considered in the model of Kimura (1980), in which it is assumed that 
succeeding wave heights form a Markov-chain. To compute the probability of a sequence 
of high waves with a certain length, Kimura used the conditional probability p22 that a wave 
height exceeds the threshold level, H   given that the previous wave also exceeds H • 

/>22 = P»b{^1>Jffe|^>Jffe} 

The group length distribution function is: 

/>,(;) = (1 -p22)pi2
l 

The mean group length can be computed as: 

7, = E{;} = ijP.U) = T
J— 

and the standard deviation of group length can be computed as: 

o10-)={E{72}-E{y}2}1/2--^- 

(2.2) 

(2.3) 

(2.4) 

(2.5) 
1~P22 

The probability p22 is computed from the joint probability density function p(HltH2) of 
succeeding wave heights: 

p22 = / fpiH^HJdH^   I [ fpiH^HJdH^Ht (2.6) 

where p{Hl, H2) is the bi-variate Rayleigh distribution: 

p(HltH2) = ^-    .l   2„exp 
4   ^(1-K2) 

71      Hi +H2 
4 H2

m(l-J)) 
K HlH2^ 

MI-K
2
)   Hi 

(2.7) 

In Eq. (2.7) K is a correlation parameter, Hm the mean wave height, and I0 the modified 
Bessel function of zeroth order. The relation between the correlation parameter K and the 
coefficient of linear correlation is given by: 

PHH 

£<K)--i(l-K»)*(K)-1t/4 
(2.8) 

1 -TC/4 

in which K and E are the complete elliptic integrals of the first and second kind, 
respectively. An accurate approximation of Eq. (2.8) has been given by Battjes (1974): 

PHH 
a 

TC 

16-4TC 

2       K4       K6 

*r + 
16    64) 

(2.9) 
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The truncation error involved in approximation (2.9) is less than 0.1 % for 0 £ K < 0.7 and 
less than 1 % for 0.7 <; K < 0.95. 

The model of Kimura has been verified against field measurements by Goda (1983), Battjes 
and Van Vledder (1984), and others. The present study also supports Kimura's model for 
predicting the mean group length. To that end, numerically simulated data have been used, 
see section 7, Fig. 1, panel a). 

3       The mean group length 

The standard method of deriving the mean group length j\ is via Eq. (2.4) on the basis of 
the theoretical group length distribution (2.3). The mean group length, however, is 
independent of this group length distribution (Van Vledder, 1983). 

Consider a wave record with Nw waves of which Nh waves are higher than the threshold 
level Hj,. Further, the wave record contains N groups of high waves. The mean group 
length /j can then be computed as: 

-       N. 
A • - 

The end of each wave group can be identified as a sequence of a high wave followed by a 
low wave. Consequently, the number of wave groups is given by: 

Ng=Nwx Prob{Ht > Hc A HM s He} (3.2) 

The number of high waves in the wave record is given by 

Nh =NwxVtob{Ht>Hc} (3.3) 

Thus, the mean group length jl can be computed as: 

Prob{ff.>Zfc} 

(3.4) 
V«*>{Ht>HeMlM*He} 

=  1  

1 -Prob{ff,.tl>ffc \Hi>Hc] 

which by virtue of Eq. (2.2) is equal to expression (2.4). This result implies that the mean 
group length jt is directly related to the correlation coefficient between successive wave 
heights pHHt, through the Eqs. (2.6), (2.7) and (2.8). It also implies that the mean group 
length does not depend on correlations between non-successive wave heights. 
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Spectral shape parameters 

It is well known that the spectral width is related to the amount of wave grouping. Sea states 
with narrow spectra show a higher amount of wave grouping than those with broad spectra 
(Rye, 1974, and others). Below, four spectral width parameters (Q , Qe, v and K) are 
described that have been suggested in relation to wave grouping. The Q parameter has been 
introduced by Goda (1970) as a measure for the peakedness of the wave spectrum. It is 
defined as: 

mn o 
ffS(f)2df (4.1) 

in which S(f) the frequency spectrum and m0 its zeroth moment. The Qp parameter is 
frequently used by many authors in relation to the amount of wave grouping of wind waves. 
Recently, Medina and Hudspeth (1987) proposed the spectral peakedness parameter Qe, 
similar to Goda's peakedness parameter, it is defined as: 

2m,  e . 
Qe = —j- } S(f)2df (4.2) 

with m0 and m1 the zeroth and first spectral moment of S(f), respectively. Another 
spectral width parameter was introduced by Longuet-Higgins (1975), 

v = (mQm2/m
2-l)2 (4.3) 

and applied by Longuet-Higgins (1984) and Chandler and Masson (1992) to wave group 
statistics. 

Above three parameters have been proposed on intuitive grounds rather than on theoretical 
ones. A fundamental approach to relate the spectral shape with the amount of wave grouping 
is based on Rice's (1944) theoretical results on envelope statistics. Rice (1944) has derived 
the joint probability of two values R1 and R2 of the wave envelope R( t) for a narrow- 
banded Gaussian process, separated by a time lag x. This distribution is the bi-variate 
Rayleigh distribution, given by Eq. (2.7), but with the parameters Hx, H2 and Hm replaced 
by .Rj, #2 and Rm, respectively. This bi-variate Rayleigh distribution contains a correlation 
parameter that depends on the lag t and the spectral shape. The definition for this parameter 
has been rewritten by Battjes (1974) as: 

K2(-c)mo fS(f)cos(2nfx)df fS(f)sin(2nfx)df (4.4) 

For narrow spectra, Rice's result can be used to derive the joint distribution of two 
consecutive wave heights H1 and H2 by substituting H1 =2RX and H2=2R2, and using 
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T = Tm, where T   is the mean wave period that can be computed from the wave spectrum 
(Arhan and Ezraty, 1978): 

T
m = Tm02 = fana;. (4.5) 

Using relation (2.8) a frequency domain estimate of the correlation coefficient between 
successive wave heights can be obtained. Such an estimate is denoted by P##j(t) • 

5       Wave data and analysis 

Field data were collected in the North Sea using a Waverider buoy in swell and wave growth 
situations. These data consist of 33 wave records and include some JONSWAP data as well 
as data from the severe storm of January 3, 1978 (Bouws, 1979). The wave records consist 
of time series of surface elevation (sampling rate 2 Hz) with a duration of approximately 20 
minutes. 

The random Fourier coefficient method (Tucker et al., 1984) was applied to generate 
relatively long time series of sea surface elevation. In this method, the sea surfaceT|(0 
consists of JV values sampled at discrete times tm with intervals At: 

X](tm) =  E Ucos (in fntm) + bnsm(2nfntm)} (5.1) 

in which fn = n/ (NAt) and where the random Fourier coefficients, an and bn, each are 
independent variables taken from a normal distribution with zero mean and variance 
S(fn)Af with S(f) the frequency spectrum. An inverse Fourier transform of the set of 
coefficients an and bn then leads to the desired time series. 

A total of 161 time series were generated, each with a time step of 0.5 s and a duration of 
2 hours and 16 minutes. A JONSWAP spectrum was used to compute the random Fourier 
coefficients. The peak enhancement factor y varied from 1.0 to 20 with a step of 0.125, and 
the peak period was 5.0 s. Typically, each wave record contained 2000 individual waves. 

6       Sampling properties 

It is well known that raw (unsmoothed) estimates of the spectral density S(f), based on 
a single record, have a relatively large sampling variability. This is generally reduced by 
applying some smoothing at the expense of resolution. The four spectral parameters, 
considered here, all depend on integrals over the entire spectrum and therefore have a 
relatively small sampling variability (random error), regardless of the degree of smoothing. 
The same is true for the bias in the estimates of v and K, because S(f) appears linearly 
in the integrals. For K this is also because the cosine and sine terms in (4.4) vary slowly 
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compared to the unsmoothed estimate of S(/). The parameters Qp and Qe , however, are 
proportional to an integral of the square of S(f). Therefore, sampling variability 'mS(f) 
causes a positive bias in estimates of Q   and Qe. 

As shown by Elgar et al. (1984), the expected value of Qp is given by 

E{<?,} = 0,(1 + 1/11) (6.1) 

in which n is the effective number of frequency bands. A similar analysis has been 
performed for the Qe parameter, with similar result. The parameters K and v are not 
affected by any smoothing of the spectrum, because they depend linearly on S(f). For 
smoothly varying spectra (such as analytically expressed spectra), Qp and Qe are measures 
of peakedness in the sense of concentration of energy near a single frequency (which is the 
conventional interpretation), but for estimated spectra it is just as much a measure of all local 
peaks and thus of spectral roughness due to sampling variabil ity. Therefore, the parameters Q 
and Qe are no suitable spectral width parameters, and not even useful in relation to wave 
grouping (Van Vledder and Battjes, 1992). 

The sampling properties of above parameters are given in Table 1, based on the analysis of 
a typical North Sea wind wave record. 

1 

3 

5 

7 

9 

Table    1 Computed values of Q , Qe, K and v as a function of the number n of 
raw frequency bands used in the spectral smoothing. 

The results confirm that estimates of the parameters v and K are practically free of bias, 
whereas estimates of the parameters Q and Qe are strongly biassed. The results for the 
latter two parameters are nearly proportional to (1 + 1/n), which is in agreement with the 
theoretical result of Elgar et al. (1984). The dependence of estimates of Q and Qe on the 
amount of smoothing makes them unsuited as measure for spectral width, especially when 
the amount of smoothing is not known. 

QP Qe K V 

6.23 7.17 0.622 0.346 

4.02 4.59 0.620 0.347 

3.50 3.97 0.624 0.346 

3.57 4.04 0.620 0.344 

3.33 3.82 0.609 0.351 
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7       Effect of time series duration 

Nelson (1987) and Medina and Hudspeth (1990) argue that long data records are required 
in order to reduce the variability in the estimates of wave group parameters to an acceptable 
level, since the standard deviation of group lengths is of the same order as their mean. 
Nelson (1987) recommends to use data records of at least 2 hours duration. Since such long 
data records are difficult to collect, time series of sufficient duration were generated 
numerically. 

The effect of record duration on the variability of group length statistics was analyzing by 
using 153 simulated time series of 2 hours and 16 min duration, and by using 153 short time 
series with a duration of approximately 20 minutes. The results are shown in Fig. 1. Shown 
are the mean group lengths jt as a function of pHH,, together with the relation according 
to Kimura's theory. 

Jl 
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2.0 
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b) 
i              ;     + + 
:              ;   +   +   / 

1    lw 

* * 

•        Wig 

 .>££HCJFV3;.+.+. - - 

.0 .2      .4      .6 

PHH,l 

1 .0 

Fig. 1 Observed mean group lengths y'x as a function of the correlation between successive 
wave heights pHHt. Triangles (field data), crosses (simulated data), solid line 
(relation 2.8). Panel a), simulated time series of 2 hour and 16 minutes duration, 
panel b) simulated time series of 18 minute duration. 

These results show that long time series of surface elevation reduce the variability in 
estimates of the mean group length and correlation coefficient to an acceptable level (i.e. the 
data points cluster around the theoretical line). The results shown in panel b), are both based 
on time series of approximately 20 minute duration. As can be seen, the variability around 
the theoretical line is of the same order, both for field dataand simulated data. 



954 COASTAL ENGINEERING 1992 

8       Effect of varying upper integration limit 

The effect of changing the upper integration limit on the estimates of above four spectral 
parameters is shown in Fig. 2. Based on a simulated JONSWAP spectrum, the dimensionless 
upper integration limit fuplfp was varied over the range 1 to 4. 
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Fig. 2: Variation in the estimates of Qp, Qe, K and v as a function of the dimensionless 
upper integration limit fuplfp- 

The results indicate that for fuplfp>2 the K parameters is converged to a limiting value, 
whereas for fuplfp > 3 the Qp and Qe are converged to their final value. The v parameter, 
however, is still increasing for fwlfp = 4. These results indicate that the K is least sensitive 
to the choice of the upper integration limit. 

9  Spectral computation of correlation coefficient 

As noted by Battjes and Van Vledder (1984), IAHR (1992), Chandler and Masson (1992), 
the spectrally computed coefficient of correlation between successive wave heights 
(>nnj(Tm02) is consistently smaller than its time domain estimate pHHt. This is illustrated 
in Fig. 3. Possible reasons for this underestimation have been considered by Stam (1988), 
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who identified 3 assumptions used in the derivation of the joint distribution of succeeding 
wave heights: 
1 The underlying stochastic process is Gaussian, 
2 the frequency spectrum is narrow, and 
3 the joint distribution of two values of the amplitude envelope R(t) and R(t + t:) is 

translated into the joint distribution of succeeding wave heights by defining succeeding 
wave heights as twice the values of R(t) and R(t + Tm02), respectively. 

The first, Gaussian, assumption implies that the sea surface can be considered as a linear 
sum of mutually independent harmonic components. Possible non-linearities would increase 
the difference between the time and frequency domain estimates of the correlation 
coefficient. A possible effect of non-linearities has been investigated by Stam (1988) by 
analyzing wave flume experiments with different values of the ratio of water depth d over 
the deep water wave length L0. These investigations indicate that non-linearities have a 
negligible effect. Thus, the linear assumption is not inconsistent with Stam's experiments. 
The linear assumption is also supported in the literature (e.g. Elgar et al., 1984; Chandler 
and Masson, 1992). 

The second assumption is related to the existence of a well defined envelope. As argued by 
Battjes (1974), the assumption of a narrow spectrum is not necessary for the validity of the 
bi-variate Rayleigh distribution. The validity of this distribution was verified by computing 
the K parameter directly in the time domain and comparing it with pHHt. As noted by 
Battjes  (1974),   K2   is equal  to  the coefficient of linear correlation between squared 
succeeding wave heights: 

*HH,t   =    '-^-^  (9-D 
,72 \2 

The relation between pHHt and KHHt is illustrated in Fig. 4, together with the theoretical 
relation (2.8). The agreement is good, which supports the validity of the bi-variate Rayleigh 
distribution. 

The third assumption, a wave height is twice the amplitude at the time of a wave crest, is 
only valid for narrow spectra. For broader spectra, the use of wave envelope can under- 
estimates, as well as over-estimate computed wave heights. This will affect the correlation 
between succeeding wave heights in case wave heights are based on wave amplitude values. 
Following Stam (1988), this was inspected by computing the correlation between succeeding 
wave crests (or maximum amplitudes). To that end the correlation coefficient between 
succeeding wave crests (or maximum amplitudes) pM, was computed: 
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PAA,t 

^ZlAt-A^-A 
(9.2) 

±Z(Ar 

in which A is the mean crest elevation. Estimates of this correlation coefficient have been 
compared with time domain estimates of the K parameter, defined similarly as *HHt, but 
now in terms of wave amplitudes: 

*-AA,t 

±Z(A1- 
(9.3) 

72 \2 

Inspection of the relation between p^ t and KM t (not shown here) gives an even better 
agreement with theory (Eq. 2.8) than between KHH( and pm>1- These results suggest that 
the bi-variate Rayleigh distribution is better suited to describe the joint distribution of 
succeeding wave amplitudes than of succeeding wave heights. Based on this notion, the 
relation between p ATm02) and Ky t was investigated. The result thereof is shown in Fig. 
5. 

1.0 

Pf .6 

.4 

.2 

.0 

!                ;                '/J±ML ! 

/a. ;      +•       |                |                ] 

1.0 

0      .2      .4      .6      .8 

PHH,t 

Fig. 3: Relation between Kmt and pmt 

Crosses (simulation data), 
triangles (field data). 

Fig. 4  Relation between K^   and 
P/(-^n02)> Crosses (simulation 
data), triangles (field data), 

solid line (relation 2.8). 
Fig. 4 shows good agreement between KHHt and pHHt according to theory. The agreement 
between K^ , and *f(Tm02) is rather good which implies that theory of envelope statistics 
is applicable to wave heights, but not to wave heights. The difference between K„„( and 
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K/ (TmOi) can be attributed to the transformation of amplitudes to wave heights by a factor 
2. 

The assumption that the wave height is twice the value of the amplitude envelope at the time 
of a wave crest was considered by Tayfun (1990). An improved estimate of the wave height 
is to define a wave height as the sum of two values of the wave envelope separated by a time 
lag of half a wave period T: 

H = A(t)+Alt + ±T\ (9.4) 

Substitution of Eqs. (9.4) into the definition of the correlation coefficient gives (Van 
Leeuwen, 1988): 

cov(A(tt) +A{ti + \T), A(t, + T) +A(fj+fr)) 
A     =  i ? 1—L (9.5) 

a (A(tt) + A(tt + \ T)) a JA(tt + T ) + A(t, + f T )) 

Elaboration of Eq. (9.5) leads to: 

P^,( = —: ^^ i— <9-6> 

In addition, the effect of finite bandwidth on the mean zero-crossing wave period is 
considered. Such a correction was given by Tayfun (1990): 

T = Tm02[l -V) (9.7) 

with v the spectral width parameter proposed by Longuet-Higgins (1975). Replacing the 
wave period T in Eq. (9.6) by the corrected expression of Eq. (9.7) gives: 

Pffl,/(?)+2PM,/(;r)+Pffl,/(?) 
PHH,t =  " p — (9-8) 

2+2Pw<lr) 

The results of the improved method of computing the correlation coefficient between 
successive wave heights from the spectrum are shown in Fig. 6. 

The effect of these corrections is to remove almost all of the bias in the spectral computation 
of the correlation coefficient between succeeding wave heights. 
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Fig. 5  Relation between K^   and py(rm02)    F'S- 6: Relation between pHH, and p^ 

10     Conclusions 

the mean group length is independent of the group length distribution. 
statistical variability distorts the inter-relationship between the parameters Qp, <?«,,* 
and pHHt, as proposed by Medina and Hudspeth (1990). 
the Q , Qe and v parameters are not suited as spectral group parameters. 
the K parameter is a good parameter to relate wave grouping with the spectral shape. 
the Qp and Qe parameter are not suited as measures for the spectral width. 
long data records are necessary to decrease the variability in group length statistics to 
an acceptable level. 
the K parameter is not sensitive to spectral smoothing, and least sensitive to the choice 
of the upper integration limit. 
the  improved  method of computing the  spectral  correlation coefficient removes 
practically all bias with respect to previous computations. This improved method enhance 
the applicability of the K parameter in relation to wave grouping. 
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CHAPTER 72 

VERIFICATION OF A ONE-DIMENSIONAL SURFBEAT MODEL 
AGAINST LABORATORY DATA 

J.A. Roelvink, H.A.H. Petit and J.K. Kostense 

DELFT HYDRAULICS, P.O. Box 152, 8300 AD Emmeloord 

ABSTRACT 
A mathematical model is presented which describes cross-shore low-frequency 

motions generated by shoaling and breaking of wave-groups on a beach. The 
numerical scheme is tested against known analytical solutions for standing waves 
on a plane beach. Model results are compared with laboratory experiments 
(Kostense, 1984) which refer to bichromatic carrier waves incident on a plane 
beach. It is shown that, apart from a good representation of the trends found in 
the experimental study, for realistic values of the breaking and friction coeffi- 
cients the computational results also quantitatively agree surprisingly well with the 
experiments. 

INTRODUCTION 
Low-frequency motions on the time-scale of wave groups can have significant 

effects on cross-shore morphology, both in the inner nearshore region, where 
sometimes they even dominate over motions at wind-wave frequencies, and else- 
where in the nearshore region, through their interaction with the wave groups. 
Their effect on cross-shore morphology has been shown to be of the same order 
of magnitude as other mechanisms, such as return flow and wave asymmetry 
(Roelvink and Stive, 1989). 

Several aspects of long-wave generation inside and outside the surf zone have 
been addressed in literature (e.g. Longuet-Higgins and Stewart, 1962; Symonds et 
al, 1982; Abdelrahman and Thornton, 1987; Schaeffer and Jonsson, 1990; List, 
1992). The models presented in these references are strongly schematized in 
either the hydrodynamic equations or the bottom geometry and are not meant to 
be predictive models for arbitrary waves on an arbitrary profile. Some first 
attempts towards this were presented in Roelvink (1991), Symonds and Black 
(1991) and Sato (1991). 

The purpose of the model presented here is to predict the cross-shore structure 
of the incident wave groups, the long waves generated inside and outside the 
surfzone, and their combined effect on sediment transport, for random waves 
incident perpendicular to a uniform beach of arbitrary profile. The model is 

960 



SURFBEAT MODEL 961 

time-dependent on the time-scale of wave groups; the basic formulations have 
been described in Roelvink (1991). 

In the paper we will discuss the model formulations; the numerical scheme will 
be outlined and tested against analytical solutions of parts of the problem. The 
model is then compared with experiments with bichromatic waves on a plane 
beach and the sensitivity of the model for the dissipation coefficients is investi- 
gated. 

MODEL FORMULATIONS 
The model solves simultaneously a set of three short-wave averaged balance 

equations, viz. for momentum, continuity and wave energy. Closure relations 
which relate i.e. radiation stress to wave energy are derived from linear theory. 
Wave breaking is incorporated by means of an empirical formulation, which 
relates the dissipation rate to the local wave energy and the water depth. 

The balance equations are: the momentum equation for the long waves, 

dt    '     dx h p       2 

the continuity equation for the long waves 

gh> gh dd 
dx 

+   T, 

9    h d e, = o 
dt dx 

and the wave action equation, reduced to a wave energy balance equation: 

dt 
±EC 
dx      s -D 

(1) 

(2) 

(3) 

Here, h is the water depth, Qi 

flux, S^ is the radiation stress, 
acceleration of gravity,    d    is the still water depth, 

is the total flux,    Qw   is the wave-induced 
p    is the density of the water,    g   is the 

T.     is the bottom shear 
stress,    E   is the short wave energy and 
waves. 

C    is the group velocity of the short 

Additional equations are required to close the system of equations; very common 
ones are used here: 

(4) 
1 
of   ' Q' ' 0, 

h 

where  fw   is a friction coefficient; 

s„ = C       2 
E 

Q  = - 
oC 

(5) 

(6) 
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c = 

C  = — = A- ( tanh(#i) + kh [1 - tanh2(/yO] ) g      dk       2co 

(7) 

(8) 

Here,   «   is a representative angular frequency of the short waves and   k   is a 
representative wave number. 

The short wave energy dissipation is modelled according to Roelvink (1992) as: 

D = 2a fE 

• 

1 - exp - J%Elpg 
yh 

n 

(9) 

where f is a representative short wave frequency and a , y and n are 
coefficients, with optimum values for random waves of 1.0, 0.55 and 10, 
respectively. 

With the help of these additional equations, equations (1) through (3) are solved 
simultaneously for a given profile and boundary conditions for   E ,    Qt   and 

h   at the seaward boundary. 

NUMERICAL SCHEME 
The differential equations are solved by a finite difference, second-order Richt- 

meyer scheme on a nonequidistant moving grid of which the landward boundary 
moves up and down with the waterline. This is achieved by applying a transform- 
ation to the equations as described below. 

The set of equations we want to transform can in Cartesian coordinates be 
described as: 

^+M^=0(v)^+9(v) 
dt      dx dx 

(10) 

where the functions / and q need not be linear in their arguments. 
We now use a transformation to general time dependent coordinates of the 
following form: 

T = t (11) 

W(£)d? 

Xfi) 
(12) 

Wtf^f 
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This transformation transforms the interval in the x-domain: [0,Xr(t)] which 
depends on the time coordinate t, to the fixed interval [0,1] in the £ domain. 
The transformation to the   r domain is trivial. 
In order that the inverse transformation functions x(r,if) and t(r) exist the 
function W has to be chosen such that it does not change sign in the interval 
[0,Xr(0L 
The function Xr(f) is the solution of an ordinary differential equation: 

d^ = S(v(t,Xr(t)) = u(t,Xr(t)) (13) 

In the new coordinate system the set of differential equations becomes: 

^(ri(T,«%,{)) + A(7-2(T,f) V(T,0 +MT,i)))=T1(T,iMKT,l:))Px(T,i) + tff>(r,$))) 

(14) 

"IP- -fl(r,l) (15) 
dr 

where,      f 

j,     T(rn   twm) dxr(r) 
W(X(T,?)) '        'K7,V       W{x{r,Z))     dr 

%,*)=v(7VC(T,f)) and ^(r,|)=^(x(r,|)). 

In the appendix a derivation of equation (14) is given. 
Equation (14) can be written as: 

w+mv^=RiV,T^ (16) 
or at; 

so it has exactly the same structure as Eq.(10). 
The discretization used to solve the set of differential equations (14) in the 
(r,?) domain is done on an equidistant grid: 

f,=lfor/=0(lW. 

The time steps are constant as well: r} =jAr and therefore t} =JAT . 
In the physical domain (r,*)this introduces a non-equidistant grid with grid points 
x- which satisfy the equation: 

irl 
W({)d? 

—     for/=0(l)iV (17) 
N       X(r.) 
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The weight function W can be chosen in such a way that near to regions where 
the physics becomes more interesting a grid refinement can be realized. 
The scheme we use is Richtmeyer's predictor corrector scheme; the discretization 
of Eq.(16) now becomes: 

Predictor: 

V^iiVt^Vb-^iFU-Fb + ^iRU+R',) (18) 

where F^=F(V^,Ty,{ftl)   , */•,=*( W+„T,,$,+1) , 

xr1/2=X/ + ^(34iJ(T,,l)-14«(r,_1,l)+4M(r._2,l)) (19) 

•*i+l/2 

f W(fl# 
4lm is solved from |,+1/2 = L^L = ± for /=0(1)AM. 

Corrector: 
VHSM 

x?-1 is solved from: £,.=- 

VT = V\- ±L (FJ^-F^ + ^ (RKZ+R'M) (20) 

^tl=^^(23«(7,)l)-16M(v1,l)+5i/(r._2,l)) (21) 

W(f)rff 

y,     ,for z=0(l)AT. 
AT    x'," 

f w(r)^r 
The schemes that are used to solve Eq.(15) are (19) and (21), these are both third 
order Adams-Bashforth methods. 
The linear stability condition for the Richtmeyer scheme is 

•L*l (22) 
A? 

where X is the largest eigenvalue of dF/dV in absolute sense. 
The largest eigenvalue of df/dv in equation (10) can be approximated by u +JgfT. 
Since 7", and T2 are both scalar functions, the largest eigenvalue in the trans- 

formed problem (14) becomes: 

x= 
T2 ,, u+\jgh 
T T 1l -M 
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Stability condition (22) can now be written as: 
Xr(r) 

W(X{T&)fl(T,$) -f W(Xr(r)) ^ + W(x(r,?)) \W,S)   < ^ f W)* (23) 
dr AT I, 

The condition we use to replace Eq.(23) is: 
  Jf,M 

wwr,?))v^(Mo,?)+e) <|i[wa)rfr (24) 

here ft(0,£) is the still water depth and e is a small positive number. 
A convenient weight function now becomes: 

W(x) - l 

V*(ft(0,*)+e) 
With this choice the CFL stability condition (23) can now be replaced by: 

Ar<A|f  - dx (25) 

By replacing X.(T) in Eq.(25) by a lower boundary of XJj) we found a constant 
value for AT . 

The scheme is compared with analytical solutions of standing long waves on a 
plane beach as given by Carrier and Greenspan (1957); an example is given in 
Figure 1. Very small deviations occur at the shoreline, which disappear with 
increasing number of grid points. 

MODEL RESULTS AND SENSITIVITY ANALYSIS 
Model results are compared with laboratory experiments by Kostense (1984), 

which refer to wave channel tests of bichromatic waves on a plane beach. The 
experiments were carried out with active wave absorption and second order wave 
generation, enabling undisturbed, stable and accurate measurements. They cover a 
range of primary frequencies, group frequencies, amplitudes and modulation rates 
and are therefore well suited to verify the predictive ability of the model. The 
primary waves in these tests were made up of two frequencies generated in a 
water depth of 0.50 m and broke on a plane cemented beach of a 1:20 slope after 
travelling over a horizontal stretch. In Table 1 below, the ranges of frequency and 
amplitude of the primary waves are given. In series A, B and E, the effect of 
varying the difference frequency is studied for fixed primary wave amplitudes; in 
series C and D the effect of varying the primary wave amplitude is shown for a 
fixed difference frequency. Series A through D were carried out with weakly 
modulated waves; series E with strongly modulated primary waves. 

For a given set of primary waves, the input boundary conditions for the numeri- 
cal model are defined by: 

PS -(rfi + r)l) + i)^2cos(Aco t) (26) 



966 COASTAL ENGINEERING 1992 

< 

CD 

^^g^J ' 
-—x*4/ (sgT2)           y 

cu 
e 
o * 
< 

en 

3 
 X*4/ (sgT2)          NK; 

Figure 1. Comparison of numerical (thin lines) and analytical (thick lines) 
solution of standing long wave on a plane sloping beach; 
dimensionless elevation (top) and velocity (bottom). 

Series 

(m) 
Vi 

(m) (rad/s) 

Aco 

(rad/s) 

A 0.055 0.2 3.1 0.3-0.9 

B 0.055 0.2 4.1 0.3-0.9 

C 0.035-0.080 0.2 4.1 0.77 

D 0.030-0.055 0.2 3.1 0.61 

E 0.035 0.8 4.3 0.3-0.9 
Table 1. Ranges of primary wave parameters in Kostense experiment. 

The accompanying bound long wave, which is also generated in the experiment, 
is given by Longuet-Higgins and Stewart (1964): 

h-Ti (2-^-0.5) / (gh - C2
g) iy17;2cos(Aw t) (27) 
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a..s (2^-0.5)/(gh - Cl) ij,ij2cos(Aw t) (28) 

In order to prevent re-reflection of long waves at the seaward boundary, a weakly 
reflective boundary condition is used as described in Roelvink (1991). 

The procedure to hindcast these the experiments is as follows. For a given set of 
primary waves, the model is run until a periodic solution is reached. The surface 
elevation time series are then split into three components, viz. the incoming 
bound wave, the reflected free wave and an incoming free wave. Incoming free 
waves are negligible since they are not generated and since the weakly reflective 
boundary condition allows waves reflected from the beach to propagate out of the 
model. The amplitudes of the incoming bound wave and the reflected free wave 
are determined by harmonic analysis. Per series A through E, approximately 
twenty such runs are carried out to cover the range of the free parameter for each 
series. 

The numerical model contains empirical coefficients in the description of the 
dissipation of short waves by wave breaking, and of the dissipation of long waves 
by bottom friction. For random waves, a standard set of values for the wave 
breaking coefficients can be applied, as is shown in Roelvink (1992). A key 
factor here is the coefficient y, which is proportional to the average breaking 
wave height over water depth ratio, and is set at 0.55 for random waves. For 
bichromatic waves, this ratio should be significantly higher; a reasonable estimate 
appears to be 0.75. Because of the uncertainty in this value, computations are 
performed for y-values of 0.55, 0.75 and 0.90. 

Since there is no accurate description of the bottom friction under combined short 
and long waves, the simplest possible formulation as in eq. (4) is applied. 
Computations are performed for three values of fw: 0.00, 0.02 and 0.05. The 
variations in fw are applied for a fixed 7-value of 0.75; the variations in yfor a 
fixed /w-value of 0.02. 

The results for series A through E are shown in Figures 2 through 6, respective- 
ly. In all cases, the bound long wave amplitude is predicted accurately; it does 
not depend on either of the coefficients. The increase in the bound wave ampli- 
tude for increasing difference frequency is due to the slight decrease in the mean 
of the primary frequencies. As expected, the bound wave amplitude increases 
quadratically with increasing primary wave amplitude. 

The amplitudes of the reflected free waves show interesting interference patterns 
which are represented quite well by the model. Schaffer and Jonsson (1990) 
already concluded based on a comparison between their model and these data, 
that frictional effects must be important. Especially for the higher group fre- 
quencies this appears to be the case. A reasonable value for the friction factor of 
0.02 appears to give acceptable quantitative agreement for all series. 
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Figure 2.       Measured and computed amplitudes of free reflected and bound 
long wave elevation against difference frequency Aa>; series A. 
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Figure 3.       Measured and computed amplitudes of free reflected and bound 
long wave elevation against difference frequency Aw; series B. 
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Figure 6.       Measured and computed amplitudes of free reflected and bound 
long wave elevation against difference frequency Aw; series E. 

The model results are not extremely sensitive to variations in the breaker parame- 
ter y. A reasonable value of 0.75 for these bichromatic waves gives acceptable 
results for all series. 

The prediction of the reflected free wave amplitude for highly modulated waves 
in series E is quite accurate; no previous model results on this case have been 
presented in literature. 

A disadvantage of this numerical model is, that it is not possible to separate 
different mechanisms of long wave generation, viz. the reflection of bound long 
waves, the break point mechanism or the shoreline set-up mechanism. Probably 
all of these mechanisms are important at times; the results indicate that no serious 
errors in the representation of any mechanism have been made. 

CONCLUSION 
The numerical model SURFBEAT appears to contain the necessary physics to 
predict long wave generation in the nearshore zone. Since it can be run with 
arbitrary boundary conditions over an arbitrary profile, it can be used to model 
realistic situations where cross-shore processes are dominant. 
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APPENDIX 

The transformation equations (11) and (12) are of the form: 

T=t (Al) 

*=?(V) (A2) 

We can directly see that 

£-1 
dt 

i!r=o 
dx 

The property  —Zl-—ll=li^0 implies that x(r,|) and t(r,ksi)( = T) exist. 

Obviously the inverse transformation has the property: 

Tr 

Since _ =0 we find: 

l=^i=^^+M^=^i^ resulting in: 
a? dx a?  a? a? ax ai 

TNST)"1 (A3) 
ax   a? 

dr Since —=1 and x and ? are independent we have: 

n   dx   dx a?   dx dr   dx 3|   3x        ... 0=—= - + = -+—, resulting in: 
dt a? dt dr dt as dt a? 

d^=_dx(dxyl ,A4) 

dt      drdt 

The differential equation: 

dt   dx 

which is one of the components of Eq.(l) to (3), can now directly be written as: 

a^ai^ar^ai^ar^ 
a? dt   dr dt   3| 3x   dr dx 

where V(T,0=V(TXT,0) and f=AKr,0)- 
With the use of Eqs.(Al),(A2),(A3) and (A4) this becomes: 
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dr as   a£ dr   a?   a? 

Multiplication with — yields: 

_dx dv +dx dv + df _ dx~ 
97'aT+'aT'a7+'al a?' 

which can be written as: 

A(^t))+A(-^D+f)=^£r (A5) 
drdi. ' ar 9T- 

J> a? 
With the use of the expressions: 

a«_. dKr W{Xr{t))—L 

(f Mr)*)2 

a? _   ww 
dX  *» 

and the relations (A3) and (A4), equation (14) emerges from (A5) 



CHAPTER 73 

INCIDENT WAVE GROUPS AND LONG WAVES IN THE NEARSHORE 
ZONE 

Y Foote* , D Huntley*, M Davidson*, P Russell*, J Hardistyt and A Crampt 

ABSTRACT 

Variations of the wave groupiness, cross-correlation between the 
incident wave envelope and long wave motion, and skewness of the near-bed 
velocity were measured on a macrotidal beach at Spurn Head, UK, as part of 
an experiment by the B-BAND (British Beach And Nearshore Dynamics) 
programme. 

Wave groupiness persisted throughout the surf zone, and did not 
decay immediately at the breakpoint as is often assumed. The cross- 
correlation between the incident and long wavefields varied systematically 
across the nearshore, with negative values outside the surf zone and positive 
values near the shoreline. Offshore of the breakpoint, the skewness of the 
cross-shore current was dominated by three contributions - (i) the skewness 
of the incident waves, (ii) the interaction between the incident wave energy 
and the mean flow and (iii) the correlation between the incident and long 
waves. Onshore of the breakpoint, contributions (i) and (ii) remained 
important, along with the interaction between the long wave energy and the 
mean flow. The relative importance of these contributions to the skewness 
was unaffected by the incident wave characteristics. 

1. INTRODUCTION 

Incident waves travelling towards the shoreline are known to have a 
groupy structure, with an alternating sequence of high waves and low waves. 
Longuet-Higgins and Stewart (1962,1964), Larsen (1982) and Shi and Larsen 
(1984) proposed that associated with this incident wave 'groupiness' are 
gradients in the radiation stress generating a forced long wave (of infra-gravity 
frequency) where a depression of mean sea-level is correlated with groups of 
high waves and a rise in mean sea-level corresponds with groups of low 
waves. The radiation stress is proportional to the square of the amplitude of 
the incident waves. 

* University of Plymouth, Plymouth, PL4 8AA, UK 
t University of Hull, Hull, HU6 7RX, UK 
$ University of Wales, Cardiff, CF1 3YE, UK 
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Shi and Larsen (1984) suggested that the passage of a wave group 
and bound long wave over an erodible bed causes the re-suspension of 
sediments under high waves, which in conjunction with a negative long wave 
flow will result in net reverse sediment transport. Hanes (1988) observed the 
suspension of sand at both the incident wave frequency and at frequencies 
corresponding to wave groups. Whilst few studies have examined the 
variations in wave groupiness across the surf zone, where waves are radically 
transformed by the breaking process, it is generally understood that 
groupiness of ocean waves is an important characteristic of the climatology of 
waves both within and beyond the surf zone. Incident wave groupiness 
contributes significantly to the nearshore wave field. This is demonstrated 
through use of groupiness as a driving mechanism in models of long wave 
generation both in the offshore and nearshore zones, through its relationship 
with nearshore sediment transport and through its effect on coastal and 
marine structures (List, 1991). 

This paper describes observations of incident wave groups and long 
waves from the large data set collected during the B-BAND (British Beach and 
Nearshore Dynamics) field experiment at Spurn Head, UK (Russell et al, 
1991) in order to estimate the variation of wave groupiness across the 
nearshore zone over a range of wave and tidal conditions on a macrotidal 
beach and to investigate the theory that the long wave motion is forced 
outside the surf zone and that the short incident waves are modulated inside 
the surf zone. 

In addition, this study describes the second stage of data analysis 
which involves the examination of cross-shore current data and certain 
velocity moments which are expected to determine sediment transport. 
Relatively recent studies (e.g. Bailard, 1981) of the processes which operate 
in the nearshore zone and the mechanisms which drive sediment transport, 
have shown the important role of velocity moments. Several field 
measurements of the velocity field on beaches have displayed features not 
explicitly present in many of the existing sediment transport models (Doering 
and Bowen,1985). The examination of velocity moments, which are 
essentially current velocity components to some power, enables a more 
detailed understanding of the wave motion climatology and is vital to 
determining the processes which must be included in models of wave-driven 
coastal change. 

Early models for nearshore sediment transport employed bulk empirical 
formulae based upon the general properties of the incident waves. Existing 
transport models are generally extensions to these theories, developed 
originally for the uni-directional conditions of aeolian or fluvial transport 
(Bagnold, 1963; Einstein, 1972; Yalin, 1972) and such models examine either 
bedload or suspended load transport. A more significant contribution to cross- 
shore sediment transport modelling has been provided, however, by those 
modellers who relate net sediment transport to the small deviations from 
symmetry which occur in the on-offshore fluid velocity field (Bowen, 1980; 
Bailard, 1981; Guza and Thornton, 1985; Roelvink and Stive, 1989). Theories 
such those by Bowen and Bailard generate a number of current velocity 
moments, but as yet the relative magnitudes of these moments is poorly 
known for field conditions. Guza and Thornton (1985) indicated that the 
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moment contributing most to the cross-shore suspended transport, for their 
particular wave and beach slope conditions, is the skewness. The present 
work examines the importance of several cross-shore velocity moments 
derived from the skewness (including mean, low-frequency and high- 
frequency components) within the nearshore zone, over a range of wave and 
tidal conditions. 

2. FIELD SITE AND DATA COLLECTION 

Field measurements were made at Spurn Head, Humberside, UK. 
during 16th to 25th April 1991 by the B-BAND (British Beach and Nearshore 
Dynamics) group. Ten tidal cycles of data in total were collected. This 
extensive data-set was collected on the eastern, seaward face of Spurn Head, 
a sand spit approximately 5km in length, which is located between the mouth 
of the Humber Estuary and the North Sea (Figure 1). 

The beach at Spurn Head generally comprises a mobile shallow sand 
lens in conjunction with some superficial deposits of gravel which cover the 
underlying layers of boulder clay. The mean grain size of the predominant 
sand at the Spurn Head field site is 0.35mm. The beach profile at the field site 
(Figure 2) displays the characteristics of this East Coast beach, with a narrow 
sandy inter tidal terrace and a steep upper beach face and berm, backed by 
an extensive area of vegetated dune. 

Gradients vary across the beach profile from 0.0230 over the inter tidal 
terrace, comprising well sorted sands and the underlying local glacial 
deposits, to a value of 0.0975 for the steeper high tide beach face which 
comprises fine to medium gravel (Figure 2). This range of beach slopes 
results in a morphodynamic regime which can alternate between dissipative at 
low water and reflective at high-water, but which can generally be considered 
to be intermediate (Wright and Short, 1984). 

Wave conditions during the measurement period covered a wide 
range, from calm to the 2-year return period storm (with breaking wave 
heights in excess of 3m). The wave climate included not only the irregular and 
short period local wave motions, but also regular swell with pronounced 
groupiness characteristics. The tidal variation at Spurn Head is macrotidal and 
characterised by tidal currents which flood in a south-westerly direction 
parallel to the shoreline and ebb in a north-easterly direction. 

Data logging occurred over 10 tidal cycles from 8 sensor rigs which 
extended to approximately 120m offshore. The four central A-Rigs (Figure 3), 
each comprising 3 electro-magnetic current meters spaced at heights of 0.10, 
0.25 and 0.63m above the bed, 3 optical back-scatter sensors positioned at 
0.04, 0.10 and 0.25m above the bed, plus one pressure sensor; formed the 
most detailed and comprehensive component of the instrumentation deployed 
(see Russell era/., 1991). 

3. DATA ANALYSIS 

Data analysis in this study examines two complete tidal cycles, Tides 
184PM and 234PM, in addition to Tide 164PM a partial tidal cycle. The data 
discussed here comes from a point source (Rig A2). Tide 164PM, comprising 
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4 runs with each run containing 17 minutes or 1024 seconds of data, was 
logged on April 16th 1991 during a violent storm event with a very strong 
wind, a maximum Hs value of 1.6m and swell waves of up to 3m breaking 
height. (The significant wave height, Hs, is defined as 4cr where U2 is the 
total variance of the sea surface elevation data (Guza and Thornton, 1982)). 
Tide 184PM covers moderate swell and choppy conditions, maximum Hs of 
1.1m, with a moderate wind, whilst Tide 234PM displays calmer conditions 
with smaller swell and chop waves and a maximum Hs value of approximately 
0.8m. 

(i) ESTIMATION OF WAVE GROUPINESS AND CROSS-CORRELATION 
ANALYSIS 

Following the selection of the three tides (Tides 164PM, 184PM and 
234PM) all pressure data runs are examined for spikes, glitches or any other 
incongruous values, which have to be removed prior to analysis. The trend of 
the pressure sensor data is removed and the record is additionally 
'demeaned'; such procedures help to exclude the possibility of any distorting 
effects upon the data by creating a quasi-stationary time series. The pressure 
signal is then converted to an approximate sea surface elevation record using 
a correction factor for the depth attenuation effect of the pressure transducer 
{e.g. Skovgaard et. al., 1974). Separation of the corrected data into both high- 
and low-passed components is achieved through use of a Kaiser-Reed (1977) 
digital filter. Spectral analysis of the pressure sensor time series indicates the 
presence of a trough near 0.05Hz between the incident wave peak and low 
frequency and sub-harmonic motion peaks and therefore, a cut-off value of 
0.05Hz is applied to the separate low- and high-frequencies. The procedure 
for determining the incident wave groupiness involves the demeaning and 
squaring of the high-pass component of the surface elevation data, followed 
by application of the same filter used previously to produce high- and low- 
frequency wave height time series. The groupiness factor is then the square 
root of the root-mean-square of the wave envelope time series (Huntley and 
Kim, 1984). 

The incident wave envelope time series is, therefore, used as the basis 
for estimating the groupiness factor. This has been determined for the three 
selected tides and plotted against depth (Figure 4) and significant wave height 
(Figure 5). Despite the examination of three very different tidal cycles the data 
exhibit a definite relationship whereby, outside the breakpoint, groupiness 
does not vary significantly (Figure 4), whilst shorewards from the breakpoint 
groupiness does not drop to zero but actually continues through the surf zone, 
decreasing to near zero only at the shoreline. Determination of the breakpoint 
position is achieved through examination of the current velocity mean and 
variance data (Davidson et al, 1992). As might be expected if wave heights 
obey a Rayleigh distribution, there is a linear relationship between wave 
height and the groupiness factor; Figure 5 suggests that this relationship 
persists to the shoreline. Thus whilst many numerical and laboratory models 
assume that groupiness decreases to zero at the breakpoint, the data 
analysed in this study based upon field results reveal a persistence of 
groupiness through the surf zone. 
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Cross-correlation coefficients between the incident wave envelope and 
the low-frequency motion are calculated for all data runs of three selected 
tidal cycles. The cross-correlation function, CR, describes the degree of linear 
agreement between two data sets in the time domain thus : 

CR = lb-*****?) 
V2(xi-*)2(yi-y)2 

where \y and v|/n are the mean and nth value of the xj/ time series 
respectively, and \|/ represents x or y. 

Figure 6a illustrates the cross-correlation function between the incident wave 
envelope time series and the low-frequency motion time series for a high tide 
data run of Tide 234PM, whilst Figure 6b illustrates the equivalent cross- 
correlation function for a low tide data run, also from Tide 234PM. It is 
interesting to note in Figures 6a and 6b that for the large water depth of the 
high tide example, a large negative correlation value is obtained at zero time 
lag and for the shallower state of the low tide example, there is a considerable 
positive value. Values of the cross-correlation coefficient at zero time lag for 
all data runs are plotted in Figure 7 against depth. There appears to be a 
definite trend in the data. The positive cross-correlation values within the surf 
zone could be explained by the modulation of short wave breaker heights 
through the depth variations induced by long waves (Roelvink and Stive, 
1989), although it is not known whether this depth-modulation is induced by 
the forced waves or the free waves. The negative correlation coefficient 
values outside the surf zone reflect the forcing of the long wave motion by the 
radiation stress of the incoming wave groups. Consequently, in agreement 
with other field data (Abdelrahman and Thornton, 1987) and laboratory data 
(Roelvink and Stive, 1989; Roelvink, 1991), there does appear to be 
significant direct coupling between the high- and low-frequency motions. The 
correlation near zero which occurs just inside the breakpoint may be 
explained by the occurrence of a standing long wave nodal point or by the 
competing effects of forced and free long wave energies. The fact that data 
from all three tides show the same trends, within the scatter, in both the cross- 
correlation and the groupiness suggests that both factors are independent of 
the offshore wave climate. 

(ii) VELOCITY MOMENT ANALYSIS 

The process of examining velocity moments and attempting to 
establish the moments which contribute most significantly to nearshore 
sediment transport (Guza and Thornton, 1985), is adapted in this study for 
electro-magnetic cross-shore current velocity data (bottom sensor of Rig A2) 
from the B-BAND Spurn Head field experiment. The present study is 
concerned with cross-shore sediment transport and therefore only the cross- 
shore velocity (u) is used. The cross-shore current velocity is assumed to 
comprise a mean flow (u), a high frequency wave component (us) and a low 
frequency wave component (uL) thus: 

u = (u + us+uL) (2) 
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Figure 6(a).  Cross-correlation between wave envelope and low 
frequency motion near high tide 
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Figure 6(b). Cross-correlation between wave envelope and long 
wave motion near low tide. 
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long wave motion across the nearshore zone. 
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When expanded in terms of these three components, the normalised cross- 
shore velocity skewness, defined as (u3)/(u2)3/2 consists of ten distinct terms 
since : 

7= (u+us+uL)
3 (3) 

= u  +us +uL +3uus +3uuL +6uusuL+3uL us + 3us uL + 3u us+3u uL    (4) 

(Each of the above ten terms are normalised by dividing through by (u2)3/2). 
These ten skewness terms describe various mechanisms which operate 
within the nearshore system as follows: 

us = Term 2, skewness of the short wave velocity component 

uL
3 = Term 3, skewness of the long wave velocity component 

3uus
2 = Term 4, short waves mobilise sediment which then moves 

with the mean flow * 

3uuL
2 = Term 5, as Term 4, but with long waves mobilising sediment * 

6uusuL = Term 6' 

3uL
2us = Term 7 (.correlations between short and long wave components 

3Us\iL = Term 8j 

3D2us = Term 9 1 
J-will be near zero and will not be significant parameters 

3u uL = Term 10 J 

*cf Inman and Bagnold (1963) 

The three tidal cycles selected (Tides 164PM, 184PM and 234PM) for 
the groupiness analysis are also used for moment analysis. All current 
velocity data runs are examined for spikes or glitches which have to be 
removed before the moment analysis, in addition to the trend and mean prior 
to filtering. Each of the above ten terms is calculated for all three tidal cycles 
and averaged into measurements made seaward of the surf zone and 
measurements obtained within the surf zone. 

The schematic representations of the ten terms outside and inside the 
breakpoint for the three tides examined can be seen in Figures 8 and 9 and 
indicate that particular velocity moment terms dominate through the nearshore 
zone. For all three tidal cycles, with varying characteristics, the following 
velocity moments appear to prevail: 

Tide 164PM (Fig. 8a) Seaward of the Surf Zone Terms 2, 4 and 8 dominate 
Tide 184PM (Fig. 8b) Seaward of the Surf Zone Terms 2, 4 and 8 dominate 
Tide 234PM (Fig. 8c)   Seaward of the Surf Zone   Terms 2, 4 and 8 dominate 
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Tide 164PM Within the Surf Zone No data collected* 
Tide 184PM (Fig. 9a)     Within the Surf Zone Terms 2, 4 and 5 dominate 
Tide 234PM (Fig. 9b)     Within the Surf Zone Terms 2, 4 and 5 dominate 
* Storm too violent so data logging stopped. 

Seaward of the surf zone, the terms which dominate are, therefore, Term 2 
(the skewness of the short wave velocity), Term 4 (the Inman/Bagnold-type 
term where short waves mobilise the sediment which is then moved by a 
mean flow) and Term 8 (the term describing the correlation between the short 
incident wave groups and the long wave motion). Inside the breakpoint, those 
terms which appear to dominate the very nearshore wave field are Terms 2 
and 4 (described previously) and Term 5 (the Inman/Bagnold-type term which 
represents the mobilisation of sediment by long waves and the subsequent 
movement by a mean flow). The similarity of these terms for each of the tides, 
not only in direction but also in percentage contribution to the total skewness 
implies a remarkable degree of consistency, independent of incident wave 
conditions. It is also interesting to note the variation of Term 8 through the 
nearshore system since this reflects the earlier wave groupiness analysis; 
Term 8 describes the correlation between the incident wave envelope and the 
long wave motion and its behaviour supports the cross-correlation work which 
shows a large negative value occurs outside the breakpoint in the deeper 
water and a trend towards zero and then positive values as the shoreline is 
approached (Figure 8). 

4. CONCLUSIONS 

The following conclusions can be drawn : 

(i) Outside the surf zone the cross-correlation between the long wave motion 
and the wave envelope has a constant negative value and is relatively 
insensitive to depth. At the breakpoint the correlation decreases towards zero, 
whilst within the inner surf zone positive correlation values occur. The 
interaction between long waves and short waves varies systematically 
through the surf zone. 
(ii) Wave groupiness does not decay immediately at the breakpoint. Instead 
there is a persistence of the groupiness through the surf zone. It is suggested 
that this might have important implications for modelling sediment response. 
(iii) The terms dominating skewness inside the surf zone are : the skewness 
of the incident waves, the correlation between the incident wave energy and a 
mean flow, and the correlation between the long wave energy and a mean 
flow. 
(iv) Outside the surf zone, the terms for the skewness of the short incident 
waves and the correlation between incident waves and a mean flow are 
dominant, in addition to the correlation between the wave envelope and the 
long wave motion. 
(v) It would appear that the relative importance of these skewness terms is 
almost insensitive to the incident wave conditions measured on this beach. 



988 COASTAL ENGINEERING 1992 

5. REFERENCES 

Abdelrahman, S. M. and Thornton, E. B., 1987. Changes in the short wave 
amplitude and wavenumber due to the presence of infragravity waves. 
Proceedings of the Speciality Conference on Coastal Hydraulics, 
American Society of Civil Engineers, New York, 458-478. 

Bagnold, R. A., 1963. Mechanics of marine sedimentation. In : The Sea , 
Ideas and Observations, Vol. 3, Interscience Publishers, New York, 
N.Y., 507-528. 

Bailard, J. A., 1981. An energetics total load sediment transport model for a 
plane sloping beach. Journal of Geophysical Research, 86 :10938- 
10954. 

Bowen, A. J., 1980. Simple models of nearshore sedimentation; Beach 
Profiles and Longshore Bars. Coastline of Canada, Geological Survey 
of Canada, 21-30. 

Davidson, M. A., Russell, P. E., Huntley, D. A. and Hardisty, J., 1992. Tidal 
asymmetry in suspended sand transport on a macrotidal intermediate 
beach, Marine Geology (in press). 

Doering, J. C. and Bowen, A. J., 1985. Skewness etal., the spatial distribution 
of some moments of the nearshore velocity field. Proceedings of the 
Canadian Coastal Conference, Newfoundland, 5-16. 

Einstein, H. A., 1972. A basic description of sediment transport on beaches. In 
: R. E. Meyer (editor); Waves on Beaches and Resulting Sediment 
Transport, Academic Press, New York, N.Y., 462pp. 

Guza, R. T. and Thornton, E. B., 1982. Swash oscillations on a natural beach. 
Journal of Geophysical Research, 87 (C1): 483-491. 

Guza, R. T. and Thornton, E. B., 1985. Velocity moments in nearshore. 
Journal of Waterway, Port, Coastal and Ocean Engineering, 111 (2): 
235-256. 

Hanes, D. M., 1991. Suspension of sand due to wave groups. Journal of 
Geophysical Research, 96 (C5) : 8911-8915. 

Huntley, D. A. and Kim, C-S., 1984. Is surf beat forced or free? Proceedings 
of the 19th. Conference on Coastal Engineering, 9 : 1659-1676. 

Inman, D. L. and Bagnold, R. A., 1963. Littoral processes. In : The Sea, Ideas 
and Observations, Vol. 3, Interscience Publishers, New York, N.Y., 
529-550. 

Kim, C-S., 1985. Field observations of wave groups and long waves on 
sloping beaches. Unpublished MSc. thesis. Dalhousie University, 
Halifax, Nova Scotia. 151 pp. 

Larsen, L. H.,1982. A new mechanism for seaward dispersion of midshelf 
sediments. Sedimentology, 29: 279-284. 

List, J. H., 1991. Wave groupiness variations in the nearshore. Coastal 
Engineering, 15: 475-496. 

Longuet-Higgins, M. S. and Stewart, R. W., 1962. Radiation stress and mass 
transport in gravity waves, with application to 'surf-beats'. Journal of 
Fluid Mechanics, 13 : 481-504. 

Longuet-Higgins, M. S. and Stewart, R. W., 1964. Radiation stress in water 
waves : a physical discussion, with applications. Deep Sea Research, 
11: 529-562. 



G8Q 
INCIDENT WAVE GROUPS 

Roelvink, J. A., 1991. Modelling of cross-shore flow and morphology. 
Proceedings of the Coastal Sediments '91 Conference, American 
Society of Civil Engineers, New York, pp. 603-617. 

Roelvink, J. A. and Stive, M. J. F., 1989. Bar-generating cross-shore flow 
mechanisms on a beach. Journal of Geophysical Research, 94: 4785- 
4800. 

Russell, P. E., Davidson, M. A., Huntley, D. A., Cramp, A., Hardisty, J. and 
Lloyd, G.,1991. The British Beach and Nearshore Dynamics (B-BAND) 
programme. Proceedings of the Coastal Sediments '91 Conference, 
American Society of Civil Engineers, New York, pp. 371-384. 

Shi, N. C. and Larsen, L. H., 1984. Reverse sediment transport induced by 
amplitude modulated waves. Marine Geology, 54: 181-200. 

Skovgaard, O., Svendsen, I. A., Jonsson, I. G. and Brink-Kjcer, O., 1974. 
Sinusoidal and cnoidal gravity waves formulae and tables. Institute of 
Hydrodynamics and Hydraulic Engineering (ISVA), Technical 
University of Denmark, Lyngby, Denmark, 8pp. 

Wright, L. D. and Short, A. D., 1984. Morphodynamic variability of surf zones 
and beaches: A synthesis. Marine Geology, 56 : 93-118. 

Yalin, M. S., 1977. Mechanics of sediment transport; (Second edition), 
Pergamon Press, Oxford, 290pp. 

ACKNOWLEDGEMENTS 

The B-BAND project is funded by the Natural and Environment 
Research Council (NERC) (UK) research grant GR3/7128. The PhD research 
student, Yolanda Foote is funded by the Science and Engineering Council 
(SERC) (UK) and British Maritime Technology Ltd., (BMT Ceemaid Division, 
UK). The authors would like to thank Mr. P. Sims and Dr. T. O'Hare at the 
University of Plymouth, for their useful suggestions and help with this work. 



CHAPTER 74 

GENERATION OF INFRAGRAVITY WAVES 
IN BREAKING PROCESS OF WAVE GROUPS 

Satoshi NAKAMURA1 and Kazumasa KATOH1 

Abstract 
To understand the cross-shore distribution of the wave groups and the infra- 

gravity waves in a storm, field observations have been carried out at the Hazaki 
Oceanographical Research Facility. The relationship between the wave groups 
and the infragravity waves is examined. The infragravity waves are generated in 
the wave breaking process of the wave groups. The observed heights of infragrav- 
ity waves in the surf zone agree well with the predicted one by modified Symonds' 
model, in which a time delay of small wave breaking due to propagation is taken 
into consideration. 

1     Introduction 

Infragravity waves have been considered to be the main cause of abrupt beach 
erosion in a storm. For example, Katoh et a/.(1990,1992) reported the field ev- 
idences of foreshore erosion due to the infragravity waves in the storms. Then, 
to predict the extent of abrupt beach erosions and to develop the effective coun- 
termeasures for them, it is important to estimate the magnitude of infragravity 
waves in a storm. 

Although sea waves may look random, inspection of wave records indicates 
that high waves fall into groups rather than appear individually. This is called 
a wave groups. Concerning to the generation mechanism of infragravity waves, 
Symonds et a/.(1982) showed the attractive theory by taking the wave groups into 
account. Nearly 10 years, however, have passed in a situation that their theory 
has not been verified with the field data. 

The first purpose of this study is to carry out the simultaneous observation 
of the cross-shore changes of the wave groups and the infragravity waves in the 
storm, in order to understand their actual conditions. The secondary one is to 
modify the theory under ceratin circumstances for developing the more precise 
predictive model of infragravity waves in the surf zone. 

'Port and Harbour Res. Inst., 3-1-1, Nagase, Yokosuka, Kanagawa, Japan 
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2    Field observations 

2.1     Study site and method of observations 

The site of field observations is a entirely natural sandy beach, being ex- 
posed to the full wave energy of the Pacific Ocean. On this beach, Port and 
Harbour Research Institute constructed the Hazaki Oceanographical Research 
Facility(HORF) for carrying out field observations in the surf zone under storm 
conditions (see Photo.1). A sediment research pier is 427 meters long. 

Photo. 1 Hazaki Oceanographical Research Facility(HORF). 

Figure 1 shows the sea bottom profile and the locations where wave gages were 
set. Seven wave gages are permanently installed on the side of pier deck at the 
locations from No.l to No.7 along the research pier. They emit supersonic waves 
downward and receive the supersonic waves reflected by the sea surface. At each 
location, wave profiles were measured continuously with a sampling time of 0.5 
second. The data were sent to the laboratory at the base of research pier, where 

Offshore Distance   (km) 
12 3 4 
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i www 
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Figure 1 Beach profile and locations of measurement. 
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the signals were digitalized by a mini-computer and recorded on MT. 
The other three wave gages at the locations from No.8 to No. 10 were tem- 

porarily set on the sea bottom during storm, which were on the extension line of 
the pier. The water depths at these observation points were 9 meters, 14 meters 
and 24 meters respectively. At each location, waves were measured during 2 hours 
of every 6 hours with a sampling time of 0.5 second. The data were stored in a 
data cassette or an IC memory. 

2.2    Wave conditions 

The field observations were repeatedly carried out in the two different types 
of storm. Figure 2 shows the changes of offshore significant wave heights and 
periods, during the first observation from the 25th February to the 1st March in 
1989. The maximum peak of wave height was 3.7 meters on the 26th February, 

-ii5 

Figure 2 Changes of significant wave height and period in the first observation. 

when the atmospheric depression passed through near the site. Figure 3 shows 
wave heights and periods during the second observation from the 5th to the 9th 
October in 1989. The maximum wave height was 4.6 meters on the 8th October, 
when the typhoon passed near the site. 

Twenty-nine sets of ten wave records obtained during these two storms have 
been analyzed in this study. Figure 4 shows the cross-shore distribution of the 
spectral energy densities in two hours, when the significant wave height was 3.7 

-115 

3   3 ' 

5 6 7 S 9 
Oct. 

Figure 3 Changes of significant wave height and period in the second observation. 
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10" 10 10"2        10"1 

Frequency (Hz) 
Figure 4 Cross-shore distribution of spectral energy densities. 

meters in the offshore. The spectral energy density at the location of No.10 has 
two peaks. The first largest peak is at 0.1 Hz in frequency and second one is 
at 0.01 Hz. In addition, there is the minimum spectral density at the frequency 
of 0.04 Hz. The energy densities higher than 0.04 Hz in frequency are due to 
the incident wind waves, while those lower than 0.04Hz are considered to be 
due to the infragravity waves. The former decreases due to the wave breaking 
with propagation to the shoreline in the surf zone, while the latter increases in 
the onshore direction. The height, HL, and period, TL, of infragravity waves 
have been estimated by calculating the Oth-order and 2nd-order moments of the 
spectral energy density in the frequency band from 0 to 0.04Hz as follows; 

Hr 

TL 

/•0.04 

= 4 /      S(f)df, 
Jo 

\floMS(f)df 

(1) 

(2) 04 PS(f)df 

3    Data analysis on wave groups 

3.1     Analysis of wave groups 

A new method has been introduced for analyzing the wave groups, which can 
be applied to irregular waves trains both in the offshore and in the surf zone. The 
new method of analysis is explained in Figure 5, by using the wave profile data 
measured in the surf zone.  First of all, the low frequency components less than 



994 COASTAL ENGINEERING 1992 

oW •Uw^A^MM^ 
60       120       180       240      300 

3 <s> 

60        120       1B0       240       300 

4r   ,T.,. Q (s) 

0 60       120       180      240      300 
(s) 

Figure 5 Method of wave groups analysis. 

0.04Hz have been removed by using a numerical filter. The upper in Figure 5 is 
a high-pass-filtered wave profile. There are many small waves which are due to 
wave breaking and the non-lineality of waves. If individual waves are defined by 
the usual zero-crossing method, a wave number is greater in the surf zone than 
in the offshore. For removing small waves, a certain narrow band is established 
around the mean water level as shown in the middle of Figure 5. The small waves, 
whose wave height are less than the width of band, are neglected. The width of 
band has been determined so as to have the same wave number as that in the 
offshore. 

After that, a natural cubic spline curve is fitted on each train of wave crests 
and wave troughs respectively. As the vertical width between the upper and the 
lower envelop curves corresponds to the wave height, the continuous wave height, 
p(t), can be calculated as shown in the lower. 

Based on this results, a mean wave height, p, and a mean deviation around 
the mean wave height, prms, can be easily calculated by the following equations. 

P~- 
1    rT<> 

7f /    P{t)dt, 
1„ Jo 

Prms 
1      fTn 

T 

fin 

r/    (P(t)-py 
n JO 

dt, 

(3) 

(4) 

where Tn is total length of wave record. 
If we adopt the Rayleigh distribution as the distribution of wave heights, the 

probability density function of p(t) is written as 

o{x) = -x exp(--x2)   : x = p/p. (5) 

By utilizing Eq.(5) and conducting a numerical integration, Eq.(4) can be rewrit- 
ten as 

Pr-n *ITi 1 - x)2p{x)dx = 0.52A (6) 
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There is a well-known relation between H1/3 and J7(Goda,1985), that is 

H1/3 = 1.60J7(= l.GOp). 

By substituting Eq.(7) into Eq.(6), 

(7) 

Prms  — r-ffl/3- (8) 

Figure 6 shows the comparison of prms with H1/3 in the offshore.  The data are 
plotted close to the dashed line which is the theoretical relation of Eq.(8). 
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Figure 6 Comparison of prms with #i/3. 

A repetition period of wave groups is defined as an elapsed time from the 
time that wave height is excess of a threshold value to the time of its re-excess, 
that is to say, in the same manner as what is called a zero-crossing method. The 
individual repetition period of the wave groups and its mean value are denoted by 
TR and TR, respectively, hereinafter. Several calculations of the mean repetition 
period, TR, have been done by changing the threshold value. Comparing the 
calculated mean repetition period in the offshore with the observed period of 
infragravity waves in the surf zone, it has been confirmed that the former agrees 
approximately with the latter when a highest one-tenth wave, H1/10, is used as 
the threshold height. Figure 7 shows the histogram of the repetition periods of 
wave groups at the offshore in one record length of 2 hours when the significant 
wind wave height was 3.7 meters. The repetition periods of 60 wave groups are 
distributed in a wide range. Although there is no predominant peak of frequency 
in the distribution, the mean repetition period of TR is used as the representative 
value for convenience. Figure 8 shows a comparison of the mean repetition period 
of the wave groups with the significant wave period at the point of No. 10. By 
means of the least square method, the increasing tendency of TR can be expressed 
as 

fR = 9.24T1/3 (9) 
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Figure 7 Histogram of repetition period. 
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Figure 8 Comparison of significant wave period with mean repetition period. 

3.2     Relationship between wave groups and infragravity waves 

Figure 9 shows the cross-shore distribution of the mean repetition period of 
wave groups, TR, and the height of the infragravity waves, HL, when the significant 
wave height was 3.7 meters. The mean repetition period of the wave groups 
decreased rapidly near the point of No.8, where the height of the infragravity 
waves increased. According to our visual observation, the incident wind waves 
broke in the area between the points of No.7 and 8. On the other hand, when the 
significant wave height was 1.8 meters in the offshore, which is not shown here, 
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Figure 9 Distribution of TR and Hi in the storm. 
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the mean repetition period of the wave groups was not long in the offshore, and 
the height of infragravity wave increased slightly, being still small in the surf zone. 
Then, it is inferred from these evidence that infragravity waves are generated in 
the wave breaking process when the mean repetition period of wave groups is 
long. 

4    Modification of Symonds' model 

4.1    Applicability of Symonds' model 

Symonds et a/.(1982) showed that the time variation of the break point, which 
occurs when the incident waves are of varying amplitude, can generate waves at 
the group period and may be a significant source of infragravity wave energy. 
They used the non-dimensional, depth-integrated and linearized shallow water 
equations, that is, 

x-sr + ir: = -•?(*.*). (10) 

a2X 
g tan/; 

m + d 
dC     d(xU) 
dt dx 

2TT 

0, 

^.r1 

(ii) 

t'a 

where x' is a distance with the origin at the shoreline, £ is the sea surface, U is 
the depth-integrated velocity, a is the incident wave amplitude, X is the mean 
position of the break point, tan/? is the beach slope and g is the gravitational 
acceleration. 

Figure 10 Schematic representation of Symonds' model. 

To solve these equations, it is necessary to determine an analytic form for the 
forcing term on the right-hand side of Eq.(10).   The value of the forcing term 
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depends on the position of the breakpoint, Xb{t), 

F(x,t) 
1  d(a 

2x   da 
1   x < xb(t) 
0   x > Xb{t) 

(12) 

The duration of the pulse of Eq.(12) is a function of x. For x located from Xi 
to x2, the forcing term, F, defined by Eq.(12) tend to a series of pulses. For x 
located from 0 to a^, it is unity for all time. Otherwise, it is zero for all time. 

In the analytical treatment, after considering the result of pre-calculation in 
two cases of x from 1 to 5, Symonds et al. neglected the travel time, 4. Then, 
by assuming that the break point varies sinusoidally with time as shown with the 
dotted line in Figure 10, they derived the analytical solution of the infragravity 
waves. By using the Symonds' model, the heights of infragravity waves in the 
surf zone had been calculated with the field data. In this calculation, we made 
some assumptions as follows: 
a) Although there is the wide distribution of repetition periods as shown in Figure 
7, the amplitude of incident waves varies sinusoidally with the observed mean 
repetition period of wave groups, that is, 

p{t) = p + V2prms cos(-r<). 
J-R 

(13) 

b) The slope of the bottom profile is constant, being tan/? = 1/140 which is a 
mean slope around wave breaking points in the storms. 
c) The wave breaking point is determined as the appearance point of the peak 
value of significant waves, employing the Goda's breaker indices(Goda,1985). 

Figure 11 shows the comparison of the predicted height of infragravity waves 
with the observed one, where the dotted line indicates the relation of coincidence 
between them. The height of infragravity waves is defined as the mean value of 
the heights at the observation points in the surf zone. The predicted heights are 
about four times as large as observed ones. The large difference between them has 
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Figure 11 Comparison of observed infragravity wave height with predicted one 
(by the Symonds' model). 
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been considered to be caused by neglecting the travel time of small waves, because 
the conditions of their primary consideration x=25-100 are far from our condition 
in the field observation. In the case of our condition, the trace of the break point 
has been extremely distorted sinusoidal curve, that is sawlike or overhanded, as 
shown with a solid line in Figure 10, even if the incident wave amplitude at the 
outside edge of the surf zone varies sinusoidally. 

4.2    Modification of the Symonds' model 

By taking the travel time into consideration, the Symonds' model must be 
modified. The position of the break point is given by 

xb= 1 + Aacos(t-tb), (14) 

where Aa is a half width of dimension-less break point varying, tb is the travel 
time required for a wave to propagate from a;2 to zj,(see Figure 10), which is 
written as 

h = 2Vx(V^-%/^), (15) 
according to the shallow wave theory. The forcing term, F, can be expressed as 
a Fourier series as follows; 

1 d(a2) °° 
F(x,t) = — = 2 ^{o„(s) cosni + b0(x) sinrrf}, (16) 

71 = 0 

1     rh(x) 1       r^x) 
a0(x) = — / ldt, bn{x) = 0, (17) 

47T 7«,(.x) 

1    M*) 
an{x) = — /        cosntdt, (18) 

2-7T JtiO) 

1    Mx) 
bn(x) = — /        sinntdt. (19) 

2lT Jtiix) 

where t\{x) and ti(x) can be expressed with th defined by eq.(15) as follows: 

x — 1 
t\{x) = — T + tb, t2(x) = T + tb,  r = arccos(—-—-). (20) 

Aa 

By substituting ti{x) and t2(x) into Eqs.(17),(18) and (19), we h ave 

T 
a0(x) = -, (21) 

7T 

sin TIT 
an(%) =  cos ntb, (22) 

nix 

.          sin nr 
bn{x) =  smntb. (23) 
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For the large value of x, the travel time becomes long, being tt > r. In this case, 
the trace of breaking point is overhanded, then ti(x) is given as 

h(x) = 0, (24) 

in place of Eq.(20). Under this condition, we also have a0, an, bn in the same way. 
By combining Eqs.(10) and (11), the Co equation for n = 0, which is mean 

set-up, is simply given by 

c = [ ~H(X ~ !)r - \/Aa2 - (x - i)2}    (a'i<s<s2) (25) 
1 Aa+(s1 -x) (0 < x < Xl) 

The Cn equations for n >= 1 is of the following form 

x9Hn_xdCn_d\n_={^§f^{x1<X<X2) ,_ 
dt2 dx       dx2       1   0 otherwise ' 

where 

If we put 

Fn = an(x) cos nt + bn(x) sin nt. (27) 

Cn = ^expM, (28) 

exp( 

and by substituting Eq.(28) into Eq.(26), we have 

The homogeneous solution of Eq.(29) is given by 

K = PnX^ZoiQnX1'2), (30) 

where Z0 is the zero-th order Bessel function, Jo, or Neumann function, Y0, Q2 = 
4n2x- 

Outside the forcing region, 0 < x < x\ and x2 < x, the total solution is of the 
following form 

Sn        Sn/u 

Cnh     =     {AnJoiQnX1'2) + BnY0{QnX1l2)} COS Ut .      . 
+   {C7nJ0(Qrex

1/2) + JO7iy0(Q^1/2)}sinni, l    j 

where An,Bn,Cn and Dn are the constants. In the forcing region, x\ < x < x2, 
the total solution is given by summing to following particular solution and eq.(31); 

Sn        snh ~t~ Snpj 

(np   =   {AnpJQ{Qnx^l2) +B^Y^QnX1!2)} cos nt 
+   {C^JoiQ^I^ + D^YoiQnx'l^jsmnt, {6l> 
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B. 

n    — 

-ir[2an{x)xY0(Qnx1l2)Yai - TT f an{x)QnY1(Qnx
1'2)dx, 

Jx\ 

^an(x)xJ0(Qnx1'2)fxl + IT I* an(x)QnJx{Qnxll2)dx, 
Jxi 

= -TTpb^xYoiQnX1'2)}^  - 7T  f' bn{x)QnY1(QnX1l2)dx, 
•J XI 

Dnp=  -K[2bn{x)xJQ{Qnx
1l2)}li+v fX bn(x)QnJ1(Qnx1l2)dx, 

where Jm is the m-th order Bessel function and Ym is the m-th order Neumann 
function. 

The constants are determined by setting the following conditions 

at x = 0 with dC,n/dx = 0, 
at x = Xi and x = x2    with („ and d(n/dx continuous, 
at x = oo with £„ outgoing progressive. 

After all, the (" solution is given by 

C =  E Cn- (33) 

Figure 12 shows the normalized amplitude at the shore line, which is calculated 
by the modified Symonds' model, as function of x- *n this figure, the results 
calculated by the original model are also shown with dotted lines. For x smaller 
than 4, the modified model and the original model give the same results, while 
for x greater than 4, the results predicted by the modified model is smaller than 
that of the original model. In the case of n = 1, the amplitude at the shoreline 
increases with x up to x = 15, where the trace of break point begins to be 
overhanded, and it is decreases from here on. 
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Figure 12 Normalized amplitude as a'function of x- 
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5    Verification of modified model with the field data 

In the case of our field observation, as the value of \ is in range from 25 to 
100, it is better to use the modified Symonds' model for estimating the height of 
infragravity waves in the surf zone. In the calculation, the assumptions described 
in the former section are employed, and the summation in Eq.(33) is conducted 
up to n = 3. Figure 13 shows the comparison of the observed infragravity wave 
heights in the surf zone with those predicted by the modified Symonds' model. 
Also in this case, the height of infragravity wave is the mean value of the heights 
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0 1 .6    .7 .2    .3    .4    . 

Observed HLi„    (m) 
Figure 13 Comparison of observed infragravity wave height with predicted one(by 
the modified Symonds' model). 

at the observation points in the surf zone. The data are plotted close to a dotted 
line, on which the observed height coincide with the predicted ones. 

Next, let's do another verification of the modified Symonds' model. At the 
Port of Kashima located near the HORF, the waves and the currents are being 
permanently observed during 20 minutes of every two hours at the depth of about 
24 meters. By utilizing these data, the value of prms and TR were estimated by 
Eqs.(8) and (9) respectively, and the heights of infragravity waves in the surf zone 
have been predicted by the modified Symonds' model. In the HORF, the heights 
of infragravity wave have been measured at the point from No.l to 7 throughout 
the year. 

Figure 14 shows the comparison of the predicted heights of infragravity waves 
with the observed ones in the HORF during one year of 1989, where the compar- 
isons are made for the data obtained at 12 o'clock of every day. There is a close 
agreement between them. 
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Figure 14 Comparison of predicted infragravity wave height by using the data of 
significant wave with observed one. 

6     Conclusions 

The main conclusions obtained in this study are as follows: 
a) The period of wave groups, which is long in a deep sea during the storm, de- 
creases in the process of wave breaking, and the infragravity waves become large 
in the surf zone. 
b) The Symonds' theory has been modified by taking the effect of wave propaga- 
tion into account. By means of this theory, the height of infragravity waves in the 
surf zone are estimated accurately with the representative value of wave groups, 
prms and TR. 
c) Even if the data of significant waves are only available, the heights of in- 
fragravity waves could be estimated by using the theoretical and the empirical 
relationships between the significant waves and the wave groups. 
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CHAPTER 75 

MONITORING MOUND BREAKWATERS. THE CASE OF SINES 

F. ABECASIS n and C. PITA2 

ABSTRACT 

The aim of monitoring mound breakwaters is presented. 
Available techniques and Sines breakwaters monitoring 
program are described. 

INTRODUCTION 

It is normal that damage occur in mound breakwaters. 
However, in order to avoid the inoperationality of the 
structures or too expensive repairs, it is essential that 
these damages do not overpass certain thresholds. It is 
therefore necessary to carry out systematic monitoring of 
these structures; this will allow not only the opportune 
correction of any deficiency but also the diagnosis of 
the origin of this deficiency in order to its future 
correction. And it must not be forgotten that the 
monitoring is too a valuable source of knowledge for 
future designs of this kind of structures. 

So, in the authors' opinion, the main scope of moni- 
toring a breakwater is to foresee and to plan maintenance 
works; and it is important to take into account that any 
repair works of a breakwater are slow and only possible 
with relatively calm weather. This is why maintenance 
works must be planned without delay after the first signs 
of degradation and must be carried out in the next suit- 
able opportunity. 

As a matter of fact, the possible observation of a 
mound breakwater is the observation of its enveloping 
layers, namely of the position and integrity of the outer 
blocks. It is not difficult to observe in such a way the 
part of a breakwater above the sea level; this is not the 
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MOUND BREAKWATERS 1007 

same for the submerged part, in consequence of the turbu- 
lence and the low transparency of the water. However this 
is the most vulnerable zone of the structure, mainly the 
zone just below the sea level. 

TYPES OF DAMAGES 

The possible types of damages in mound breakwaters 
are the following (Per Bruun, 1982 and Pita, 1984), see 
figs. 1 and 2: 

Yau/umfidiu'' TAI Luzt 
•:.;y^ti0TpM}^'.[^ 

Figure 1 

Going out of armoring blocks due to plunging breaking 
of the waves on the outer slope, with subsequent 
displacement of blocks, generally upwards. 
Going out of armoring blocks due to underpressures 
caused by the combination of the effects of going 
down waves with incoming breaking waves and with 
hydrostatic forces of the water existing inside the 
mound. 

Figure 2 
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3 - Sliding of the armor layers.  It happens often for 
very steep slopes or for very porous armor layers. It 
may be due to lack of support originated by berm 
deterioration (damages type 17). 

4 - Falls or breakages of rocking blocks. 
5 - Undermining of superstructure if  it exists.  The 

undermining may have several origins (differential 
settlements of the core, loss of fine elements, 
etc.). 

6 - Instability  of  the  top layers   (and  of the 
superstructure when it exists) and of the inner 
slope, due to overtoppings. 

7 - Instability of the top layers  (and of the super- 
structure when it exists) and of the inner slope, due 
to high underpressures. This may happen in 
consequence of too high porosity of filters and core. 

8 - Bottom erosion in the base of the slope in conse- 
quence of wave action and/or currents. 

9 - Rupture of the foundation. 
10 - Damages provoked by bad quality of materials used. 
11 - Damages originated  by differences  between the 

structure designed and the structure actually built, 
either in consequence of construction errors, or in 
consequence of adaptations of the design. 

12 - Loss of weight and modifications in material prop- 
erties due to chemical attack by sea water, to 
abrasion or to cavitation. 

13 - Overturning of the curtain-wall,  caused by the 
impact of waves. 

14 - Sliding of the curtain-wall, caused by the impact of 
waves. 

15 - Rupture of the superstructure,  caused  by wave 
action. 

16 - Sliding of a wedge of the inner slope of the break- 
water . 

17 - Damages,  by wave action, in the berm of support of 
the armor of both slopes (with possibility of 
damages of type 3). 

18 - Functional deficiency of the structure,  that is, 
loss (eventually temporary) of capacity of 
accomplishing its functions. This happens, for 
instance, when overtopping occur originating lack of 
shelter conditions inside the port. 

OBSERVATION TECHNIQUES 

General Comments 

The approach used to monitor a mound breakwater is 
quite different from the approaches used in other 
structures. 
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A mound breakwater is a "collection" of thousands of 
blocks "randomly" placed, each one submitted to a dif- 
ferent load and supported into a different way. It is 
impossible to identify a limited number of points repre- 
sentative of the stability of the breakwater, where 
forces, stresses and movements could be measured. To get 
these data, a large number of instrumented blocks would 
be required. Measurement devices acquisition and 
maintenance costs would be very high. Even if they were 
positioned, there would be a high probability of loosing 
an important part of them if a major storm occurs. 

It must be noted that to obtain relevant data, 
monitoring of a breakwater must be done on a permanent 
basis. In these conditions, simple and not expensive 
techniques must be used. 

The information collected with a monitoring program 
should be completed by a wave and current measuring 
campaign, so that correlations between loads and 
breakwater behavior are possible. As the available 
measuring techniques for waves or currents are very well 
described in several documents, only the techniques of 
monitoring a breakwater are described in this paper. 

Available Techniques 

A - VISUAL OBSERVATIONS 
This technique is easy to perform frequently and 

regularly from the top of the structure or from a ship, 
specially in what concerns the emerged zone . Visual 
observation of the submerged zone is done by divers. 

Anyway, this technique has some drawbacks: 
* Damage is only detected when a certain level  of it is 

reached; 
* A detailed control of the submerged zone is difficult, 

due to turbulence and visibility problems. 
The results of these observations can be influenced 

by the observer's criterion. To reduce this risk, a form 
must be fulfilled by the observer in accordance to the 
criteria presented in tables I and II. These criteria are 
adaptation of damage criteria used in model tests by 
Delft Hydraulics and by LNEC. 

An important information collected easily and with 
sufficient accuracy by visual observations is the 
occurrence of overtoppings. In this case, it must 
recorded: 

* The date/hour at which overtopping begins and ends; 
* Location of overtopping and its direction of propaga- 

tion along the breakwater; 
* Overtopping intensity and frequency,in accordance to 
classification presented in table III; 

* Distance from the crownwall reached by the overtopping. 
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TABLE I 
REMOVED BLOCKS CLASSIFICATION 

DEGREE IDENTIFICATION DESCRIPTION 

0 Inexistent There are not removed units or gaps in 
the armor layer. 

1 Slight Removed less than 1% of the units of 
upper layer of the armor. Gaps in this 
layer do not exceed 3 units. 

2 Little Removed less than 2% of the units of 
upper layer. Gaps in this layer do not 
exceed 3 units. 

3 Moderate Removed less  than 3% of the units  of 
upper layer. Gaps in this layer of 3 to 
5 units. 

4 Much Removed more  than 3% of the units  of 
upper layer. Large gaps in this  layer 
(more than 5 units). 

5 Serious Large gaps in the upper layer.  Gaps in 
the second layer. 

6 Destruction The two armor layers were removed. 

Note: Gap of X units; Removal of X adjacent blocks to 
positions distant from the original position more than a 
characteristic length. 

TABLE II 
BREAKAGE CLASSIFICATION 

DEGREE IDENTIFICATION DESCRIPTION 

0 Inexistent There are no broken units. 

1 Hardly Any Existing breakage  has  only a small 
effect on the weight and shape of armor 
units. 

2 Slight Broken units do not exceed 1% of the 
total number of units.  No more than 3 
adjacent broken units. 

3 Small Broken units  do not exceed 2% of the 
total number of units.   No more than 3 
adjacent broken units. 

4 Moderate Broken units  do not exceed 3% of the 
total number of units.  The number of 
adj acent broken units is 3 to 5. 

5 Many Broken units do not exceed 5% of the 
total number of units.  The number of 
adjacent broken units do not exceed 10 

6 Serious Broken units exceed 5% of total number 
of units.  There are 10 or more adjacent 
broken units. 

Note: Broken unit is a unit with a weight reduction of 
10% or more of its original weight, or with an important 
change on its original shape. 
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TABLE III 
OVERTOPPING FREQUENCY AND INTENSITY 

DEGREE IDENTIFICATION DESCRIPTION 

0 Inexistent No overtopping. 

1 Hardly Any Some waves produce a slight overtopping 
of "white water". 

2 Little Frequent overtopping of  "white water". 
There is no "greenwater" overtopping. 

3 Moderate Some waves produce the passage of "green 
water"  over  the  structure,  but water 
quantities are not important. 

4 Strong Frequent overtopping of "green water", 
but water quantities are not important. 

5 Very  Strong A few waves produce  large  overtopping 
water quantities. 

6 Serious Frequent overtopping of large water 
quantities. 

B - PHOTOGRAPHY 
Systematic photography of the breakwater at same 

scale and obtained from pre-defined points (to permit 
superposition of photos obtained at different observa- 
tions) is an important tool to evaluate damage long term 
increase. These photos can be obtained from the crown of 
the breakwater or from a ship. 

Photographic campaigns must be done in conditions 
that a photogrammetric treatment of the photos is possi- 
ble, to evaluate the levels of the external surface of 
the breakwater. 

C - TOPOGRAPHIC TECHNIQUES 
Emerged area of the breakwater can be controlled by 

topographic record of the three coordinates (X,Y,Z) of 
selected points. As much as possible, the choice of these 
points must take into account the possibility of 
obtaining cross profiles of the breakwater (using 
sounding results for the submerged part). 

D - SOUNDING 
To quantify data on the behavior of the underwater 

part of the breakwater, sounding techniques must be used. 
The easier and less expensive technique is the manual 
sounding, done by a diver or from a ship. In both cases, 
the depths are measured in selected points located on 
lines perpendicular to the breakwater. The sounding with 
a diver has the advantage of visual observation and 
control of the actually sounded points (specially impor- 
tant in the case of a rubblemound breakwater, where the 
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sound can be done in the vertical of  a unit or in the 
void between adjacent units). 

More sophisticated sounding techniques involve the 
use of side scan sonar. They can be used to obtain cross 
profiles or 3-D restitutions of the underwater part of 
the structure. The use of 3-D scanning has difficulties, 
because measures are influenced by the effect of wind, 
waves and currents on the movement of the ship. 

E - AERIAL PHOTOGRAPHY 
Aerial photography is a very interesting complement 

of other techniques, specially because good restitutions 
of emerged zone can be obtained with photogrammetric 
treatment. 

F - UNDERWATER VIDEO RECORDING 
Underwater video recording has two main objectives: 

* To record divers observations; 
* When obtained from a remote operated vehicle (ROV), 

to permit the observation of areas not accessible to 
divers. 

G - TESTS OF THE MATERIALS 
To evaluate the deterioration of materials there are 

two possible kinds of tests: 
* Non-destructive techniques, like the use of 
ultra-sounding equipment and sclerometers. 

* Destructive techniques,where some samples are col- 
lected for laboratory tests. 

Identification and Quantification of Damages 

No one of described techniques gives accurate infor- 
mation about the integrity of the breakwater. Anyway, 
with the simultaneous use of two or more techniques, it 
is possible to obtain reliable data to identify and 
quantify the several types of damages on mound breakwa- 
ters, described before. In table IV a synthesis of the 
use of these techniques for each type of damages is 
presented. 

To make easier the treatment and analysis of 
collected data, the breakwater shall be considered split 
into small parts, with lengths of about 50 meters, each 
one being separately monitored. 

THRESHOLDS FOR THE SEVERAL TYPES OF DAMAGES 

An attempt has been made to establish, for the 
several types of damages, thresholds above which it is 
considered necessary to carry out normal maintenance 
works, short term repair works (i.e. works to be carried 
out when the sea conditions or the constructive 
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TABLE IV 
OBSERVATION TECHNIQUES 

DAMAGE DESCRIPTION POSSIBLE OBSERVATION TECHNIQUES 

1 
2 

Removal  of  armor 
units 

A - Visual observation  (emerged 
and submerged zones). 

B - Photography, eventually with 
photogrammetric treatment. 

C - Traditional topographic tech- 
niques . 

D - Sounding techniques. 
E - Aerial photography, eventual- 

ly with photogrammetry (emer- 
ged zone). 

F - Submarine television. 

3 Sliding  of armor 
layers 

4 Falls or breakages 
produced by rocking 

16 Sliding of  a wedge 
of the  inner slope 

5 Undermining of 
superstructure 

A - Visual observation. 
B - Photography. 
C - Traditional topographic tech- 

niques . 
E - Aerial photography. 
G - Destructive tests 

6  7 
13 
14 
15 

Instability of 
top layers  and 

crownwall 

A - Visual observation. 
B - Photography. 
C - Traditional topographic tech- 

niques . 
E - Aerial photography. 

8 Bottom erosion A - Visual observation  (by di- 
vers) . 

D - Soundings. 
F - Submarine television. 

9 Rupture of foundation 

17 Damages in the berm 
of support  of the 
armor of both slopes 

10 Bad mechanical prop- 
erties of materials 

A - Visual observation. 
G - Non-destructive tests. 
G - Destructive tests. 

12 Physical and chemi- 
cal deterioration of 

the materials 

18 Functional deficiency Visual observations. 

constraints allow) or as quick as possible repair works 
(even with provisional character and, therefore, designed 
for a very short life - only a few months). 

These proposed thresholds, presented in table V, are 
based on the existing experience; as a matter of fact, 
they suffer very much from subjectiveness and therefore 
they will certainly require corrections and adjustments 
in the future. 
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TABLE  V 
THRESHOLDS   OF  DAMAGES 

Damage 

type 

Thresholds 

Description 
Of normal 
maintenance 

Of repair 

Short term As quick as possible 

1 

2 

Going out of armoring 
blocks (outer and 
inner slopes) 

Degree 1 falls or 
lacks of blocks 

Degree 2 falls or 
lacks of blocks 

Degree 3 or above 
falls or lacks of 
blocks 

3 Sliding of the armor 
layers 

4 FalIs or breakages 
of rocking blocks 

Degree 1 falls or 
degree 2 fractures 

Degree 2 falls or 
degree 3 fractures 

Degree 3 or above 
falls or degree 4 
fractures OR degree 2 
falIs and degree 3 
fractures 

5 Undermining of su- 
perstructure 

If tendency to their 
occurrence is detec- 
ted, periodical 
recharges or repairs 
must be carried out 

When 
detected 

When detected, if 
if this detection 
happens in the 
beginning or during 
winter 

6 

13 
14 
15 

Instability of top 
layers or of super- 
structure, due to 
the impact of waves 
or to overtoppings 

7 Too much 
porosity 
of filter 
layers or 
of core 

Instability 
of top 
layers or 
of super- 
structure 

Instability 
of inner 
slope 

Degree 1 fal Is or 
lacks of blocks 

Degree 2 falls or 
lacks of blocks 

Degree 3 or above 
falls or lacks of 
blocks 

8 Bottom erosion 
- 

If there is fear 
that foundation 
be affected 

If the foundation is 
affected 

9 Rupture of foundation - - When detected (1) 

10 

12 

Materials deterio- 
ration 

When detected, even 
small 

When the material 
strength of blocks 
or other important 
structural elements 
is reduced 30%, or 
the weight of 3% of 
the blocks is 
reduced 40% 

- 

11 Differences between 
the structure de- 
signed and built 

- 

When detected, if 
the studies on the 
structure behavior 
show that the struc- 
ture actually built 
is not stable for 
the design wave 

- 

16 Sliding of a wedge 
of the inner slope 

• 
When 

detected 
When detected, if 
this detection occurs 
in the beginning or 
during winter 

17 Damages in the berm 
of support of the 
armor of both slopes 

When detected, even 
small 

If the support func- 
tion of the berm is 
affected 

If the support 
function of the berm 
is seriously affected 

18 Functional deficiency If it causes draw- 
back to harbour 
operativeness 

- - 

(1) - In this case immediate repair is required. This repair would probably be definitive. 
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MONITORING SINES BREAKWATERS 

Brief Description of the Breakwaters 

Sines is  an artificial harbor, with shelter condi- 
tions obtained with two large breakwaters. 

Main breakwater,the so called West Breakwater,  is 
also the harbor oil terminal and has several cross-profi- 
les: 
*  Type A - Along 173 meters, it is characterized by a 

single layer armor of 40 tons Antifer cubes, with a 
slope 2:1. Top of the armor is at +14,0 m CD. 

• Concrete crown wall has a top level of +16 m CD with 
an external vertical face. 

• Design wave is Hs = 9 m. 

* Type B - Along about 317 meters, this profile is 
composed by a double layer armor of 40 tons Antifer 
cubes with a slope of 2:1. Armor top is at +17,5 m 
CD, with a 15 m wide berm. The toe is composed by a 
10 meters wide berm of 40 tons Antifer cubes. 

• The superstructure has a crown wall, with an initial 
part with external vertical face and top at +16m CD, 
and a final portion with a curved parapet to reverse 
the run-up flow with a top level of +19 m CD. 

• Design wave height is Hs = 9 meters. 

* Type C - Along about 450 meters, this profile has a 
double layer armor of 90 tons Antifer cubes 
extending from levels +18 m CD to -20 m CD, with a 
composite slope: 

- From +18,0 m CD to  -3,0 m CD -• Slope 2:1 
- From  -3,0 m CD to  -5,0 m CD -+ Slope 8:1 
- From  -5,0 m CD to -20,0 m CD -• Slope 3:1. 

• Inner slope is composed by 3-6 tons quarry stones 
at 4:3, between levels +1,4 m CD and -15,0 m CD. 
Below this level, a quarry run material with a slope 
of 4:3 is used. 

• Superstructure is similar to the one described for 
the outer part of type B profile. 

• Design wave height is Hs = 14,0 m. 

* Type D - Along 500 meters, this section is composed 
by a composite slope of 2 armor layers of 90 tons 
Antifer cubes, reaching levels of +13,2 m CD at the 
top and -20,0 m CD at the bottom. Slopes are as 
follows: 

- Between +13,2  m CD and  +5,84 m CD •* 3:1 
- Between +5,84 m CD and -7,0 m CD -+ 2:1 
- Between -7,0 m CD and -11,0 m CD -+ 7:1 
- Between -11,0  m CD and -19,85 m CD -» 3:1 
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• Inner slope is composed also by 2 layers of 90 tons 
Antifer cubes with a slope of 3:1 between levels 
+13,2 m CD and +9,0 m CD and 2:1 between levels 
+9,0 m CD and -1,0m CD. Below level -1,0 m CD, 
9-12 tons quarry stones were used with a slope of 
3:2 until level -4,0 m CD and 2:1 between this level 
and the bottom. 

• The head of the breakwater armor is composed by high 
density 105 tons Antifer cubes. 

The initial West Breakwater was 2 kilometers long. 
The final part, between profile type D and the previous 
head, around 280 meters long, will be abandoned. 

The second breakwater, East Breakwater, gives shelter 
conditions for the operation of a coal terminal, is about 
1100 meters long in depths of about 25 to 30 meters in a 
sand bottom. This breakwater has a double layer armor of 
60 tons Antifer cubes with a slope of 2,5:1, between 
+14,25 m CD and -11,75 m CD. At the toe, this armor is 
supported by a 9 - 12 tons quarry stones berm 10 m wide. 

Inner slope is composed by a 60 tons Antifer cubes 
armor at 3:2 between levels +12,5 m CD and -5,0 m CD. 

The top of this profile is 6,25 m wide and has an in 
situ concreted cap platform. 

The Monitoring Plan 

First of all, it is recommended that the two breakwa- 
ters will be divided into reaches 30 m long. 

The following observations of the two structures must 
be carried out: 

A - Routine observations 

A.l - Visual observations 
To be carried out monthly between October and April 

and in midsummer, in a total of 8 observations per year. 
They must be performed by walking on the crest of the 
breakwaters during low tide and recording the results. 
These observations must be complemented through identical 
procedure from a small boat, also during low tide, 
parallel to both slopes of the breakwaters. 

Yearly (in the early spring) an observation of the 
submerged part of the breakwaters must be carried out. 
This observation will allow the completion of the program 
with data concerning the submerged part. 

A.2 - Photography 
In the beginning of spring and autumn, the visual 

observations from the crest and the boat referred to 
above must be complemented with local photos of each 
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reach. These photos must be obtained in low water, con- 
cerning only the outer slope and the superstructure. 

Yearly, in early spring, general photos of the outer 
slopes must be taken, also during low tide, from a boat 
moving parallel to the breakwaters at a distance of 
150 m. These photos must allow the obtention of amplifi- 
cations at constant scale, not below 1:500, for superpo- 
sition with other ones obtained previously,, to identify 
block displacements. In the same occasion, local photos 
of the submerged part of the slopes must be obtained to 
illustrate eventual deficiencies of the armor. 

In what concerns the inner slope, the general and 
local photos will be taken only every two years, unless 
if the visual inspection referred to in A.l would have 
shown any damage; in this later case photos of the two 
types must be taken. However, taking into account that 
east breakwater and the reconstructed part of the west 
one will be overtopped frequently, the general and local 
photos of their inner slopes must be taken with the same 
frequency than for the outer slopes, that is to say, 
general photos yearly, in early spring, and local photos 
twice a year, in April and September. 

A.3 - Topographical techniques 
Twice a year, in April and September, it must be 

carried out the topographical control, with basis in 
points in land, of one point in each module (15 m long) 
of the superstructure of the West Breakwater. In East 
Breakwater, without superstructure, it is considered 
enough the topographical control of one point every 30 m. 

These points, in both breakwaters, will serve for the 
location of cross-sections of the part above water level. 
It is recommended the obtention of these cross-sections, 
once a year (in April), 60 m apart. 

A.4 - Soundings 
Soundings must be carried out, by any of the proce- 

dures described before, prolonging as much as possible 
the sounding of the submerged part of the breakwaters, 
both near the water surface and seaward of the base of 
the slope (in this later case not less than 30 m beyond 
this base). These soundings must be carried out simulta- 
neously with the cross-sections above water level. 

A.5 - Aerial photography 
It must be made yearly, in early spring, simulta- 

neously, as much as possible, with the surveys and cross- 
-sections referred to above. The aerial photography must 
be submitted to photogrammetric treatment, with the scope 
of obtaining breakwater plans to a scale not below 1:500. 
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A.6 - Underwater TV 
If the observations referred to above show any local 

damages in the submerged part of the breakwaters, video- 
-records of these damages must be obtained. 

B - Extraordinary observations 

B.l - Overtoppings 
When overtoppings occur, they must be observed. 

B.2 - Just after a storm with Hs exceeding 5 m in deep 
waters 
A visual observation of the A.l type must be 
carried out; if this observation advises it, 
observations of the A.2 type must be carried out 
too. 

B.3 - After a storm with Hs exceeding 8 m in deep waters 
Besides the visual observation referred to in B.2, 
just after the storm, a complete observation using 
all the techniques referred to in A must be 
carried out as quick as possible; the distances 
between cross-sections of the emergent and 
submerged zones must be reduced to 30 m (or even 
less, locally, if it is necessary to a better 
characterization of the damages). 

Obviously, after every big repair of the breakwaters, 
a complete observation of type A must be done (identical 
to the one carried out regularly in April). This observa- 
tion may be eventually restricted to the repaired zone. 

Besides the observation of the structures themselves 
referred to above, the actions on them - waves, tides, 
currents and winds, must obviously be regularly recorded. 
However it is not the scope of this paper to consider in 
detail these observations. 

First Results 

• Wave Records 
At Sines there are two Datawell directional wave 

recorders, one of which in deep water [CD (-100 m) ]. The 
wave recording program is being done since 1973, with 
some gaps due to wave buoy problems. Data are available 
in real time. 

• Breakwaters Monitoring 
Construction profiles of the underlayers and the 

armor are available. The results of the usual construc- 
tion material tests are also in Administracao do Porto de 
Sines files. 

There are some profiles collected since 1980 on a 
non-regular basis of Type C zone of West Breakwater. 
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Included in the Systematic Monitoring Program, APS 
has done some work, consisting of: 

- Several visual observations; 
- Photographic reports; 
- Topographic observation of selected points in the 

superstructures; 
- An aerial photography and a photogrammetric 
restitution of the part of the West Breakwater 
above sea level. 

APS monitoring program is included in a proposal to 
EC Marine Science and Technology Program (MAST II), in 
which obtained data will be compared with data collected 
at Zeebrugge harbor using the same techniques and also 
with the equipment installed at its northwest breakwater 
(which comprises the measurement of wave characteristics, 
tidal currents and orbital velocities, water levels and 
water pressure fluctuations at several points in front of 
the breakwater, in the armor layer and in the core, air 
pressures in the core, impact pressures on the faces of 
armor units and video observations of uprush and 
downrush). 
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CHAPTER 76 

Rear Side Stability of Berm Breakwaters 

O.H. Andersen1, J. Juhl1 and P. Sloth1 

Abstract 

With the aim of providing improved methods for preliminary design of berm break- 
waters, a series of physical model tests and a parameter study with special emphasis 
on the rear side stability of a trunk section have been carried out at the Danish 
Hydraulic Institute (DHI). The model tests included different geometries of the 
berm breakwater profile and a range of wave conditions. For each profile, the wave 
condition resulting in sea side and/or rear side damage was determined. As a 
hydrodynamic description of the overtopping waves would be very comprehensive, 
and at present is not available, a surf similarity approach in combination with a 
force balance for the armour stones has been chosen. A parametric expression for 
the rear side stability has been established and found to be in fairly good agreement 
with the model test results. 

Introduction 

Existing experience with berm breakwaters provides some insight in the behaviour 
of the various parts of a berm breakwater. Most research during the last ten years 
has concentrated on the sea side stability of the trunk section, ie the development 
of the berm profile. No systematic work on the rear side stability has previously 
been reported and hence a comprehensive study focusing on the rear side stability 
of the trunk section was carried out at DHI. As it is still not possible to give an 
adequate hydrodynamic description of the overtopping phenomenon, eg in the form 
of a numerical model, it was decided to carry out a series of physical model tests 
and an associated parameter study. 

1 Danish Hydraulic Institute, Agem AIM 5, 2970 Hersholm, Denmark 

1020 
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In the present study, the rear side stability is treated as a traditional static 
stability phenomenon. Emphasis has been put on inclusion of a large number of 
physical parameters enabling the description to cover a variety of berm breakwater 
designs: wave height and steepness, crest height, rear side slope, effective sea side 
slope, stone diameter, relative density and natural angle of repose. 

The stability criterion established has been compared to the results of the 
model tests carried out and in addition to an expression given by Van der Meer and 
Veldman. 

Model setup and procedure 

A wave flume with a length of 65 m and a width of 1.8 m was used for model 
testing in four water depths of 0.67 m, 0.77 m, 0.87 m and 0.97 m. The profile 
tested is shown in Figure 1. Crushed stones were used both for the core, D50 = 
0.011 m (50% exceedance), and for the berm and armour layer, D^o = 0.034 m. 
D^o is the nominal diameter given as (MJ0/p,)1/3, where M50 is the mass of the stones 
(50% exceedance) and p, is the density of the stones. The grading of the berm and 
armour material equalled Dn85/Dni5 =1.35 and the relative density equalled A = 
1.68. The armour layer thickness on the crest and rear side was twice the value of 
D„5o-  The model study covered variations in the following parameters: 

• w„, width of the crest,  0.175 m and 0.30 m 
• R„, freeboard of the crest,  0.20 m, 0.30 m and 0.40 m 
• fh, width of the berm,  0.45 m, 0.65 m, 0.85 m and 1.05 m 
• fv, freeboard of the berm,  0.10 m and 0.20 m. 

fh 

I        y 

050-0.01 Im 

J. o 
a: 

JC 

>                  /t>n50- 
*- 1           /   0.0J«nv/ \\/ 2 LAYERS 

v."-.-.'S*hfr.- .••*.:•:•:••:•>:•:•:•:•• 

Figure 1. Test profile. 

Tests were carried out in test series with successively increasing wave 
height, H^, and wave period, Tm, from test run to test run, with a fixed fictitious 
wave steepness S02 = 2irHmo/gTo22 equal to approximately 0.030 and 0.044 respect- 
ively. Each test series consisted of approximately 1,000 irregular waves. The 
incident wave characteristics in front of the berm breakwater, H^, and T^, and the 
reflection coefficient were calculated using a multi-gauge technique. 
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The berm profile was measured after each test run. Damage to the seaward 
side of the berm breakwater was defined to occur when the entire top of the berm 
was eroded. Rear side damage was defined as a settlement of the rear side armour 
layer which in some cases was followed by an exposure of the core. 

Table 1 gives an overview of the 23 tested profiles for which rear side 
damage was observed prior to or coincident with damage of the sea side. The wave 
conditions, H,,,,, and Tw, resulting in rear side damage are also shown in Table 1. 

Table 1. Rear side damages. 

Note:    A is the berm area and tana the effective sea side slope, as defined below. 

wc Re fh fv h A H,• Tra S02 tana 
(m) (m) (m) (m) (m) (mJ) (m) (s) 

0.175 0.2 0.45 0.1 0.97 0.25 0.176 1.67 0.0404 0.39 
0.175 0.2 0.85 0.1 0.77 0.59 0.228 1.84 0.0431 0.36 
0.175 0.2 0.65 0.1 0.97 0.47 0.211 1.78 0.0427 0.37 
0.175 0.2 1.05 0.1 0.77 0.76 0.228 1.84 0.0431 0.29 
0.175 0.2 0.85 0.1 0.97 0.68 0.184 2.08 0.0272 0.43 
0.175 0.2 1.05 0.1 0.97 0.89 0.202 2.13 0.0285 0.30 
0.175 0.3 0.45 0.2 0.77 0.25 0.186 2.06 0.0281 0.45 
0.175 0.3 0.65 0.1 0.77 0.41 0.209 2.11 0.0301 0.38 
0.175 0.3 0.65 0.1 0.77 0.41 0.219 1.81 0.0428 0.36 
0.175 0.3 0.45 0.2 0.87 0.25 0.184 2.00 0.0295 0.42 
0.175 0.3 0.65 0.2 0.77 0.44 0.210 2.12 0.0299 0.39 
0.175 0.3 0.85 0.1 0.77 0.59 0.228 2.20 0.0302 0.33 
0.175 0.3 0.65 0.2 0.87 0.47 0.235 2.17 0.0320 0.37 
0.175 0.3 0.85 0.2 0.77 0.64 0.256 1.93 0.0440 0.31 
0.175 0.3 1.05 0.1 0.77 0.76 0.232 2.24 0.0296 0.29 
0.175 0.3 1.05 0.1 0.77 0.76 0.270 1.99 0.0437 0.29 
0.175 0.3 1.05 0.2 0.77 0.83 0.271 1.99 0.0438 0.29 

0.3 0.2 0.65 0.1 0.97 0.47 0.207 1.71 0.0453 0.37 
0.3 0.2 0.85 0.1 0.97 0.68 0.222 1.78 0.0449 0.32 
0.3 0.2 1.05 0.1 0.97 0.89 0.241 1.83 0.0461 0.28 
0.3 0.3 1.05 0.1 0.77 0.76 0.238 2.21 0.0312 0.27 
0.3 0.3 1.05 0.2 0.77 0.83 0.248 2.19 0.0331 0.30 
0.3 0.3 1.05 0.2 0.77 0.83 0.279 1.97 0.0460 0.28 

Data Analysis 

During the tests, it was observed that the developed sea side profile can be 
characterised as three slopes: an upper steep slope, a lower slope close to 1:4 or 
flatter and finally a steep slope intersecting the seabed, see Figure 2. This is a well 
known observation confirmed by several other researchers. 
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meter 

Figure 2. Example of development of sea side profile. 

Rear side damage of a trunk section happens at almost fully developed sea 
side profile. A typical development is that a few stones just above still water level 
at the rear side are displaced downwards during a series of wave overtoppings (cf 
Figure 3), and after another few severe wave overtoppings, a settlement of the rear 
side armour layer occurs, possibly resulting in an exposure of the core. 

Figure 3. Initiation of rear side damage. 

The stability of the rear side depends on the sea side profile, crest height, 
crest width, rear side slope, stone diameter, relative density and natural angle of 
repose. It appears from the analysis of the present model test results that a variation 
with the crest width is not visible. New model tests with larger crest widths are 
presently being carried out in order to include this parameter as well. The follow- 
ing analysis is considered to be valid for the crests widths in Table 1, and hence wc 

is not included in the analysis. 
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It is assumed that the speed of the overtopping water is the governing factor 
in determining the rear side stability. The speed at the crest, UR, is chosen as a 
reference speed. 

UR can be found by putting the potential at the crest equal to the potential 
at the still water level at the seaward side: 

U2
n = 2g (*„ - Rc) (1) 

where R^ is the run-up on a hypothetical slope of the sea side, with index i indicat- 
ing a fraction of the waves.  The hydraulic parameters are defined in Figure 4. 

Figure 4. Definition of hydraulic parameters. 

Pilarczyk (1990) applied the same reference velocity for the description of 
the rear side stability of dikes, resulting in a final stability criterion with large 
resemblance to the criterion derived below. 

For the berm breakwater rear side, a traditional static stability criterion is 
applied. The stability of a single stone at still water level is expressed by a force 
balance parallel to the rear side slope, cf Figure 5: 

FD + Wt stop - u (Wt cosP - FL) < 0 (2) 

where FD is the drag force, FL is the lift force, W, is the submerged weight, and 0 
is the rear side slope angle. The resistance against rolling and sliding p can be 
found as /i = tan#, where <t> is the natural angle of repose. 

This yields: 

FD + \iFL < Wt (ncosP - stop) (3) 

The submerged weight equals: 

K = Apg D3^ 

where p is the density of water and D„j0 is the nominal diameter. 

(4) 



BERM BREAKWATER STABILITY 1025 

Figure 5. Forces acting on a single stone. 

The left side can be expressed as: 

FD + VFL = (CD + uCJ I pU2
x D^so (5) 

where CD and CL are force coefficients. For convenience, the nominal diameter is 
applied in the above expression. Combining (1), (3) (4), and (5) and re-arranging, 
the stability criterion now yields: 

Rc > K, ~ AiU """P " sinp c    ^        -50    CD * »CL 
(6) 

For a relatively flat sea side slope, it is assumed that the run-up can be expressed 
as a function of the surf similarity parameter, cf CIRIA/CUR (1991): 

R... «««*» (7) 

where Zm is the surf similarity parameter (Iribarren number) given as: 

.        tana 
^02  = (8) 

where tana is the effective sea side slope and the factor a is a constant close to 1. 
In the following, a is kept equal to 1. 

The effective sea side slope is for the present purpose defined as a straight 
line through the toe of the lower slope, where the influence of the breaking waves 
becomes significant, and up to the seaward face of the crest, cf Figure 4. 

In general, the effective sea side slope represents the upper part of the berm 
area shaped by the incident waves. The effective sea side slope is considered to be 
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a good measure of the part of the berm area which is active in the wave deformation 
irrespective of the water depth in front of the structure. 

For the specific test programme, the effective sea side slope for the cases 
with rear side damage has been plotted against the berm area, cf Figure 6. It is 
observed that the effective sea side slope decreases with the berm area. 

0.5 

0.45 
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tana 

0.35 
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•  

• • 

• • 

-   • 
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0.2        0.3        0.4        0.5        0.6        0.7 
berm area (m2) 
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Figure 6. Effective sea side slope vs berm area for the cases 
with rear side damage. 

Combining (6), (7) and (8) gives for the stability criterion: 

*. > tana ^ _ An     HC0SP " sinP 

The above expression is made dimensionless by HmoA/%. 

R. 
jf- fa > tan« - 

H_ 

AZ>, 

ncosp - stop 

(9) 

(10) 

For the observed rear side damages, the effective sea side slopes, tana, 
have been divided into three equidistant intervals with the following limits: 0.27, 
0.33, 0.39 and 0.45. 
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For the stone material applied, p equals 0.9. For this value, the expression 
(10) has been calibrated to fit the observations. The best agreement was obtained 
with (CD+/ICL) equal to 0.08. Four different curves representing tana = 0.27, 
0.33, 0.39 and 0.45 respectively have been drawn in Figure 7. For all curves, the 
rear side slope equals the value of the actual test programme:  tan/3 = 1:1.5. 
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Figure 7. Stability of rear side. 
Legend: Measurements: +: 0.27 < tana < 0.33, 

x: 0.33 < tana < 0.39, 
o: 0.39 < tana < 0.45 

Full drawn curves show the stability criterion (10) 

It is seen that a fairly good agreement between the measurements and the 
stability expression is obtained. The measurements show that R,/!^ Vs^ increases 
with HnJAD^o / "V^wi which again shows that in the stability expression (10) the 
tana term as well as the term including H^AD^Q / Vs£2 are of importance. 

For a specified wave condition, the rear side stability can according to (10) 
be increased in several ways: 

increase of crest height, R,., which is the most traditional method 
increase of stone diameter, D^Q. In Norway, a berm breakwater has been 
constructed with larger stones on the rear side than on the sea side, cf 
Terum et al (1990) 
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• increase of relative density, A 
• decrease of rear side slope, tan/3 

However, only the dependency on R,. has been studied experimentally. 

The stability expression (10) bears some resemblance to the expression 
given by Van der Meer and Veldman (1992): 

£ C = K (ID 

H, is the significant wave height ~ H^ 
s„p is the fictitious wave steepness based on the peak period 
K is a constant, which equals: K = 0.25 for start of damage 

K = 0.21 for moderate damage 
K = 0.17 for severe damage 

The above expression (11) is based on a parameter fitting procedure applied 
to two different sea side geometries (one of them in two different scale ratios). 
Comparing to the stability expression (10), the major difference is that in (11), 
R../H,,,,, So,,1'3 is constant, whereas the very similar quantity Rc/H^, Vs^ in (10) 
depends on HJAD^o / v^ and the effective sea side slope. 

Conclusions 

• Model tests with a range of berm breakwater profiles have been carried out 
at DHL 

• A parametric expression for the rear side stability has been made, cf (10). 

• The expression includes the wave height and steepness, crest height, rear 
side slope, effective sea side slope, stone diameter, relative density and 
natural angle of repose. 

• The measurements show that the rear side stability increases with a decreas- 
ing effective sea side slope. A decrease in the effective sea side slope can 
be obtained by increasing the berm area. 

• Applying the surf similarity approach for a bermed profile gives reasonably 
good agreement between the derived expression for the rear side stability 
and the model test observations. 

• New model tests with different crest widths are being carried out in order 
to examine the variation of the rear side stability for a wider range of this 
parameter. 
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CHAPTER 77 

Oblique wave attack on block revetments 

Adam Bezuijen*and Mark Klein Breteler* 

November 12, 1992 

Abstract 

The influence of the angle of the incoming wave on the stability of a 
placed block revetment on a filter layer has been investigated. A computer 
program is described to simulate the flow in the filter layer for various 
wave conditions. The flow in the filter layer together with the wave con- 
ditions determine the loading on the revetment. Two different boundary 
conditions have been studied, A schemed wave pressure distribution based 
on results obtained for wave loading perpendicular to the revetment and 
regular waves measured in a wave basin. The results show that for regular 
waves the influence of the angle of the incoming wave on the loading of 
a placed block revetment is small for a revetment with a leakage length 
equal or larger than the wave height. Oblique incoming waves can result in 
a considerable increase in loading when the leakage length is much smaller 
than the wave height and near transitions in the revetment. 

1    Introduction 

Model tests on placed block revetments are mostly carried out in a wave flume. 
In these tests the angle of the incoming waves is perpendicular to the revetment. 
In reality the incoming waves can make different angles with the slope. In the 
field the revetment will be loaded with oblique waves. A perpendicular wave 
loading will be an exception. 

Until recently this was not considered to be a problem. The perpendicular 
wave loading was assumed to be the most severe wave loading on the revetment. 
However Gadd and Leidersdorf (1990) presented results of field observations 
which indicate that the loading on the revetment by oblique wave attack can 
be more severe than the loading by waves coming in perpendicular to the revet- 
ment. They found that a block mattress on a permeable core was damaged due 
to oblique incoming waves, while the same wave loading coming perpendicular 
to the revetment had not caused any damage. 

* Consultant, Delft Geotechnics, P.O. Box 69, 2600 AB Delft, the Netherlands. 
'Head Coastal Structures group, Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, the 

Netherlands. 
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The influence of oblique wave attack on the loading of a placed block revet- 
ment on a filter layer has been studied in a research programme commissioned 
by the Dutch Ministry of transport and public works (Rijkswaterstaat) and 
performed by Delft Geotechnics and Delft Hydraulics. Large scale experiments 
with oblique incoming waves are nearly impossible, because there are hardly 
facilities available for this type of research. On the other hand small scale ex- 
periments on placed block revetments cannot be done without scaling effects, 
Klein Breteler (1992). Therefore a small scale facility was used to measure 
only the wave pressures, the wave pressures apart from the wave impact can be 
measured without scaling effects and the wave impact is not the critical loading 
for the revetment. The filter flow in the revetment, the pore pressures and the 
loading on the revetment are simulated with a numerical finite difference pro- 
gram. The results of a comparable program for perpendicular wave attack are 
verified with the results of large scale model tests in a wave flume, Bezuijen et 
al. (1987). A comparable procedure, which combined the results of small scale 
model tests with the results of numerical simulations, is described by Bezuijen 
et al. (1988). 

2    Description of numerical program STEEN3D 

The numerical program is based on the STEENZET/1 program (Bezuijen et 
al., 1987; Bezuijen et al, 1990). The preliminary assumption, on which the 
STEENZET/1 program is based, is that the cover layer is relatively imperme- 
able compared to the filter layer and that the flow through the base layer can 
be neglected. For most of the placed block revetments built in the Netherlands 
this appeared to be the case. In that case the pressure distribution can be de- 
scribed as a semi-confined aquifier. The flow in the filter layer is quasi-static. 
In the filter layer a mean potential <j> can be derived in a plane perpendicular 
to the slope assuming that the flow in the filter layer is in a plane parallel to 
the slope. Further the flow in the cover layer is assumed to be perpendicular 
to the slope. With these conditions the differential equation for the flow in the 
filter layer in two dimensions can be written as: 

fc    bD (1) 

where: 
<t> 
<f>' 
«» y 
kx 

Ky 

k' 
b 
D 

the mean piezometric head in the filter layer 
the piezometric head on the cover layer 
co-ordinates, see figure 1 
the permeability of the filter layer in x direction 
the permeability of the filter layer in y direction 
the permeability of the cover layer 
the thickness of the filter layer 
the thickness of the cover layer 

(m 
(m 
(m 

(m/s 
(m/s 
(m/s 

(m 
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Figure 1: Finite difference scheme used. 

In case of laminar flow with constant permeabilities k = kx = ky and k', this 
leads to the more familiar equation: 

d2<f> + d2</>      <j>-<l>t 

ft dy2 (2) 

where: 
A    : The leakage length    (m) 

The leakage length or leakage factor is then defined as: 

A = 
kbD 

(3) 

Analytical solutions of this equation, for 1 dimension (d<f>/dy = 0) with a 
schemed wave pressure distribution as a boundary condition have been pre- 
sented by Sellmeijer (1981) and Burger at al. (1990). A numerical approach 
as STEENZET/1 can use measured wave pressures as a boundary condition 
and turbulent flow can be included. To obtain a numerical solution equation 1 
is written as a set of finite difference equations, using the points presented in 
figure 1 and the general relation: 

dx2 
Vi-i - 2t/j + yi+i 

{Ax2) (4) 
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Where Ax is the distance between the points i and i + 1. In figure 1 it is shown 
that the distance along the X axis between two points in the finite difference 
scheme is L and it is B along the Y axis. It is also shown for what part of the 
cover layer the permeability is k't j and where in the filter layer the permeability 
is kij. With the equations 1 and 4 a set of equations for the points 4>i,j can be 
obtained: 

fl2(fc<-i,J-<k-i,j + fci^+i,,-) + •L2(fc»,j-i(fc,j-i + kijfaj+i) + Kjjfijj 

Ki,i + -B2(&;-i,j + ki,,) + I2(fei,3_i + kitj) 

,     _ -" ^j-ij-y/j-ij -r «.<,jy<+i,j; "i" *• yw,j-iyi,j-i T "-«,jyi,j+i; T "-.,?r,-,j        ,_, 

Where: 
_ B2L2k[j 

Ki'j ~ ~~TD~" 
The filter layer is assumed to be impermeable at the boundaries of the 

revetment. This means that when a point on a boundary has to be calculated 
with equation 5, the value of <j) just outside the boundary (for example </>ij-i 
when fcj is the lower boundary) is given the same value as the point just inside 
the boundary (the point <j>i,j+i at the lower boundary). The situation is a bit 
different for the upper boundary. Here are two possibilities. It can be the 
same impermeable boundary as for the other boundaries, or it is the phreatic 
surface in the filter layer. It is assumed that when there is a phreatic surface 
it is located at the upper boundary because there is no need to simulate the 
revetment above the phreatic surface. If the upper boundary is the phreatic 
surface, then the piezometric head in the filter layer is not calculated with 
equation 5, but the piezometric head is given the same value as the height 
of that point. The program developed, which is called STEEN3D, is a static 
program. Up to now it does not include time effects. For a given wave pressure 
distribution at a certain moment the pore pressure distribution in the filter 
layer and the resulting loading on the revetment is calculated. Since it is a 
static program the phreatic surface is an input parameter, as in the analytic 
solutions mentioned before. The permeability of both the cover layer and filter 
layer is described with the Forchheimer relation: 

i - aq + bq2 (6) 

where: 
i     : the hydraulic gradient (-) 
q    : the specific discharge {m/s) 
a    : linear Forchheimer coefficient (a/m) 
b : turbulent Forchheimer coefficient (s/m)2 

The coefficients a and b for the cover layer, as well as the different coefficients 
for the filter layer are calculated from the width of the joints, the dimensions 
of the blocks and grain size and porosity of the filter layer as described by 
Bezuijen and Klein Breteler (1988). The hydraulic gradient in the cover layer is 
($,j — &,])/&• The permeability of the filter layer (&jj) is assumed to depend 



1034 COASTAL ENGINEERING 1992 

only on the value of the hydraulic gradient in the filter layer (if), not on the 
direction of it, leading to: 

I  - ,/(Y>'+1-J'     ^y | /&.J+1     fay (7) 
V L B 

Equation 5 needs the linearized permeability (k = q/i), which can be derived 
from equation 6: 

k = 2bi  (8) 

By using equation 8 to calculate the permeabilities non-linearity is introduced 
in the set of equations 5. Therefore an iterative solution method is used. The 
starting values of <f>{j is the hydrostatic pressure for long leakage lengths (A) 
and the pore pressure distribution on the slope for small leakage lengths. With 
these starting values and the equations 5 new values of 4>t,j are calculated and 
new permeabilities. This procedure is repeated until the maximum difference 
between two solutions of <t>iti is less than 10"4 m. Using the Forchheimer relation, 
as given in equation 6, The leakage length (equation 3) depends on the hydraulic 
gradient. To characterize a revetment the leakage length is calculated for a 
gradient 1 over the cover layer and a gradient equal to the sinus of the slope 
angle in the filter layer. 

3     Boundary conditions 

3.1 Schemed boundary condition 

A schemed boundary condition has been developed to investigate the influence 
of the angle of the incoming wave on the flow in the filter layer. It is based 
on a pressure distribution proposed by Burger et al. (1990) for regular waves 
propagating perpendicular to the revetment. It was found that the moment 
of maximum loading on the revetment is present just before the wave impact. 
The pressure distribution for that situation can be schemed as is shown in figure 
2. In case of oblique wave attack it is assumed that the maximum loading on 
the revetment is the same as in case of perpendicular wave attack, but on one 
side of the revetment the angle j3 (see figure 2) becomes less, on the other side 
the angle /3 remains the same and dh and <f>b decrease, as is shown in figure 2. 
The obliqueness of the incoming wave is represented with an angle 7 which 
represents the deviation from perpendicular incoming waves. 

3.2 Measured boundary condition 

The wave pressures have been measured in a 3 dimensional wave basin (the 
Vinje basin). This wave basin is capable in generating regular and irregular 
waves with a wave height up to 0.2 m. The irregular waves can be long and 
short crested.   In this study only regular waves were used.   In the basin a 
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Figure 2: Schemed pressure distribution proposed by Burger et al. (a) and 
3-dimensional proposal for oblique wave attack (b). 

model was constructed with a slope 1:4. Tests have been performed with a 
wave steepness of 2 and 4%. The angle of incidence of the incoming waves 
varied between 0 and 50 degrees, where again 0 degrees means perpendicular 
incoming waves. The wave height was measured with 5 wave gauges. The wave 
height and direction were measured with 3 multi-directional wave gauges (These 
are combined wave gauges and 2-axis current meters). The wave pressures were 
measured at 10 positions on the slope on a line with a constant X position 
along the slope with varying depth. A top view of the model in the basin is 
presented in figure 3. The position of the pore pressure gauges is shown in 
figure 4. The pore pressure gauges were sampled with a sampling rate of 25 
Hz and the results were stored in a computer. Since the velocity of the waves 
propagating along the slope is constant the wave pressure measured at one line 
can be transformed in a pressure field over the slope. When the origin of the 
X-axis (see figure 3) is chosen at the location of the wave pressure gauges, then 
the wave pressures measured at X=0 at a certain moment t0 can be transferred 
to the wave pressures that can be measured at a different position at a different 
moment according to the formula: 

!f>'(x,y,t + T^pt) = 4>>(0,y,t) (9) 
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Figure 3: Top view of model in basin 
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Figure 4: Pore pressure gauges on slope 
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wave   inpact 

Figure 5: Wave pressure distribution under oblique wave attack on a slope 1:4 
with wave height of 1.2 m and a wave period of 4.4 s. The angle of incidence of 
the incoming waves was 40 degrees (scaled up from a measured wave height of 
0.12 m). 

Where: 
Lg    : the wave length in front of the slope    (m) 
T     : the wave period (s) 

Figure 5 shows an example of a measured wave pressure distribution. 
The plot shows the result of the fact that pore pressure gauges were present 

only below the still water level. The pressures higher on the slope were not 
measured. If a pressure was measured on the highest wave pressure gauge it is 
assumed that this pressure was present higher on the slope in a way that the 
piezometric head was constant. This leads to an interpolation error. However 
this error is only present higher on the slope and the maximum loading on the 
revetment is always well below the still water line. 

From this plot it appeared that the schematisation used in the schemed 
boundary condition see figure 2 is reasonable for the area before wave impact. 
In that area there is clearly a steepening of the next incoming wave. The wave 
impact causes a pressure distribution very different from the schemed boundary 
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Parameter Case 1 Case 2 
top of revetment 2m 1.5 m 
toe of revetment -1 m -6.1m 
slope angle 18.43° and 14.03° 18.43° and 14.03° 
block length and width 0.5 m 1.2 m 
block thickness 0.2 m 0.23 m 
width of joints 0.002 m 0.06 m 
thickness filter layer 0.2 m 2m 
d15 filter layer 0.02 m 0.001 m 
porosity filter layer 0.4 0.35 
leakage factor 1.1 m 0.92 m 
still water level 1 m 0.0 m 
wave height 1.2 m 3.3 m 
wave angle 7 0- 60 0- 70 
Wave steepness (measured) 0.04 0.04 
<t>h in fig. 4 (schemed) 1.0 m 4.2 m 
db in fig. 4 (schemed) 0.8 m 2.78 m 
/? in fig. 4 (schemed) 30° 46.5° 

Table 1: Parameters used in the calculations 

condition. Since the schemed boundary condition is reasonable in the area of 
maximum loading it still can be used for situations where no wave pressure 
recordings are available. However it should be taken into account that the 
angle of the wave on the revetment is less that the angle of the incoming wave 
due to refraction of the waves on the slope. For the wave shown in figure 5 with 
an angle of incidence of 40° for the incoming waves it was found that on the 
slope at a depth of 1.6 m below the still water level the angle of incidence of 
the wave pressures on the slope was approximately 25°, at 1 m below the still 
water line it was only 11°. 

4    Results 

The calculations were run with the parameters presented in table 1. Case 1 
are the parameters of a revetment as can be expected in the Dutch estuaries. 
With the results of the field tests (see Stoutjesdijk et al., 1992) now available 
it must be stated that these are the parameters for a new revetment with no 
fine material in the filter layer and between the joints. The second case is an 
attempt to simulate the revetment described by Gadd and Leidersdorf (1990) 
at Northstar Island in the Beaufort Sea. 

An example of a calculation with the schemed boundary condition presented 
in figure 2 is shown in figure 6, which showed the distribution of the difference 
in piezometric head over the blocks. A positive difference in this figure means 
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Figure 6: Contour plot of the calcu- 
lated uplift pressure, schemed bound- 
ary condition 7 = 30°. 

Figure 7:   Contour plot of the calcu- 
lated permeability in the filter layer. 

that there is an uplift pressure over the blocks. If this uplift pressure is higher 
than the weight of the blocks and possible clamping forces blocks can be lifted 
from the revetment. In this calculation the parameters of case 1 in table 1 
are used. Figure 7 showed the corresponding permeability in the filter layer. 
Due to turbulency the linearized permeability, see equation 8 is high in areas 
with a small hydraulic gradient and lower in area's with a higher gradient. It 
appeared from the calculations that using turbulency in the calculation leads to 
a slightly higher maximum uplift pressure than would result from a calculation 
with laminar flow. Comparing the calculated maximum uplift pressure with 
the boundary condition it appeared that the maximum uplift pressure can be 
found just before the impact of the next incoming wave as could be expected. 

An example of the simulation results using a measured boundary condition 
for the revetment with the parameters of case 1 is shown in figure 8. It shows 
the difference in piezometric head as it is distributed over a placed block revet- 
ment at a certain time when loaded with oblique wave attack. The high values 
(the 'mountains' in the plot) correspond with a high uplift pressure. At these 
locations the blocks can be lifted out of the revetment. The difference in piezo- 
metric head is at maximum just in front of the areas of wave impact at X is 
approximately 9 and 50 m (the wave is propagating from high to low X values). 
Although the figure presents the result for an incoming wave angle of 40°, there 
is for each wave over a large part of the revetment only one Z value (one height 
on the revetment) with the largest difference in piezometric head and thus the 
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Figure 8: Example of calculated difference in piezometric head over the blocks. 
Calculation for a slope 1:4 by a wave attack of 1.2 m wave height, a period of 
4.4 s and an incoming wave angle of 40°, the leakage length is 1.1 m. 
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Figure 9: Calculated maximum differ- Figure 10: Calculated maximum differ- 
ence in piezometric head as a function ence in piezometric head as a function 
of the angle of the incoming wave, case of the angle of the incoming wave, case 
1. 2. 

maximum loading. 
The influence of the angle of wave attack was tested by performing calcu- 

lations for different angles of incoming waves. This was done for the schemed 
as well as the measured boundary conditions. For case 1 the results of the 
calculations are shown in figure 9 and for case 2 in figure 10. For case 1 it 
is clear that the influence of the angle of the incoming wave on the maximum 
calculated uplift pressure is small. The result shows that for angles of the in- 
coming waves between 0 and 60° the maximum loading remains more or less 
the same. As is also shown in figure 9, differences found in the maximum uplift 
pressures for measured waves appear to correspond closely with differences in 
the amplitude of the piezometric head, measured with the lowest wave pressure 
gauge. These differences in amplitude correspond with small differences in wave 
height in front of the structure, which cannot be avoided in a wave basin. For 
case 2 there is an influence. The maximum calculated uplift pressure increases 
for measured as well as schemed boundary conditions. For schemed boundary 
conditions this increase goes on with an increasing angle of the incoming waves, 
for the measured boundary condition there seems to be a maximum for an angle 
of 40° for the incoming waves. In case 2 the ratio of the leakage length divided 
by the wave height of the incoming waves (A/H) is much smaller than in case 
1, see table 1. The results of the calculations show that in case A/H « 1, 
there is hardly any influence and this influence is larger for A/if = 0.33. It 
appears that for A/H = 0.33 the loading is 50% higher for oblique incoming 
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Figure 11: Maximum loading near an impermeable transition in the revetment, 
case 1, wave conditions as shown in figure 5. In the plot is a drawing of an 
example of an impermeable transition. 

waves (7 = 40°) than for perpendicular incoming waves (7 = )0°). Further the 
influence of the transition in a revetment have been investigated. The locations 
where one type of revetment changes to an other type. In the calculations the 
situation is simulated that at such a transition the filter layer is impermeable. 
Various calculations have been run to simulate the situation that the moment 
of maximum loading on a revetment reaches such a transition. This will always 
happen when a transition is present, because in case of oblique wave attack 
it looks as if the waves are travelling along the revetment. The results of the 
calculations are shown in figure 11. The results show that near a transition the 
uplift pressures on the revetment are higher than far from the transition. This 
is caused by changes in the flow in the filter layer near the transition. 

Normally the strength of the revetment is less when there is transition in the 
revetment. The discontinuity present at the transition can cause a reduction 
of the clamping forces between the blocks and difficulties in densification of 
the subsoil during construction of the revetment, leading to uneven settlement 
later. This decrease in strength in combination with the calculated increased 
loading means that during oblique wave attack the edges of the revetment are 
especially vulnerable. 

5    Conclusions 

The results show that for oblique wave attack with regular waves the angle 
of the incoming waves have little influence on the maximum loading on the 
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revetment, as long as the leakage length is larger or equal than the wave height. 
When the leakage length of the revetment is much shorter, then oblique wave 
attack with can result in up to 50 % higher loading on the revetment. Further 
near transitions in the revetment the loading on the revetment is increased in 
case of oblique wave attack. 
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CHAPTER 78 

THE PENETRATION OF SHORT-CRESTED WAVES THROUGH A GAP 

N. Booij1, L.H. Holthuijsen1 and P.H.M. de Lange1'2 

Abstract 

The propagation of long-crested and short-crested waves through a gap such as 
between two breakwaters is affected by diffraction. If the water depth is not 
uniform, refraction may also affect this penetration. It is shown with a navigation 
channel between two breakwaters (academic case and a realistic harbour case) that 
the effects of diffraction are small compared to those of refraction in regions where 
waves can penetrate with refraction only (e.g. where wave rays can penetrate). This 
region is relative large for short-crested waves. Outside these regions diffraction is 
dominant. With another example of waves penetrating through a tidal gap against 
a strong ebb current, it is shown that the short-crestedness of the waves destroys 
to a very large extent the waved guide effect of such currents. Both set of 
experiments show that the inclusion of short-crestedness in the wave computations 
causes some smoothing of the wave field, and that diffraction is a minor effect in 
regions with considerable wave motion. This is of some scientific and economic 
relevance as refraction can readily be combined in wave models with other physical 
phenomena such as wave generation and dissipation. Moreover, such models 
require less computer capacity than diffraction models which do not readily absorb 
wave generation and dissipation. 

Introduction 

To compute the propagation of waves through and beyond a gap between two 
obstacles such as breakwaters or islands, several aspects of the waves are important 
for modelling these waves numerically. As a boundary condition it is important to 
consider the waves as a harmonic, long-crested wave or as random, short-crested 
waves. In and beyond the gap several conservative and non-conservative processes 
should be considered. The conservative processes are: refraction, diffraction and 

Delft University  of Technology,   Stevinweg   1,   2628  CN Delft,   the 
Netherlands 
Rijkswaterstaat, Division of Tidal Waters, the Hague, the Netherlands and 
College of Technology Enschede, Enschede, the Netherlands 
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reflection. The non-conservative processes are wave generation (by wind) and 
dissipation (by bottom friction and breaking, also during reflection). We are 
interested in these aspects from a modelling point of view because of the choice that 
has to be made between using a model for combined refraction-diffraction or a 
model for refraction only. A refraction-diffraction model requires considerable 
computing power, in particular for short-crested, random waves. Moreover, the 
inclusion of generation and dissipation is primitive or non-existent in such a model. 
A refraction model requires less computing power and is readily supplemented with 
generation and dissipation mechanisms, but it lacks diffraction. The question is, can 
a refraction model provide at least a reasonable estimate of a short-crested wave 
field in the absence of diffraction? 

Method of the study 

To make a tentative step towards an answer, we consider three cases of waves 
propagating through a gap: (a) a fairly academic situation of waves propagating 
over a navigation channel between two breakwaters (b) a similar situation with a 
fairly realistic harbour beyond the gap and (c) an actual tidal inlet with a strong 
ebb-current. 

We use the two different types of models mentioned in the introduction. The 
refraction-diffraction model is the PHAROS model of Delft Hydraulics (Kostense 
et al, 1988) and the refraction model is the HISWA model of Delft University of 
Technology (Holthuijsen et al, 1989). The major differences is that the refraction- 
diffraction model reconstructs the actual sea surface of an harmonic wave that is 
long-crested in deeper water by computing the phase and amplitude of the surface 
elevation whereas the refraction model computes the directional energy distribution 
of waves that are short-crested in deeper water. The short-crested cases are 
computed with the refraction-diffraction model by superimposing a number of 
computed harmonic waves. The long-crested cases are computed with the refraction 
model by considering a very narrow directional energy distribution in deeper water. 
For the interpretation of the results it is important to note that the HISWA model 
does not compute wave propagation in directions more than 60° at either side from 
a pre-determined direction (chosen as the initial wave directions in this study). 

For economic reasons we consider only waves with one constant period. The waves 
that we consider are 10 s in period and either long-crested (PHAROS only) or 
short-crested with directional distributions of the type D(0) =Acosm(d) (m - 100 
for simulated long-crested waves in HISWA only or m = 4 for simulated short- 
crested waves in PHAROS and HISWA). 

We consider the similarities and differences in the results of the two models for the 
three cases mentioned above. 

The academic gap 

The bottom topography for the situation with a navigation channel between two 
breakwaters is given in Fig l.a. The channel originates in water of 15 m deep and 
the channel is maintained at that depth. Outside the channel the water depth 
decreases to a uniform depth of 11 m beyond the gap. The slope of the shoulders 
of the channel is 1:10 and the gap is 480 m wide (i.e. 5.5 wave lengths) The 
breakwaters and the circular boundary beyond the gap are fully absorbing. This 
means that the region beyond the gap may be interpreted as infinitely large. 
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We computed the wave situation with various initial wave directions and we found 
that the shoulders of the channel refract the waves such as to spread wave energy 
in fingers to the sides. From the initial (mean) wave directions of 0°, 12°, 24° and 
36° (angle of incidence with the channel axis), we selected the results of the 24° 
case as representative. The effects shown next are slightly more extreme for the 12° 
case (the critical angle for reflection on the channel shoulder is appr. 24°) and 
slightly less extreme for the 0° and 36° cases). 

In Fig. Lb the results are shown for the refraction-diffraction computations for 
long-crested waves (in terms of the local wave height H divided by the incident 
wave height H.). The finger pattern of the wave penetration is obvious with energy 
concentration slightly over 1.25 just beyond the gap. The pattern is smoothed 
somewhat by introducing short-crestedness as shown in Fig. l.c where the finger 
pattern is still obvious but not as concentrated. The effect of removing diffraction 
from the short-crested waves situation is shown in Fig. l.d where the results of the 
refraction computations are shown. Again the finger pattern is obvious and in fact 
not very different from that in Fig. l.c where diffraction was included. 

long-crested waves 

•\   I 

- diffraction and refraction 

- diffraction only 

•75 -SO -« -30 -15 15 30 45 60 
position along circle 

short-crested waves 

"/V-20 
 diffraction and refraction 

1.00 

0.80 

0.80 r^ 
/    / /   / /   / /  / // 

\\0.40 
f                          "\ 1                              V\ 

position along circle 

Fig. 2 The results of the computations of Fig. 1 along the absorbing 
circle. The results for the long-crested waves compared with 
the results for the short-crested waves for refraction only, 
diffraction only and combined refraction/diffraction. 
Diffraction only was achieved with constant water depth of 
11 m. 
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A further comparison is made in Fig. 2. A pure diffraction computation for 
long-crested waves (obtained with the refraction-diffraction model with a 
uniform water depth of 11 m) is included (upper panel). Introducing the 
channel in these computations has the effect of splitting part of the energy 
propagation towards the right (looking down-wave, same panel, compare with 
Fig. l.b). Adding short-crestedness in these computations gives a smoother 
distribution of the energy (lower panel of fig. 2, compare with Fig. l.c). Using 
the refraction model instead of the refraction-diffraction model gives very 
similar results (lower panel), except where the refraction model does not 
compute (more than 60° from the incident wave direction), confirming the 
conclusion from Fig. 1. 

The harbour 

The bottom topography for the harbour with a navigation channel very similar 
to the above is given in Fig. 3.a. The channel originates also in water of 15 m 
deep and the channel is maintained at that depth towards the deep basin in the 
harbour at the same depth. Beyond the deep basin, a shallow basin at 11 m 
depth is protected by a mole. The slope of the shoulders of the channel is 1:10 
and the gap is 330 m wide (i.e. 4 wave lengths). For the purpose of this study 
the breakwaters and the quays are assumed to be fully absorbing. 

We computed the wave situation with the initial (mean) wave direction along 
the channel axis and (of course) we again found that the shoulders of the 
channel refract the waves such as to spread wave energy in fingers to the sides. 

In Fig. 3.bthe results are shown for the refraction-diffraction  computations for 
long-crested waves. The finger pattern of the wave penetration  is obvious with 
energy concentration   as high as 1 just beyond  the gap and a fairly deep 
penetration   behind the left breakwater. The pattern is smoothed considerably 
by introducing short-crestedness as shown in Fig. 3.cbut the deep penetration 
behind the left breakwater is hardly affected. The effect of removing diffraction 
from the short-crested waves situation is shown in Fig. 3.d where the results of 
the refraction computations are shown. Again the pattern is obvious, including 
the deep penetration  finger, and in fact not very different from that in Fig. 3.c. 
The patterns   are nearly equal, although  the penetration   in the refraction- 
diffraction computations  is slightly higher than in the refraction computation 
(5 % difference where the finger behind the left breakwater touches the harbour 
contour).   Again   these   computations   demonstrate    the   marginal   effect  of 
diffraction in this case. 

If reflection against breakwaters and quays is taken into account in the 
refraction-diffraction computation (not possible with the HISWA model) it 
appears that wave energy can penetrate virtually everywhere in the harbour and 
that diffraction remains relatively unimportant. 

Tidal inlet 

To further illustrate the considerable effect of short-crestedness on the wave 
pattern, we compute the wave field in an actual tidal gap. It is the 3 km wide 
tidal entrance to the Wadden Sea between Den Helder and the island of Texel 
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Figure 4. The penetration of waves into a tidal inlet computed with 
refraction model. Panel a) bottom topography and current 
velocity field. Panels b,c,d) isolines of significant waveheight. 
Panel b) long-crested waves without current. Panel c) long-crested 
waves with current. Panel d) short-crested waves with currents. 

in the North of Holland. The bathymetry and the ebb-current pattern are given 
in Fig. 4.a. The current pattern has been computed with a two-dimensional 
nonlinear tidal model WAQUA (Leendertse et al., 1981 and Stelling, 1984) for 
a severe storm case. The waves that we consider propagate from deep water 
towards the gap from the South-west. The wave period is 6s and the significant 
wave height is 2m. For long-crested waves and no currents, the results of the 
refraction computations are shown in Fig. 3.b. Refraction-diffraction 
computations have not been carried out as the area is too large for that. The 
results show some increase in wave height before the waves reach the shallows 
(probably due to shoaling) and a considerable decrease at the shoal. Adding 
currents dramatically changes the results as the waves now increase just in front 
of the gap to 3.55 m (see fig. 3.c). This is almost certainly a wave guide effect, 
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that is, the waves are trapped   by the counter  current  by current-induced 
refraction. However, adding short-crestedness  to the computations destroys to 
a large extent the wave guide effect, resulting in dramatically  lower waves 
(maximum 2.6 m, Fig. 3.d). 

Conclusions 

From numerical experiments with a combined refraction-diffraction model and 
a refraction model, we come to the following conclusions. 

Beyond a gap with a natural or dredged navigation channel, the shoulders of the 
channel may displace and focus waves in certain areas beyond the gap. This 
focussing is tempered by short-crestedness of the waves. In such cases and 
probably in similar cases, refraction computations without diffraction seem to 
provide a reasonable first estimate of the waves in those regions beyond the gap 
where waves can penetrate with refraction (e.g. where wave rays can penetrate). 
In other regions diffraction is essential. 

In addition to these considerations of accuracy, the choice of using a refraction- 
diffraction model or a refraction model is one of convenience and economy. 
The computing power required for a refraction model without diffraction is 
considerably less than for a refraction-diffraction model (in the present 
study roughly a factor of 10). A refraction model without diffraction has the 
added advantage of readily combining other physical phenomena with the 
propagation of the waves, including current effects. Reflections (not considered 
in the present study) are relevant in harbours and can be included in both types 
of models. Reflection is included in the PHAROS    model. 

It further appears that diffraction models which assume a flat bottom are 
useless for any harbour with an entrance channel. 

The above conclusions relate to wave computations in which short-crestedness 
is accounted for. The inclusion of the short-crestedness  of waves also tends to 
smooth the wave guide effect of concentrated  counter currents in a gap such as 
an ebb current between islands. 
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CHAPTER 79 

Design of Dolos armour units 
Hans. F. Burcharth1     Zhou Liu2 

Abstract 

The slender, complex types of armour units, such as Tetrapods and Dolosse 
are widely used. Many of the recent failures of such rubble mound breakwaters 
revealed that there is an inbalance between the strength (structural integrity) of 
the units and the hydraulic stability (resistance to displacements) of the armour 
layers. 

The paper deals only with Dolos armour and presents the first design dia- 
grammes and formulae where stresses from static, quasistatic and impact loads 
are implemented as well as the hydraulic stability. The Dolos is treated as a 
multishape unit where the thickness can be adjusted to the strength needs. 

Introduction 

Many of the recent dramatic failures of a number of large rubble mound 
breakwaters armoured with Dolosse and Tetrapods were caused by breakage of 
the units. Breakage took place before the hydraulic stability of intact units in 
the armour layers expired. Thus there was an inbalance between the strength 
(structural integrity) of the units and the hydraulic stability (resistance to dis- 
placements) of the armour layer. 

The present paper deals only with Dolosse armour and presents the first 
design diagrammes and formulae where stresses from static, quasistatic and im- 
pact loads are implemented as well as the hydraulic stability. Earlier publications 
only covered static and quasistatic stresses (e.g. Burcharth et al., 1991). The 
results are the outcome of a long-term research programme at Aalborg Hydraulic 
Laboratory (AHL), Aalborg University, which for the last three years has been 
coordinated with Dolosse research at CERC, Vicksburg. 

Dolosse armour was chosen as research object because of its excellent hy- 
draulic stability and because its structural strength can be adjusted by changing 
the waist ratio, cf. Fig. 1, which shows blocks with the three waist ratios ap- 
plied in the experiments. By increasing the waist ratio in order to improve the 
structural behaviour the hydraulic stability will decrease somewhat. This must 
be taken into account in the design. 

xProf. of Marine Civil Engineering, Aalborg University, Denmark. 
2Research Engineer, Aalborg University, Denmark. 
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h      t' 

0.325 _L = 

h •HF-I 
0.37 r= -J-=0.42 

h 

Fig. 1.   Applied concrete Dolosse with different waist ratios but with 
equal mass. 

Description of the experiments 

A 1 : 1.5 slope armoured with 200 g concrete Dolosse of waist ratios as shown 
in Fig. 1 was exposed to irregular wave in a wave flume with a foreshore slope 
of 1 : 20. Fig. 2 shows the layout of the model and the cross section of the 
breakwater. 

Wave  generator 

Wave  gauges 

0.73 

Wave  gauges 

Set-up  of  the  wave  flume 

Position of 
instrumented 
Dolosse 

Armour layer 
(Dolosse   200g,HD=  8cm) 

Filter   1   (W = 40g),  t = 5cm 

Filter 2  (3 = 5 mm),  t=2cm 

Cross  section  of  the  breakwater 

Measures and levels in meter 

Fig. 2. Set-up of the wave flume and the cross section of the breakwater. 
Aalborg Hydraulic Laboratory (AHL) experiments. 
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To compensate for reflected waves two arrays of three wave gauges were in- 
stalled. The incident wave spectrum was calculated by the least square method 
presented by Mansard et al., 1980. 

The irregular waves were generated by a piston type paddle according to 
the five parameter JONSWAP spectrum. Table 1 lists the characteristics of the 
applied waves propagating towards the breakwater recorded at the paddle and at 

the toe of the breakwater. Tp is the spectral peak period, £mo = (-^oa) tana, 

where Lpo is the deep water wave length corresponding to Tp. 

Table 1.    Hm0, Tp and {„ 

nm0 at the paddle (cm) 5      • 15 

-°m0 at the toe (cm) 5.7    • •    18.2 

T at the paddle (sec) 1.5    • 3 

Smo 3.23    • -    11.7 

The experiments were performed in series in which the wave height was in- 
creased step by step. The run time for each step was 5 minutes. 

For each combination of Hm0 and Tv the experiment was repeated 20 times 
in the study of the hydraulic stability and 3 times for each position of the in- 
strumented Dolosse in the study of the stresses in Dolosse; all with the slope 
rebuilt. 

In order to study the hydraulic stability of the Dolos armour layers a grid was 
put parallelly to the breakwater slope before and after wave attack and photos 
were taken. All displacements could then be visually registered. 

The applied load cells are developed and produced by CERC. The load cell 
instrumented concrete Dolosse were calibrated for impact loaded conditions us- 
ing prototype impact test data and were checked for dynamic amplification, cf. 
Burcharth et al. 1991. They were put in 6 positions on the slope as shown in 
Fig. 2. 

Hydraulic stability of Dolos armour 

The following formula for hydraulic stability of Dolos armour on slope 1 : 1.5 
is based on the present test results and results by Brorsen et al. 1974, Burcharth 
et al. 1986, and Holtzhausen et al. 1990. 

N. = ~- = (47 - 72 r) ip^D^N^ (1) 
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where    Hs significant wave height in front of breakwater 

A (Pconcrete/Pwater) — 1, /» is the mass density 

Dn length of cube with the same volume as Dolosse 

r Dolos waist ratio 

Vn=2 packing density 

D relative number of units within levels SWL ± 6.5 Dn displaced one 
Dolos height h, or more (e.g. for 2% displacement insert D ~ 0.02) 

Nz       number of waves. For Nz > 3000 use Nz = 3000. 

Fig. 3 shows the case corresponding to damage level of 2% displacement. 

8.0 -- 

6.0-- 

4.0-- 

formula 

0.30   0.32    0.34   0.36    0.38   0.40   0.42   0.44 

Legend: 

Reference 

• Brorsen   et  al.   (1974) 

• Burcharth   et  al.   (1986)      0.61-0.7       5   or   15 

O  Holtzhausen   et  al.   (1990) 1 3   or  8 

• Burcharth  et al.  (1992) 0.74 20 

<pn=2          Repeated  No   Duration f mo 
(min.) 

1   (App.)             2                       60 2.49-5.37 

20 3.04-4.49 

60 2.91-7.6 

5 3.23-11.7 

Fig. 3. Hydraulic stability of two layer randomly placed Dolos armour 
on a slope of I : 1.5. Damage level, D = 2% displaced units 
within levels SWL ±.6.5Dn. Note that the data points are 
average of repeated tests, cf. the legend. 

The formula (1) covers both breaking and non-breaking wave conditions, with 
the limits given by 

0.32    <       r       <    0.43 

0.61    <    <pn=2    <    1 

1%    <      D      <    15% 
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The uncertainty of the formula is estimated to correspond to a variational 
coefficient of 0.2. If the PIANC partial coefficient system is used (Burcharth 
1991) the design equation reads 

-ADn(i7 - 72rK=2JD1/3W;0-1 > lH,Hj (2) 

For the calculation of the partial coefficients 7* and JH, the coefficient values 
ka = 0.025 and kp — 38 should be used. 

In the following is given a discussion of the dependency of the hydraulic sta- 
bility of Dolos armour on various parameters. 

Test area One of the reasons for the big scatter in the hydraulic stability test 
results from the various laboratories is the difference in the reference test area. 
Obviously, the bigger the reference test area, the higher the stability number. 

Fortunately, the test areas seem always to be chosen large enough to cover the 
whole area where units are moving. Therefore the test results can be converted 
to results corresponding to a certain test area, e.g. to SWL ±6.5 X Dn, as is 
done in the present paper. 

Breakwater slope The effect of the slope angle of Dolos armour on hydraulic sta- 
bility has been one of the most controversial points. Hudson's formula, which was 
developed for rock armour, where the main resistance to wave-induced movement 
is due to the gravitational force, cannot represent Dolos armour, the stability of 
which relies both on weight and interlocking. 

With regard to the contribution of Dolos weight to the hydraulic stability, the 
milder the slope, the bigger the contribution, as expressed in Hudson's formula. 
But on the other hand, the interlocking ability of Dolos armour builds up with 
the increase of the slope (before the slope reaches its natural angle of repose, 
which is found to be around 79°, Gravesen et al. 1978). This means that there 
is an optimum slope which maximize the stability of Dolos armour as a whole. 
Price (1979) demonstrated in the on-land static stability test with Dolosse that 
the resistance to pull-out attained its maximum for slope angles around 28° 
(cota = 2). 

In the hydraulic model tests, Brorsen et al. (1974) reported that the stability 
number of Dolosse is independent of the slope within the range of slope 1 : 1 ~ 1 : 
2. Holtzhausen et al.(1990) concluded that Dolosse stability number decreases 
with steeper slope, but some of his test results also show the independence of Ns 

on slope, cf. Fig. 4. 
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N. 

A 
3.0 -- 

2.0 Slope  cot a 

1.0 2.0 3-° 

O     Brorsen  et  al.   1974  (r=0.36,   D = 2%) 
D     Holtzhausen  et  al.   1990  (r=0.38,  D=2%,  T„ = 1.75s) 

Fig. 4- Influence of slope on Ns. 

Wave period The influence of the wave period on the stability of Dolos 
armour has been the subject of research over the years. HR Wallingford (1970) 
and Burcharth (1979) found that the stability number decreases with longer wave 
periods. Burcharth (1979) explained this tendency by the reservoir effect of the 
voids between the units. 

The voids are filled with air during wave recession and with water during wave 
run-up. This reduces not only the wave run-up but also the overflow velocities. 
Armours with larger porosity, such as Dolosse, exhibit stronger reservoir effect 
which tributes to the higher hydraulic stability. However, the reservoir effect is 
reduced in the case of long waves, because such waves carry more water per wave 
onto the slope and, consequently, relative smaller portion of water can be stored 
in the voids. The result is higher overflow velocity and lower hydraulic stability 
of armour and, consequently, a relatively large reduction in stability for armour 
units with large porosity. 

However, there are also some reports which predict increase of the stability 
number with the wave periods (Holtzhausen et al. 1990). 

In the present test results there is no clear tendency about the influence of 
wave period on the hydraulic stability for which reason the wave period (or wave 
steepness or £) is not included as an independent parameter in formula (1). This 
treatment of the wave period also reflects the fact that for a given design wave 
height there will be a range of wave periods anyway. The effect of wave period 
contributes to the uncertainty of the formula. This, however, is taken into con- 
sideration when the partial coefficient method is applied in the design. 

Packing density Some research has been carried out previously to study the 
influence of Dolos packing density on the hydraulic stability. 

Carver et al. (1978) collected data from different laboratories and depicted 
the Hudson formula stability coefficient KD as a function of the packing density 
f>n=2- If N, = -£ft- is used instead of KD an almost linear dependency of N, on 
tpn=2 is seen. 
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Zwamborn (1978) first reported that the Dolos armour with three packing 
densities (<p„=2 — 0.83, 1 and 1.15) displayed the same stability. But based on 
tests with a bigger packing density range (ipn=2— 0.65, 0.83, 0.87, 1, 1.15 and 
1.5) Zwamborn et al. (1980) found a rather complicated relation between N, 
and <fn=2, with the general tendency that higher packing density increase the 
stability number. 

A higher packing density gives more neighbour block support and interlock- 
ing and hence, fewer displaced units. Therefore, the increase of Dolos stability 
number with packing density is due to two effects, one is the reduction of dis- 
placed units, the other is the increase of total number of units. Eq (1) indicates 
that the Dolos stability number is linearly proportional to the packing density 
within the applied range ( <pn=2 — 0.61 — 1 ). 

On the other hand a very high packing density (tpn=2 > 1) might reduce the 
interlocking and the stability because limited space is available for legs to stick in 
between each other. Therefore, there exists an optimum packing density. SPM 
(1984) gives fn=i = 0.83 while Zwamborn (1980) suggests ipn=2 = 1. 

Wave duration (number of waves Nz) In the 50'tles and early 60"les the 
storm duration parameter was not considered because the generated waves in 
laboratories were monochromatic waves, which are the same for every single 
wave. The equilibrium slope was reached in a short time. 

In the case of irregular waves it takes longer time before a possible equilibrium 
state is reached. Font (1968) studied the effect of storm duration on the stability 
of rock armoured breakwater. He concluded that for mild wave climates, i.e. 
relative small -gfi- values, the duration of the storm is not important. However, 
the duration becomes relevant for more severe exposure. 

Average  of  2   repeated  test  results   for  Dolosse  (r=0.37) 
O    D = 1% •   D=2% A   D=3% 

Dolosse  (D = 2%) 
Rock 
Tetrapod  (D = 2%) 

Cube  (D=3%) 

\—^- Number of  waves,  Nz 

1000       2000       3000        4000      5000 

Fig. 5. Influence of wave duration on Ns. 
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I the present tests two identical tests with 5,000 waves were performed with 
Dolosse of waist ratio 0.37. Little difference in the ratio ,.. -,Nl was found for 

("a)Nz=300 

the damage levels D = 1 %, 2 % and 5 %. Moreover, it was found that the Dolos 
armour reached an equilibrium state after Nz = 3,000. The relationship between 
Na and Nz could be approximated by Ns ~ N~M for Nz < 3,000. 

In Fig. 5 the information on rock, cube and Tetrapod is from van der Meer 
(1988). 

Stresses in Dolosse under wave attack 

Sampling frequency The natural frequency of the instrumented Dolosse was 
found to be app. 1,500 Hz by the impact calibrations. The sampling frequency 
in the wave flume test was 6,000 Hz, i.e. app. 4 times of the natural frequency 
of the instrumented Dolosse. Theoretical investigations showed that on average 
the sampled peak stresses were lower than the real ones by 10% due to the limit 
of the sampling frequency. This one sided bias has been corrected for in the data 
processing. 

Strain signal processing The recorded strain signals were converted into signals 
of maximum principal tensile stress by 

max. principal tensile stress  aj = — + \ (-z)2 + T2 

normal stress  a — -=- 
Wi 

combined bending moment  Mc = uM% + M£ 

T 
shear stress  T 

Wb/2 

where Mx, My and T are the measured bending moments and torsion, respec- 
tively. W^i, is the modulus of the strain-gauged cross section of Dolosse. For more 
detailed explanation see Burcharth et al. 1991. 

The converted max principal tensile stresses were separated into 
(static + pulsating) and impact stresses. The static and pulsating stress con- 
tributions were converted into a range of prototype Dolos sizes using the valid 
linear scaling law, while the impact stress contributions were converted into the 
same prototype ranges using the non-linear scaling law for impinging solid bod- 
ies. The signals were then synthesized and a statistical analysis performed. 

Stresses from static, pulsating and impact loads in Dolosse The relative impor- 
tance of static, pulsating and impact stresses depends of the type and the size of 
the units, the slope angle, the position on the slope and the wave characteristics. 
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The Dolos stresses are treated as an extreme value problem. No distinction 
with respect to the Dolos position on slope was made because in pratice the same 
type of units will be used over the whole height of the slope. 

Table 2 indicates typical ratios between the various types of stresses for slen- 
der and bulky Dolosse on slope 1 : 1.5. 

Table   2. Relative contribution to total stress from static, pulsating and im- 
pact stresses. 2 % exceed,ence probability values. Slope 1 : 1.5. 

0"total   =   ^"static   ~r   ^pulsating   ~r   Vim-pact 

Waist ratio Mass H, KD ^static Opulsating & impact 

0.325 lOt 0.9 0.49 l 0.2 0 

1.8 3.89 l 0.4 0.1 

2.6 11.72 l 0.5 0.4 

50t 0.9 0.49 l 0.2 0 

1.8 3.89 l 0.4 0 

2.6 11.72 l 0.5 0.1 

0.42 lOt 0.9 0.49 l 0.2 0 

1.8 3.89 l 0.4 0.4 

2.6 11.72 l 0.6 2 

50t 0.9 0.49 l 0.2 0 

1.8 3.89 l 0.4 0.1 

2.6 11.72 l 0.6 1.3 

Note that the zeros in the <7,mpact column does not mean that there is no 
impacts in the signal. It means that the impact portion of the stresses is smaller 
than the static+pulsating portion after scaled up to the given size. The tests 
showed that the variation in the stress ratios with the exceedence probability 
level is rather weak in the interval 1-5%. 

The variation with the slope angle is not known in general. However, because 
static stresses show only small variations in the slope range 1 : 1.33 to 1 : 2 it 
is assumed that the stress ratios given in Table 2 are typical for this range of 
slopes. On the other hand the ratios are probably not valid for very steep slopes 
as it is known that the static stresses can be up to 100% larger for a 1 : 1 slope 
than for a 1 : 1.5 slope. For flat slopes of app. 1 : 4 to 1 : 6 it was found from 
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the Crescent City prototype study with 38 t instrumented Dolosse (Howell et al. 
1990) that the ratio of the 10 % exceedence probability stress values, astatic '• 
^pulsating, was app. 1 : 0.12 for Ns = 1.2 — 1.4. No impact stresses were recorded 
in this study, maybe due to the small Ns-vahies, cf. also the figures given in 
Table 2. 

Design diagrams for Dolosse 

Based on the model tests at Aalborg University with instrumented Dolosse 
exposed to irregular waves, complete design diagrams for trunk sections of break- 
waters are presented. The diagrams contain curves for stresses and displace- 
ments corresponding to different exceedence probability levels. The diagrams 
provides the relationship between all the following properties, expressed in sta- 
tistical terms where relevant. 

Dolos waist ratio 
Dolos size 
Concrete tensile strength 
Concrete tensile stress 
Incident wave climate 
Strength exceedence probability (structural integrity) 
Relative number of displaced Dolosse (hydraulic stability). 

Figs. 6 and 7 show examples of the design diagrams. The hydraulic stability 
in terms of displacements is obtained by Eq (1). The amount of rocking is not 
given explicitely in the design diagrams because the effect of rocking is relevant 
only to the breakage aspect which are dealt with specifically by the stress curves. 

In Burcharth (1993) more diagrams can be found, also showing the strength 
exceedence probability as function of H*mo, Dolos mass, waist ratio and concrete 
strength. 

All information related to the design disgrams refers to one shank cross sec- 
tion. However, for a Dolos there are 6 vulnerable sections (4 in the flukes and 2 in 
the shank). Because fluke failures contribute less to the failure probability than 
shank failures and because there exists some moderate correlation between the 
stresses in the sections it is recommended to adjust the exceedence probability 
levels for stress given in Figs. 6 and 7 corresponding to the mean of the simple 
upper and lower bounds. This means that app. 50 % should be added to the 
failure probability levels, i.e. 2 % should be interpretated as 3 %. 
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Legend: 

Hydraulic  stability  limit  (Nt=3000, if =0.74, A =1.29)  corresponding   to   relative 
number  of   displaced   units  P. 

Tensile  strength  limit corresponding  to  strength  exceedence  probability  P. 

Significant  wave   height  at the  toe  of   breakwater 
Dolos  waist  ratio 

Concrete  tensile  strength 
Strength  exceedence  probability and  relative  number of  displaced  units 

5 10 15 
H'mo(m) 

Fig. 6.       Dolos design diagram (one shank cross section). 
Input: H*mo, Dolos mass, ax, P• Output: r. 
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Legend: 

•Hydraulic  stability  limit (N2=3000, cp =0.74, A =1.29) corresponding   to  relative 
number of  displaced   units  P. 

Tensile  strength   limit corresponding   to  strength   exceedence   probability  P. 
Significant wave  height at the toe of breakwater 
Dolos  waist  ratio 

Concrete tensile  strength 

Strength   exceedence   probability and  relative   number of  displaced   units 

5 10 
HL(m) 

Fig. 7.     Dolos design diagram (one shank cross section). 
Input: H^of Dolos mass, r, P. Output: a?. 
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The design diagrams have been checked against observed behaviour of pro- 
totype Dolos breakwaters and good agreement was found, cf. Table 3. 

Table 3.   Prediction of damage of some Dolos breakwaters. 

Crescent 
City 
USA 

Richards 
Bay 
SA 

Sines 

POR 

H.{m) 10.7 W 5« 9(3) 

slope 1:4 1:2 1:1.5 

Dolos mass (ton) 

Waist ratio 

Dolos packing density 

38 

0.32 

0.85 

20 

0.33 

1 

42 

0.35 

0.83 

Concrete density (kg/m3) 

Elasticity (MPa) W 

Tensile strength (MPa) (4) 

2500 

40000 

1.5 

2350 

40000 

1.5 

2400 

40000 

1.5 

Reported displacement 

Reported breakage 

Reported displacement+breakage 

7.3% 

19.7% 

26.8% 4% collapse 

Predicted displacement 

Predicted breakage (5' 

3.6% 

> 10% 

0.6% 

5.7% 

3.6% 

> 10% 

(1) depth limited in front of breakwater 

(2) in front of breakwater 

(3) offshore «s in front of breakwater 

(4) estimated values including some fatigue effect 

(5) values 50 % higher than found for one shank cross section in Figs. 6 and 7 
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CHAPTER 80 

Results of Measurements on Large Model Tetrapods 
and Transfer to Prototype Units 

Burger, W.W.*); Smidt, H.-J.**); Partenscky, H.W.***) 
University of Hannover, SFB 205, Franzius-Institut, 

Hannover, Germany 

Abstract 

This paper intends to present results of the research work on structural 
stability of tetrapods done at the University of Hannover. The results are brought in 
accordance with interpretations from the hydraulic tests made in the large wave 
flume and prototype realisations. The analysis of the data are supposed to bring a 
clarification of the similitude problems related to the transfer of the measured impact 
strains to prototype conditions. 

1. Introduction 

Some breakwater failures, mainly caused by the breakage of armour units, 
have led to world wide activities in this field. Within an extensive basic research 
program on structural stability, performed at the University of Hannover, a number 
of hydraulic and dry tests were undertaken to simulate the most relevant loads on 
tetrapods. The main objective of these investigations is to develop one guidance for 
the design of unreinforced armour units with respect to their structural integrity. 

Even if the fracture mechanism of concrete armour units in breakwaters are 
complex, several aspects are now known, like direct loads from wave action on 
tetrapods, possible displacement of tetrapod elements, strain due to movement 
(rocking and displacement) of tetrapod elements, relation wave height/degree of 
rocking, impact characteristics etc.. 

2. Description of the Research Program 

The investigations on the structural behaviour of concrete armour units 
constitutes a part of an extensive basic research program on rubble mound 
breakwaters conducted at the University of Hannover and supported by the German 
Research Council (DFG) within the scope of the "Sonderforschungsbereich 205" 
(SFB 205). 

) Dipl.-Ing., formerly Research Engineer at Franzius-Institut 
)        Dipl.-Ing., formerly graduate student at Franzius-Institut 

)      Prof. Dr.-Ing. Dr. phys., formerly Director of Franzius-Institut 
*** 
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Aside from the hydraulic test within the research program on structural 
behaviour of concrete armour units, a number of dry tests like static tests, pendulum 
tests, drop tests on model units as well on prototype units were performed 
(BURGER etal, 1990). 

The main purpose of the hydraulic tests with respect to structural stability of 
the units was to determine the actual response of the units in a breakwater 
environment as a function of the incident waves and of the location of the units on 
the slope. 

The results of the aforementioned experimental investigations, together with 
available results from basic research on impact and cyclic loading of concrete are 
intended to be used for the development of design criteria for the structural stability 
of the units. 

3. Description of the Breakwater Model and the Instrumented Units 

The hydraulic tests described in the paper were conducted on a tetrapod 
armoured breakwater in the Large Wave Channel (GWK) (320.0 m * 7.0 m * 5.0 m) 
using 50 kg armour units and maximum wave heights up to 2.20 m. The 
instrumented tetrapods used in the hydraulic tests had a reduced cross-section in 
order to measure the wave-induced static loads, quasi-static loads and also dynamic 
loads. Fig. 1 shows the cross-section of the model investigated in the Large Wave 
Channel, Hannover. 

SWL 
riO.OO 

Cover layer: 
Tetrapods 50 kq  -— 
3 instrumentea units 

Wave gauges 
2+ 1.30 

•  Pore pressure cells 
° Soil pressure cells 

Filter layer 
0.5-5.0 kg- 

• o • 0 • o 

Sand 
v-4.50 

Fig. 1:    Cross-section in the Large Wave Channel (GWK) 
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4. Testing and Recording Procedures for the Hydraulic Tests 

The forces acting on a unit show a large variability based on the units location 
and the wave climate. To cover up all those variabilities, the instrumented tetrapods 
were placed at critical locations on the breakwater and the tests were performed with 
both regular and irregular waves, started with low wave conditions and increased in 
steps of 0.10 - 0.20 m until a significant unit movement was observed. After every 
test series, the cover layer was completely removed and reconstructed. 

The measured data were recorded at a sampling frequency of 400 Hz and at 
the same time also registered at a sampling frequency of 11000 Hz by a Video Pulse 
Code Modulator (Video PCM). 

Since the quasi-static and the dynamic load could not be measured separately, 
the recorded load signal should be splitted into a quasi-static and a dynamic part by a 
computer program developed for this purpose. (BURGER et al.,1990) 

5. Results from hydraulic tests 

In a reliable design of concrete armour units with respect to their mechanical 
strength all loads and environmental impacts should be required (BURGER et 
al.,1989). The most relevant loads, however, are induced by the combined action of 
waves and the weight of the units. That means the breakage of the single breakwater 
units is strongly connected with the hydraulic stability of the whole armour layer. 

Displacement 

The wave load on the breakwater resulted in rocking, displacement and strain 
in the tetrapods as the cover layer. Before and after every test, photographs were 
taken in order to determine the changes which occur in the whole armour layer and 
the instrumented units. After the development of the pictures, an enlarged positive 
and negative mask with the size of 0.18 * 0.24 [m] was made. 

For each test, the picture of the initial position of the test (positive mask) was 
superimposed with the picture of the final position of the same test (negative mask) 
and against a source of light, the changes of the position of the armour units could 
be seen. On a transparent sheet, a line starting from the initial position to the final 
position of the moved unit could be drawn. 

Because of the model scale in the large wave channel the evaluation could be 
done very exactly. Due to the limitation of the tip of the isograph used for drawing 
only the differences of congruence which were smaller than 0.25 [mm] has to be 
neglected. Taking into account the transfer to different prototype units, for a 25 t 
tetrapod, this limitation is already equivalent to 0.07 [m]. The movements shown in 
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Table 1 are not theoretical values, but were measured from superposed photographs. 
This points to the importance of large scales also for hydraulic stability tests. 

Movement W[t] Scale Movement of the unit 

on the mask _ 3.5:1 [mm] 0.25 1.00 2.50 5.00 7.50 15.00 

in the model 

in prototype 

in prototype 

in prototype 

in prototype 

0.05 

17.5 

25.6 

36.5 

50.0 

1:1 

1:7 

1:8 

1:9 

1:10 

[m] 

[m] 

[m] 

[m] 

[m] 

0.01 

0.06 

0.07 

0.08 

0.09 

0.03 

0.24 

0.28 

0.31 

0.35 

0.09 

0.61 

0.69 

0.78 

0.87 

0.17 

1.21 

1.38 

1.56 

1.73 

0.26 

1.82 

2.08 

2.34 

2.60 

0.52 

3.63 

4.15 

4.67 

5.19 

Table 1:    Movement of Model Units Compared to Prototype Units 

Table 2 shows the movements of the tetrapods for a significant wave height of 
H$ = 0.70 [m] and a peak period of Tp = 4.5 [s]. 

In this test more than 14 % of the units in an area 0.75 * HJJ (design wave 
height) above SWL moved about 0.09 [m]. Transferring these results e.g. to a 25 t 
tetrapod, it could be expected that, for the equivalent wave parameter, 14 % of the 
units move about 0.70 [m]. 

Hydraulic Test 04118801 

JONSWAP-Spectrum 

Wave Height Hs = 0.70 [m] 

Peak Period Tp = 4.5 [s] 

Movement of the 50kg unit [m] 0.01 0.03 0.09 0.17 0.26 0.52 

Number of units (total 84) 21 34 12 8 4 1 

Percentage 25.0 40.5 14.3 9.5 4.8 1.2 

Movement of a 25 t unit [m] 0.07 0.28 0.69 1.38 2.08 4.15 

Table 2:    Movement of 50 kg Tetrapods and Comparison to 25 t Units 



LARGE MODEL TETRAPODS 1071 

Displacement and strain 

The afore-mentioned displacement caused impact loading and strain in the legs 
of the displaced tetrapod itself (direct impact) or in the neighbour tetrapod (indirect 
impact). If the length of displacement and the dynamic strain are known it can be 
expected to find a relationship between these two values. A certain displacement 
could cause a certain strain like it was found in the drop test (BURGER et al., 
1989). 

The correlation between drop height and strain found in the drop tests cannot 
be transferred to the hydraulic test. There are many reasons. Two of them are: 

• The distance measured from the overlaid pictures is the distance of the 
tetrapod before and after the whole hydraulic test. It cannot be proved if the 
tetrapod was displaced only ones or in more than one step. 

• In a dry test the boundary conditions can be clearly defined. In the hydraulic 
tests the tetrapods are random placed and the impact points cannot be 
distinguished during and after the test. 

Strain 

For the irregular wave tests, however, it is necessary to analyse the correlation 
between the single wave and the induced load. For the tests with more than one 
thousand waves the interaction between wave parameter and resulting load has to be 
described individually; i.e. separately for each wave. 

Position 5 

Fig. 2:    Positions of the instrumented tetrapods (BURGER et al. 1990) 
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From the analysis of the data related to the location of the instrumented 
tetrapods, the highest wave-induced strain within the tetrapods generally occur at 
and slightly above the still water level (BURGER et al., 1989). For this the signals of 
the instrumented tetrapods in position 1 and position 7 (see Fig. 2) are evaluated. 

Fig. 3 a) shows values from all the tests with tetrapods in a stable position. For 
a stable position the strain increases linearly with increasing wave heights. 

0.50 1.00 1.50 2.00 

Wave Height [m] 

0.50 1.00 1.50 2.00 

Wave Height [m] 

Fig. 3    Quasi-Static Strain induced in a 50 kg Tetrapod 

a) in a stable position b) in an unstable position 

In Fig. 3b), all tests with tetrapods in an unstable position are combined and 
more than 28,000 values are plotted. It could be seen, that due to the large scatter of 
the data, an attempt to determine a relationship between those strains and 
corresponding incident wave parameters will not be successful, particularly for large 
wave heights. A better correlation could be obtained by considering only the 
maximum strain-values. The envelope curve shows that the quasi-static strain for 
unstable position is increasing rapidly with increasing wave height. 

Breakage due to Rocking 

It is understood that fracture in large multilegged blocks is mainly caused by 
rocking motion induced by wave action (BURCHART, 1985). The porosity of 
armours of multilegged units is quite large and can reach values up to 60 %. 
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Therefore those units are able to rock between two extreme positions. This process 
due to weight and interlocking of units will be observed when the significant wave 
height exceeds a certain value. The rocking mode considered is a rotation of the unit 
to drag and acceleration forces, followed by an opposite rotation returning the unit 
to its original position. 

If the rocking distance or the angle of rotation is large, the unit will possibly 
break itself or break one of the neighbour units. This will be intensified, when the 
combined action of flow and gravity will act. 

For dynamic loads, a distinction cannot be made between units in an unstable 
position and units in a stable position because the measured strain could result either 
from the unstable unit or from the unstable neighbour unit hitting the stable unit. 
Even though, the strain is increasing rapidly with increasing wave height, but will not 
reach higher values after a certain wave height. 

BONZEL (1986) gives reference values for bending tensile strain for critical 
load of concrete. After BONZEL strain will be already critical when the bending 
tensile stress will reach values between 65 and 90 % of the maximum stress C7max. 
Breakage will be expected when the stress amax will be exceeded and the strain 
emax w''l reach values higher than 0.30 °/oo. 

The values after BONZEL (1986) are shown in Table 3. 

Bending Tensile Stress Tensile Strain [%] 

critical (65 -90% of amax) £crit     =        0.05-0.15 

maximum ( amax ) %max =         0.10-0.30 

> cmax (breakage) sobr    =        0.30 - 0.60 

Table 3:     Reference Values for unreinforced concrete after BONZEL (1986) 

In some tests the measured strains in the 50 kg tetrapods are higher than 
0.10 [%o], but are not plotted in Fig. 4. For those values the maximum stress 
°maxls reached (Table 4). 
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Wave Height 

Hs[m] 

TP 

[s] 

Test max ejyn 

[%o] 

Values after BONZEL (1986) 

0,05-0,15     0,10-0,30      0,30-0,60 

0.90 4.5 21118801 0.15 eomax 

1.00 4.5 11118801 0.12 8omax 

1.10 6.0 24118804 0.17 somax 

Table 4:     Maximum Strain measured in the Hydraulic Tests 

[°/oo] 

w 0.10 
c 

CO 

0.08 

0.06 

0.04 

0.02 ^-^ it   " 

.-.•f*.''>:f-h-'.'r<n-' ' 

1.00 1.50 2.00 

Wave Height [m] 

Fig. 4:    Measured Dynamic Strain in a 50 kg Tetrapod 
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For dynamic strain especially the maximum values are most important. It was 
proved that the measured maximum dynamic strain values e^yn in the hydraulic tests 
follow the distribution by GUMBEL. With increasing significant wave heights H§ 
also the possibility of occurrences of certain strain will increase. The extreme values 
of dynamic strain induced in a 50 kg tetrapod by waves of different significant wave 
heights plotted on GUMBEL paper is shown in Fig. 5. 

O0.12 - 
o 

UJ 

c 
> 1.00 m — CO u-ua - Hb 

CO 

H" . nan 
I 
I 

Ckrit- 
Hs •   U.I u ni 

0 03 - 

0.00 - 

0.1  1.0    6   10 95 99.8   99.9 

Probability [%] 

Fig. 5:   GUMBEL Distribution for Extreme Values of Dynamic Strain in a 50 kg 
Tetrapod 

The purpose is to find the possibility of occurrence from high strain values 
which could be higher than the strain for the concrete which will cause breakage of 
the unit. 

Because of effects of other mechanisms not included the results of the 
probabilistic calculations must be regarded as still preliminary. The failure probability 
of the breakwater due to fracture of armour units as a consequence of production, 
placing procedures and so on has to be added. Those probabilities has to be based on 
engineering judgement. 
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Fig. 6 shows the preliminary design diagram. For the calculation of the weight 
of the armour unit the well known HUDSON formula is applied. 

12.0 8.0 4.0 

Wave height Hg [m] 

0.1 0.2 0.3 0.4 

Strain e [°/oo] 

Fig. 6:   Expected Strain for a Probability of 95 % and different KQ-Values 

The design diagram combines the hydraulic stability with the structural 
stability. From the GUMBEL distribution for different sizes of tetrapods the 
calculated strain for a possibility of 95 % is plotted for these tested Krj-values. It is 
shown, that with higher Rrj-values and higher waves the strain in the calculated unit 
will reach values higher than s = 0.3 %o when breakage is expected. 

Even if the design diagram is preliminary it can be concluded that the 
tetrapods with a certain weight are structural instable for those conditions built in the 
large tests. 
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6. Perspectives 

The design procedure with respect to the structural stability of tetrapods has 
to be continued with an extensive study of concrete literature. Based on the 
experimental results and the results of the literature study the final design diagram 
will be presented. 
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CHAPTER 81 

The Movement of Submerged Bodies by Breaking Waves 

M.J. Cooker 1    k   D.H. Peregrine 2 

Abstract 

This paper describes a mathematical model of the large but 
short-lived forces exerted on submerged solid bodies by a wave 
impacting on a plane impermeable surface nearby. We consider the 
forces on a hemispherical boulder situated close to a wave impact on 
(i) a vertical wall and (ii) a steep slope. We show that for 
certain positions of the body and for a sufficiently strong wave 
impact the impulsive force on the body can be much greater than 
either the flow drag or the weight of the boulder. For a body which 
is free to move under the wave impulse we compute the body's initial 
velocity. 

Introduction 

This paper describes recent work on the mathematical modelling 
of the large sudden forces exerted on submerged bodies by breaking 
waves. See figure 1. When a wave breaks against a wall the peak 
pressure at a point in the fluid can be ten times greater than 
hydrostatic, and the pressure can rise and fall in milliseconds. 
Richert (1968) measured high pressures on both walls and slopes. 
Nagai (I960) reports measurements in which the maximum peak pressure 
occurs at the bottom of the wall; this may have occurred because the 
bed was exposed before impact. 

Cooker and Peregrine (1990a,1992) have shown theoretically that 
when a wave breaks against a vertical wall the peak fluid pressure 
can be significant all the way down the wall and along the bed. 
Grilli et al (1992) have measured impulsive wave impact pressures 
along the bed in front of a vertical wall. The theory and measure- 
ments show that for a given wave impact the peak pressure decreases 
along the bed with increasing distance from the wall. Suppose a 
small boulder lies on the bed. During the short time of wave impact 
the boulder experiences high pressure on the side near the wall and 

1 Research Associate, 2 Professor of Applied Mathematics, 
Dept. of Mathematics, University of Bristol, Bristol BS8 1TW, UK. 
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FIGURE 1: Sketch of a wave impact on a wall with a body on the bed. 

lower pressure on the side away from the wall. This impulsive fluid 
pressure must be treated differently to hydrostatic pressure: in 
order to find the net impulsive load on the body we must carry out 
calculations similar to those for finding added mass. 

In this work it is more convenient to work with the pressure 
impulse  than the peak pressure. The pressure impulse, P(x), at the 

point x due to a wave impact which begins at time tb and ends at 

time ta, is defined to be the time-integral of the pressure p(x,t): 

P(x) p(x,t) dt. (1) 

For an incompressible liquid P satisfies Laplace's Equation (Lamb, 
1932, §11). We expect the highest impact pressures to be generated 
when the fluid contains few air bubbles and so the water may be 
treated as incompressible. P is useful for finding the velocity 
after impact, ua, from the velocity before impact, Ub : 

ua(x) = ub(x) — I VP(x) (2) 

where p   is the water density, and the flows ub can contain 
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vorticity. The peak pressure pPk(x) is connected to the pressure 

impulse by the approximate relation 

ppk(x) = 2P(x)/At   ' (3) 

where the impact duration At = ta — tb must be chosen appropriately. 
The observed decrease in peak pressure with distance along the 

bed in front of a wall which is undergoing wave impact, corresponds 
to a decrease in the pressure impulse along the bed. In general, 
where the water contains a gradient of pressure impulse it can exert 
an impulse on a solid body. We show below that the impulse on the 
body is directly proportional to the product of the volume of the 
body and the size of the pressure impulse gradient. The direction 
of the net impulse can be quite different to the direction of the 
pressure impulse gradient. The size of the impulse on the body also 
depends on its shape, and whether it is fixed or free to move. 

The calculation of the impulsive force on a body has two stages. 
First the pressure impulse Pi is calculated from a boundary-value 
problem (b.v.p.) appropriate to the shape and speed of the impacting 
wave at the instant it meets, for example, a vertical wall. A point 
X is chosen at which we will place a small body and there we find 

the pressure impulse gradient G = VPi. In the second stage we solve 

a second b.v.p. for P2, which is the pressure impulse close to the 
body and which accounts for the disturbance to Pi caused by the 
presence of the body. Finally the net impulse is found from an 
integral of P2 over the surface of the body. If the body is free to 
move we can also find its initial velocity. 

The analysis can be used to find the force on a body in front of 
a vertical wall (see Cooker and Peregrine,1992) or a steep slope. 
The measurements of Richert (1968) show that when a slope is 
subjected to wave impact significant pressure impulse gradients can 
occur. The impulsive forces estimated in this paper can be briefly 
much greater than the forces of flow drag or body weight. This work 
may explain the movement of large blocks seaward  away from steeply 

sloping and vertical sea defences, when these same blocks are un- 
moved by the drag from the water motion of waves. 

2. Pressure Impulse: A comparison with experiment. 

Figure 2(a) is a sketch of a wave impact on a plane vertical 
wall. The peak pressures are greatest when the incident wave crest 
is parallel to the wall at the instant of impact, so the flow may be 
modelled in a two-dimensional plane perpendicular to the shore. The 
idealized boundary-value problem (b.v.p.) for the pressure impulse, 
P, is shown in figure 2(b). The total height of water is H and for 
simplicity we suppose the wave face impacts the wall between y = 0 
and y = -//H, where fi must be chosen between 0 and 1. The component 
of water velocity normal to the wall before impact is supposed the 
same at all points and denoted U0. The bed and wall are impermeable. 
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FIGURE 2(a): Sketch of the wave before impact on a vertical wall. 
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FIGURE 2(b): Boundary-value problem for pressure impulse P±. 
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FIGURE 3(a): Comparisons of measured pressure impulse with theory, 
for impact as in figure 2. /t = •$• , U0 = lm/s H = 0.1m . 
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FIGURE 3(b): As fig. 3(a). fi = f, U0 = lm/s, H = 0.1m. The disagree- 

ment may be due to the impact being more prolonged and less intense 
than in fig. 3(a): peak pressures are only 7- of those in fig. 3(a). 
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The b.v.p is solved by Cooker and Peregrine (1990a) and we 
compare this earlier result with the measurements of Hattori (1992). 
The values of fi, H, U0 are estimated from high-speed video images: 
\i =0.53, H =0.1m, and U0 = lm/s. Figure 3 shows two comparisons 
between the theory (with parameters chosen from the video) and the 
pressure measurements of Hattori. The close agreement of figure 
3(a) occurs for a wave impact of short duration with a very high 
maximum peak pressure of 525gf/cm2. The disagreement in figure 3(b) 
is interesting because it shows the pressure impulse with a maximum 
near the bed, indicating that P (and its gradient) may be signifi- 
cant along the bed. Also this second comparison corresponds to a 
low impact pressure maximum measured to be 70gf/cm2, so pressure 
impulse theory may be inappropriate for this less sudden impact. 
Further note that the values of pressure impulse in figure 3(a) and 
figure 3(b) are similar even though the maximum peak peak pressures 
differ by a factor of 7. This accords with the repeated wave 
experiments of Bagnold (1939) who observed the constancy of pressure 
impulse compared with the very wide variation of the peak pressures. 

3. The Impulse on a Hemispherical Boulder: Vertical Wall. 

Figure 4 shows the distribution of pressure impulse on the wall 
and along the bed for the solution Pi of the b.v.p. presented in 
figure 2(b). On the bed, the gradient of Pt, denoted G,is directed 

along the bed.  |G| takes its greatest value of O.ll^Uo at x = xm = 

0.48H, where x = 0 is at the wall. We now place a boulder in the 
shape of a hemisphere on the bed at x = xm, so that it can 
experience the greatest gradient of pressure impulse. Locally we 
can model the variation of Pi by a linear approximation: 

Pt = P0 - G(x - xm) (4) 

where P0 and G are the positive constants P0 = Pi (x=xm,y=-H) and 

G = \-n- (x=xm,y=-H) |.  We now compute the effect on Pi due to the 

presence of the boulder. P2 is the pressure impulse on and near the 
boulder. Let r,9,j> be spherical polar coordinates centred on the 
hemisphere, where 0 is the angle subtended by the field point and 
the x-axis, at the centre of the hemisphere. P2 is harmonic and 
must match the variation of Pi, given by equation (4) (expressed in 
polar coordinates), at large distance from the boulder: i.e. 

P2(x) —> Pt(x) = P0 - G r cos 6   as Ixl = r —> oo.  (5) 

On the boulder, r = a, we have the second boundary condition for P2: 

d?2 =   -p\  cos 6 (6) 
W 

where V is the as yet unknown velocity component along the x-axis 
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FIGURE 4(a):    The variation of 

pressure impulse up the wall for 

the wave impact illustrated in 

figure 2. \i = £. 

Pressure Impulse / (j>l£H) 
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FIGURE 4(b): As figure 4(a). The pressure impulse on the bed for 
several values of /i. At points where d?/<h is large the fluid can 
exert an impulsive load on a body. 
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acquired by the body due to the fluid impulse. Cooker and Peregrine 
(1992) show that the impulse on the hemisphere is 

I = its3  ff 3G - p\ }  . (7) 

For a free boulder we may equate the impulse I with momentum gained 
by the body: if pb is the boulder's uniform density then the initial 
speed of unconstrained motion is 

u _   3G ^ 

2/9b + p 

If the body is fixed then V = 0 in equation (7).  If the body is 
free then equations (7) and (8) give 

I = -Jxa3 I  3G^b  } . (9) 
2/9b + p 

Equation (3) suggests that the peak force is related to the impulse: 

F = 2I/At. (10) 

EXAMPLE.  Let H = 2m , U0 = V(gH) = 4.4m/s, and p  =   1035kg/m3, 
ph  = 2.7/9. For impact on a vertical wall, with fi = i ,  the position 
of maximum pressure impulse gradient is xm = 0.48H = 1.2m from the 
wall. G =0.1pVo  =0.44/9 =460 Ns/m. Let the impact time At =0.01s. 

From equation (8)     V = 0.21 m/s and is the same for any 
hemisphere radius a. 

From equation (9)     I = 1.21 a3 kNs. 
From equation (10)    F = 240 a3 kN. 
We estimate the flow drag, D, from that for a sphere for 

Reynold's numbers between 104 and 106 with a drag coefficient Cd = i 

and a typical flow speed of U0 (Batchelor, 1973, p341). 

D = fCd(^a
2)A2 (11) 

D = 7.9 a2 kN. 

Finally the dry weight V = fra3 /?bg (12) 

Hence W = 57 a3 kN. 

The following table compares the forces for several hemispheres 
of different radius, a, all much less than the local depth H. 

a (m)      F (N)      D (N)      V (N) 

0.05 30 19.7 7.2 
0.1 240 79 57 
0.2 1930 320 460 
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The impulsive force F is directed away from the wall and the drag D 
is directed toward the wall, at the instant of impact. In each case 
the impulsive force F is much greater than either the drag, D, or 
the dry weight, W. Also D is directly proportional to the cross- 
sectional area of the body, whereas F is directly proportional to 
its volume. So for larger bodies we expect the impulsive force to 
be even more important than the other forces acting. If the body is 
fixed then the impulsive force F is 197. greater than that tabulated. 

4. The Impulse on a Hemispherical Boulder: Steep Slope. 

The effect of water impact is directly dependent on the inertia 
of the water, and during the short time of high impact pressures, 
gravity has no significant effect and so pressure impulse theory can 
be used for waves breaking directly onto a slope. For example figure 
5 shows the distribution of P in a quarter-plane, adapted for a 
slope by simply turning it. We can choose any line P=constant as a 
free surface (P = 0), by subtracting the constant from the solution. 

It is inadvisable to rely on pressure impulse theory near the 
impact region since the motion there is grossly simplified. Much 
energy is given to the small amount of water in the splash (see for 
example the jet flow computed in Cooker and Peregrine, 1990b). 
However, down the slope, the pressure impulse gradients are more 
reliably estimated. Proximity to the impact region leads to 
pressure impulse gradients which are much bigger than those on the 
bed in front of a wall. 

In figure 5 the breaking wave face is modelled to strike the 
slope like a closing door which is hinged at y = -d, and has maximum 
speed U0 at y = 0. Figure 6 shows the variation on the slope of P 
and its derivative parallel to the slope. We place a hemisphere at 
y = -2d = -2m (d =lm), and we estimate U0 = V(dg) =3.13m/s. At the 
hemisphere position G = 0.065pUo. The impact time At = 0.01s. 
From equations (9,10,11,12) 

The impulsive force is F = 111 a3 kN. 
The flow drag force is D = 4.0 a2 kN. 
The weight of the body is  W = 57 a3 kN. 

The following table compares the forces for several radii, a. 

a (m)      F (N)     D (N)     W (N) 

0.05 13.9 10 7.2 
0.1 111 40 57 
0.2 890 159 460 

The impulsive force F is directed down the slope and the drag is 
directed up the slope. As a increases F becomes ever larger than 
the drag. The initial speed of each of the hemispheres is 0.09 m/s. 
The main difference between the two calculations of impulsive force 
on a body (in front of a wall and on a slope) is the value of G. 
Both F and V are directly proportional to G. 
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FIGURE 5: Contours of pressure impulse P for wave impact on a slope. 
A solution in a quarter-plane has been rotated to lie on the slope. 
By subtracting a constant from the solution a curved free surface 
can be obtained, (e.g. the bold contour shown). The impacting wave 
face is modelled as a closing door, hinged at y/d = -1, with speed 
U0 = 1 at y = 0. The contour increment is 0.005 p\J0d, with a maximum 
of 0.240 pUod on the slope at y/d = -0.4 . 
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the slope. Note that G = d?/dy acts to thrust bodies down the slope 
below the impact zone (which lies between y/d = 0 and y/d = -1. 

5. Conclusions 

The hemisphere is an idealized boulder. Cooker and Peregrine 
(1992) discuss the impulsive force on a hemi-ellipsoid and they show 
that a body broadside on to an impact region receives a much larger 
impulse than a body pointing toward the impact region. 

A hemisphere which is free to move may be expected to have a 
fluid layer between its base and the bed. If the layer has a narrow 
width h(x,y) then the pressure impulse obeys a certain partial diff- 
erential equation: V.(hVP)=0. The distribution of pressure impulse 
in the layer may cause a net upthrust on the boulder. For the hemi- 
sphere, if the gap width is constant, it can be shown that the up- 
thrust is equal and opposite to the downthrust on the upper curved 
surface. So in this special case there is zero net impulse normal 
to the bed (and hence no impulsive reaction between the boulder and 
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the bed due to friction). Nevertheless the pressure impulse distri- 
bution on the base of the hemisphere causes an impulsive overturning 
moment. In general the impulsive uplift and overturning moment 
depend in a complicated way on h(x,y) and the shape of the boulder, 
and is the subject of future study. 

This work suggests that the impulsive pressure field created 
inside a wave when it impacts a solid surface may be large enough to 
move nearby bodies, such as armour units, and may explain some of 
the damage to the Sines breakwater which had a wall at its crest 
(see Baird et al, 1980). For a wave impact which is sufficiently 
high-speed and short-lived the impulsive loads on a hemisphere can 
be much greater than the flow drag or the weight of the body. 
Further, the impulse increases with the volume of the body, whereas 
the drag increases with its cross-sectional area. So we expect 
impulsive loading to be most important for the biggest boulders. 
The impulse is greater for a fixed body than one free to move (19% 
greater for a hemisphere). 

The theory must be modified for a body which is so large that it 
alters the incident wave flow. Here a b.v.p in a domain containing 
both the wave and the boulder must be solved with modified boundary 
conditions. Despite the increased complexity we still expect the 
impulsive forces to be significant compared with the other types of 
load. 

The solution for a body on a slope shows that a boulder can be 
thrust seawards down the beach if it is below the impact zone. 
Inside the impact zone the predicted pressure impulse gradients 
suggest they would force a body up the slope, but here we can be 
less certain of the applicability of pressure impulse theory. 
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CHAPTER 82 

PLEA FOR THE PLACEMENT OF ARMOUR BLOCKS IN 
ORDERLY PATTERNS 

Fernando Vasco Costa, F. ASCE (1) 

Abstract 

Just by placing hollow blocks in orderly patterns, all in 
the same direction and well interlocked among themselves, 
not only will their resistance against localized wave 
actions be greatly increased, but their resistance will 
vary little from one block to another. Furthermore, the 
risks of their breakage due to "rocking motions" and of 
the rapid spreading of damage once initiated, will be 
essentially eliminated. 

To render possible the placement of blocks under the 
water surface in predetermined positions, in the presence 
of waves and currents, the blocks should be suspended 
simultaneously from three or four inclined cables. 

Introduction 

Blocks with a compact form, like quarry stones and cubic 
concrete blocks, were for a long time the only ones used 
in breakwater armours. Slender blocks, like tetrapodes 
and dolosse, came into use only after World War II. They 
were an improvement because they weighed much less and 
could be placed in steeper slopes. Hollow blocks, like 
Seabees and Diodes, were introduced quite recently, but 
primarily for use along river banks and for shore protec- 
tion. 

Different types of armour blocks should be compared, like 
alternative designs for any type of engineering 
structures, by taking into consideration the extreme high 

(1) Formerly Professor at Technical University of Lisbon, 
Consulmar, Rua Joaquim A. Aguiar, 27, 1000 Portugal. 
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actions their elements may be submitted to, the extreme 
low resistances some of the elements will not be able to 
oppose and how will the different modes and degrees of 
the failure of the elements affect the behaviour of the 
whole structure. 

For compact blocks the more damaging wave actions will 
consist of pulling forces acting normal to the armour 
surfaces; for slender blocks the more damaging wave ac- 
tions will consist of combinations of oblique forces and 
torques acting in particular orders and directions. The 
probability of occurrence of such combinations is very 
low, but it should not be ignored, especially in long 
breakwaters built in deep water. 

The placing of hollow blocks in orderly patterns is 
advocated as a way to reduce the gravity of the conse- 
quences of wave actions, of reducing the dispersion of 
the resistance of the blocks and of reducing the risk of 
the rapid spreading of damage. 

Oblique forces and torques as determing factors of the 
stability of armours of slender blocks 

Static tests of several types of armour units have been 
described by Price (1979) and by Wang and Peene (1990). 
They showed that the mean value and the dispersion of the 
resistances of slender blocks against being pulled out by 
forces acting normal to the surface of the armours is not 
as much affected by the type of block as could be ex- 
pected . 

Had the slender blocks been submitted, during testing, to 
combinations of oblique forces and torques, not only 
would the average resistance of the blocks have been 
smaller but its dispersion would have been much greater. 

Just by examining an armour of slender blocks, one can 
imagine the directions of the forces and torques that 
need to be aplied in order to disentangle a particular 
block from its neighbours (Fig. 1). Sea waves can not 
see, or plan, but they can apply, for hours and days, a 
great variety of combinations of oblique forces and o- 
blique torques. Once they succeed in removing the first 
block, neighbouring blocks, lacking the support of the 
block that left, will also start leaving the armour, one 
after the other, in a chain reaction (Vasco Costa, 1983). 
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Figure 1 - Forces plus torques  are required 
to disentangle dolosse blocks from an armour 

The probability of even well interlocked blocks being 
submitted to the right (or wrong) combinatinos of forces 
and torques that can pull them out of an armour increases 
with the duration of a storm (Lousada and Guimenez - 
- Curto, 1981), with the number of the blocks in the 
armour (Burcharth, 1983) and with the range of directions 
of the waves (Christensen et al. 1984). The deeper the 
water in front of a breakwater the wider will be the 
variety of combinations of directions from which the 
waves will be able to reach the armour. 

Tests run in narrow flumes, in which all waves come from 
the same direction, do not give an adequate picture of 
the behaviour of armours made of slender blocks. Such 
tests are conducive to the underdesign of armours of 
slender blocks. The recommendation to adopt values of the 
coefficient Kd for dolosse, in the Hudson formula, about 
10 times larger than that for rough angular quarrystones, 
was probabily based on tests run in flumes that did not 
properly represent the variety of directions of forces 
and torques to which such blocks are subjected to in 
prototype (Shore Protection Manual, 1984). 

How can a designer benefit from the advantages offered by 
blocks of slender form (the use of lighter blocks on 
steeper slopes), without incurring their disadvantages 
(wide dispersion of resistances, risk of breakage during 
"rocking motions" and the spreading of damage once in- 
itiated)? Just by placing the blocks in orderly pat- 
terns, all with the same orientation, well interlocked 
with their neighbours and without free spaces between 
them, so as to avoid "rocking motions". 

Recently a new type of armour blocks has been developed; 
it consists of hollow blocks placed in orderly paterns, 
so as to avoid "rocking motions". Examples are the COB, 
the  SEABEE,  the SHED and the DIODE.  As the porosity of 
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armours of hollow blocks is high, about twice that of 
armours of compact blocks, and well distributed, such 
armours resist heavy seas effectively. They are so stable 
that such blocks can be used in a single layer. They have 
been applied quite successfully in the protection of 
beaches and shores, where blocks can be placed above the 
water surface. 

By providing the faces of such hollow blocks with ridges 
and grooves, the resistance of the blocks against occa- 
sional localized wave actions can be greatly increased 
(Fig. 2) . 

As the blocks need to be placed in quite precise posi- 
tions below the water surface, even when the water is 
being submitted to the action of currents and waves, they 
should be suspended not just from a single cable, as is 
the current practice, but simultaneously from several 
inclined cables (Fig. 3). 

Figure 2 - Block with ridges 
and grooves on the faces in 
contact with neighbouring 
blocks 

Figure 3 - The placing of 
blocks suspended from four 
cables 



ARMOUR BLOCK PLACEMENT 1095 

Importance of the blocks placing operation 
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In model tests conducted in narrow flumes, as all the 
blocks are submitted to almost the same flow conditions, 
the interlocking does not greatly affect their resistance 
against being pulled out. In prototype structures, how- 
ever, the blocks are submitted to waves arriving from a 
great variety of directions and they can, now and then 
and here or there, exert strong localized actions on some 
of the blocks. The interlocking is then essential for 
the stability of the armour. 

Dolosse were such a success when they were first used in 
their country of origin, South Africa, that they were 
promptly adopted for the armours of several long break- 
waters built in the seventies in quite exposed locations. 
Such blocks did not behave as could be expected from the 
results of the model tests on which the design of the 
armours had been based. Because the larger a block the 
more brittle it becomes, plenty of large dolosse loosely 
placed broke during "rocking motions", even when submit- 
ted to relatively mild storms. 
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(see Table I). In 
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Table I 
Period of Oscillation of a Suspended Block 

T = 2 ir  -T TT 

Lenght of the cable (I) 9m 16m 2 5m 3 6m 49m 

Period of Oscillation(T) 6s 8s 10s 12s 14s 
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The placing operation is facilitated if the blocks have 
an octogonal form. The slanted faces will guide the 
blocks to occupy their proper position among other 
blocks; the horizontal faces will support the blocks 
weight; the vertical small faces will allow for minor 
deviations from the conventional pattern (Fig. 2). 

Armours can have a behaviour approaching that of series 
systems or parallel systems" 

The way the failure of an armour spreads once a block 
breaks or leaves the armour needs be analyzed.' Some 
armours fail like a chain, the classical example of a 
series system. As soon as its weakest link breaks, a 
chain is no longer useful. The wider the dispersion of 
the resistance of the links and the larger the number of 
links, the weaker a chain becomes. Engineers have tended, 
nevertheless, to base the design of all types of armours 
on the average resistance of the individual blocks, even 
when, as is the case with armours of slender blocks 
placed at random, their behaviour approaches that of a 
series system (Vasco Costa, 1983). 

Armours composed of compact blocks that are placed at 
random, like natural stones and concrete cubes, can be- 
come more stable after being subjected to a few mild 
storms giving occasion to adjustments in the positions of 
poorly placed blocks. If a small percentage of the blocks 
leaves the armour during a storm, up to about 5%, the 
armour can still be regarded as sufficiently safe (Shore 
Protection Manual, 1984). As the leaving of a few ele- 
ments does not imply that neighbouring blocks will also 
leave, and can even contribute to adjustments that will 
render such blocks more stable, armours of compact blocks 
can be regarded as having a behaviour approaching that of 
a parallel system (Fig. 4a). 

The situation is quite different with armours composed of 
slender blocks, like tetrapodes and dolosse. Their re- 
sistances against being removed by strong wave actions 
exerted on particular blocks depends on how effectively 
each block is entangled with its neighbouring blocks. As 
soon as one block leaves its position, its neighbours, 
lacking the support of the block that left, are likely to 
leave also, one after the other, in a chain reaction. The 
larger the number of blocks, the less stable becames an 
armour of slender blocks (Fig. 4b). 
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Figure 4 - Probability density of the failure 
of parallel and of series systems as affected 
by the number of the elements in a system. 

Some of the accidents on very long breakwaters built in 
deep water during the seventies, with armours of large 
slender blocks, were attributed to the fragility of the 
blocks. They were due, however, at least in part, to the 
fact that the behaviour of their armours approached that 
of series systems. 

The risk of the rapid spreading of the damage when a 
block occasionally breaks or leaves an armour will be 
greatly reduced in case of orderly placed and well inter- 
locked blocks. If a block, of the type represented in 
Figure 5, breaks or leaves an armour, the six neigh- 
bouring blocks will lack its support on only one of their 
faces. 
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Figure 5 - Armour with a missing block 

Side-scan sonar (SSS), already in use to detect damage 
under the water level of coastal structures, can also be 
used to guide and check the placement of blocks below the 
water surface (Kuckarski and Chauster, 1990) . 

Summary and Recommendations 

Slender blocks have the advantage, over compact blocks, 
of opposing a much greater average resistance against 
being pulled out. Unfortunatly such resistance, because 
it depends on how well each block is entangled with its 
neighbours, varies widely from one block to another. As 
the behaviour of armours of slender blocks approaches 
that of series systems, whenever a poorly placed block is 
submitted to strong localized wave actions, damage is 
likely to spread rapidly over the whole armour. 

The placement of hollow blocks in orderly patterns, with- 
out clearances between blocks, helps to avoid "rocking 
motions". If their surfaces of contact are provided with 
ridges and grooves to assure a good interlocking, the 
blocks will present a great resistance against being 
removed and such resistance will be the same to all the 
blocks. 
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The placement of blocks in precise positions below the 
water surface will require the use of cranes especially 
built for the purpose, able to suspend the blocks simul- 
taneously from three or four inclined cables, to avoid 
pendulation. 
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CHAPTER 83 

Nonlinear Wave Transformation 
Over a Submerged Permeable Breakwater 

Eric C. Cruz1, Masahiko Isobe2 and Akira Watanabe2 

Abstract 

A set of nonlinear vertically integrated equations has been derived to predict 
the transformation of waves over a submerged permeable breakwater on a one- 
dimensional topography. The square of the relative water depth is assumed to be 
of the same order as the wave height to water depth ratio and a set of second-order 
governing equations which are equivalent to the Boussinesq equations is derived. 
The equations have been applied to simulate non-breaking and breaking wave 
transformations obtained from laboratory experiments, in the latter incorporat- 
ing a model for breaking wave energy dissipation. When breaking is nonexistent 
on the breakwater, the wave height as well as the wave profile is well predicted. 
However, the disintegrating character of the transmitted waves is weakly pre- 
dicted. For breaking transformation, the wave profiles are predicted well prior to 
the lee of the breakwater where disintegration occurs. 

1     Introduction 

In recent years, submerged permeable breakwaters have been constructed in 
coastal zones to provide protection against wave attack. This type of breakwater 
has become popular mainly because of its advantages on aesthetic and environ- 
mental considerations. Submergence below the water surface and the porosity 
of the breakwater cause part of the incident wave energy to pass through the 
structure. Although the structure allows a level of wave transmission into the 
protected zone, it dissipates wave energy considerable enough to protect a beach 
from erosion by generating turbulence in the porous medium and causing the 
waves to break over the structure. 

'Graduate Student, Department of Civil Engineering, University of Tokyo, Hongo 7-3-1, 
Bunkyo-ku, Tokyo 113, Japan 

2Professor, Department of Civil Engineering, University of Tokyo, ditto 
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A model describing wave transformation is an indispensable tool in coastal 
planning and design. For submerged permeable breakwaters, mathematical mod- 
els have been developed so far on the basis of the linear sinusoidal wave theory 
(Rojanakamthorn et. al., 1980). However, since the nonlinearity of waves cannot 
be neglected on the breakwater, the models must be improved to predict the 
transformation accurately. 

In this paper, a model of wave transformation that considers the nonlinearity 
of the waves, arbitrary bathymetry of the bed and nonlinear wave damping due to 
the porosity of the submerged breakwater is presented. Since the model equations 
are unsteady, they can be applied to irregular waves with suitable boundary 
conditions. 

2    Basic Equations and Boundary Conditions 

SWL ^L 
i   W 

iW   *—• 

Figure 1: Definition of variables 

The region of interest is shown in Figure 1. The depth of the free water layer 
is hx(x) and that of the porous layer is hp{x) = h0(x) - h^x). The horizontal 
and vertical components of fluid particle velocity and pressure are u, w, p in 
the water layer and u„ w„ p, in the porous layer. The subscript s refers to 
seepage quantities representing the flow within the pores only. The water surface 
displacement due to wave motion is r)(x, t). The fluid in the water layer is assumed 
inviscid and Euler's equation of motion in two dimensions are used: 

du du du 1 dp 

dt dx dz p dx 

dw dw dw 1 dp 

at ox dz p oz 

{-hi. <z<n) (1) 

{-hx <z<ri) (2) 

where p is the mass density of water and g the gravitational acceleration. 
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The flow within the porous layer is governed by Euler's equation if proper 
account is taken for the effect of the divergence and convergence of streamlines 
caused by the presence of solid particles and for the loss of momentum caused by 
laminar flow along the granular surfaces and momentum loss through turbulence 
within the pores. The first effect is that of the virtual mass and the second is 
that of friction between the fluid and the grains. For steady flow in large granular 
medium, the drop in piezometric head results from laminar viscous resistance for 
low-velocity flow and a turbulent friction resistance for the high-velocity regime: 

--V(p. + 7z)= •^-«r, + -TLe2|tT.|«, (3) 

where «., = (us,ws),V = (d/dx,d/dz),,y the unit weight of water, v the kine- 
matic viscosity of water, Kv the intrinsic permeability, Cf a turbulent friction 
coefficient and e the porosity. The constant Kr (dimension: length2) and the 
coefficient C; are determined from laboratory tests under standard conditions. 
The investigations of Shuto and Hashimoto (1970) showed that the resistance 
characteristics of steady and oscillatory flows do not significantly differ so that 
Eq.(3) can be applied to wave motion, which is under consideration here. The 
equations of unsteady motion for the porous layer (—h0 < z < —hi) therefore 
become 

(du, dus dus\ ldp,      ev e2Cf       r——- 

\ at dx az J        p ox      Kp /j{     v 

(dw, dws dws\ ldps      ev e2Cf       /-——- 
Cr [-*- + U'^x~ + »'•*) =-g--pJz-~ XWS ~ 'JK?*'   '       '    [) 

The effect of the virtual mass is expressed by the inertial coefficient Cr = 1 + 
(1/e — \)CM, where CM is the added mass coefficient. 

For the incompressible fluid assumed here, the divergence of the velocity 
vector, as required by continuity, must vanish: 

du     dm .   , 
_ + _ = 0 (-),,<«<,) (6) 

^+^ = „ ,-„„<,<_.,, m 

The passage of a wave creates oscillatory motion in the two layers.   This 
motion is subjected to the following boundary conditions: 

• At the free surface, the usual dynamic and kinematic boundary conditions 
are enforced: 

p = 0 (z = ri) (8) 

drj        drj _ + u__ = w {z = v) (9) 
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• At the bottom of the porous layer, the usual kinematic condition is applied: 

ws + u,~ = 0 (z = -/»„) (10) 

• The pressure and mass flux must be continuous at the water layer-porous 
layer interface, that is, 

interface continuity of pressure: 

p = ps (z = -M (11) 

interface continuity of mass flux: 

w + u_ = e^ + u,_J {z = -h,) (12) 

Equations (1), (2), (4) to (7) govern the unsteady, incompressible fluid motion in 
the water and porous layers subject to the boundary conditions Eqs.(8) to (12). 

3    Nonlinear Equations for One-dimensional Wave Transformation on 
a Porous Bed 

3.1    Assumption 

In theory, the governing equations together with the boundary conditions can 
be solved for the primitive variables u,w,us,w,, p and p3. Since both sets of 
equations are highly nonlinear and involve r\ which is not known a priori, this 
undertaking is a tremendous, if not an impossible, task. In order to reduce the 
number of unknowns in these equations, a vertical integration of the governing 
equations is performed considering the nonlinear nature of the terms. 

Let / be a characteristic length of the wave motion and h a characteristic 
depth giving a characteristic velocity y/gK. Dimensional coordinates are nondi- 
mensionalized by I and h, velocities by \fgh, pressures by pgh and time by l/\fgK 
giving the nondimensional (primed) quantities: 

x' = x/l z'=z/h t' = t/(l/\Jg~h) (13) 

u' ~ u/\Jgh    w' = w(l/h)/\Jgh    u's = us/\Jgh    w's = ws(l/h)/\Jgh     (14) 

p' = p/pgh        p'a = Ps/pgh (15) 

Applying Eqs.(13) to (15) in the momentum equations, the following nondimen- 
sionalized equations of motion along z are obtained: 
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From equation (2), 

(h\2 (dw1       ,dw>       ,dw'\ _     dp1 

From equation (5), 

To describe waves in shallow water, the dispersion and nonlinearity should 
be taken into account. As in the case of the Boussinesq equations, the following 
assumption is made: 

u' ~ w' ~ u', ~w'a~w's~ 0(e) ~ (h/l)2 ~ <52 (18) 

3.2    First-order Approximation 

To get a first-order formulation of the governing equations, terms of order e2 

and higher in the nondimensional equations of motion are dropped from the 
corresponding dimensional counterparts invoking the assumption Eq.(18). Hence 
Eq.(16) gives the dimensional equation 

0--,-$ (.., 

Integrating from z — r\ to z = z and applying the dynamic free surface condition, 
the last equation becomes 

P = P9(r} - z) (20) 

Similarly, integrating the first-order form of Eq.(5) and invoking the interface 
continuity of pressure and Eq.(24) give 

(21) Ps = pg{ 7]- Z) 

The first-order form of •Eq.(l) reduces to 

du I dp 

~dt=~ pdx- 

and, invoking Eq.(20), becomes 

du 

1H=~ 
drj 

dx 
(22) 
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Similarly, Eq.(4) reduces to 

p dx Kp 

and, using Eq.(21), gives 

Cr~dt~ 

drj 

~9Tx- (23) 

From Eqs.(22) and (23), u and us do not depend on z (at least in the first order). 

The kinematic boundary conditions are utilized after the continuity equa- 
tions have been integrated. In the integration, Liebnitz rule is applied: 

Integrating Eq.(7) from z = — h0 to z = z, the following is obtained: 

d   fz dh0 0=^~/ u,dz + wa\z--^-ua\-ho-ws\-ho 
OX J-h„(x) ox 

From the bottom boundary condition Eq.(10), the last two terms in the right- 
hand side vanish, giving 

w,(z) = -^k(z + />«)] (24) 

Similarly, Eq.(7) is integrated from —h0 to —hi and the bottom kinematic bound- 
ary condition is invoked, giving 

w,-hl + us-hl-~ = ~Tj-[us(h0 - h^} (25) 

Eq.(6) is integrated from —hi to z resulting in 

d .  , .,        . .      / dhi 
= ~dx^Z +     '* + W^Z' ~ [W~hl + U~hl~dx 

From the interface continuity of mass flux and Eq.(25), the parenthesized term 
becomes 

w-hl + u-hi-^-=-—[eu,{h0-hi)} (26) 

Finally, this gives 

w{z)=-iL[u{z+h)] - iL[€u>ih° -hi)]        (27) 

Integration of Eq.(6) from —hi to r, gives 

dp (dr, \      (Oh 

Using the free surface kinematic boundary condition and Eq.(26) for the paren- 
thesized terms, the last equation finally yields the continuity equation: 

& = ~ik[u{ri+hi)] ~ h["Us{h° ~hi)] (28) 
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3.3    Second-order Approximation 

To get a second-order formulation of the governing equations, the results of the 
first-order equations for the vertical velocities and pressures are utilized. Ne- 
glecting terms of 0(e3) and higher in the nondimensional equations and using 
the dimensional counterparts, the following results are obtained: 

Equation (2): 
dw 1 dp 

Using Eq.(27), this becomes 

ldp 

pdz 
9- 

dt 9     pdz 

[u(z + ht)} 
dtdx dtdx 

[(eus(h0 - h^] (29) 

Integrating Eq.(29) from z to rj and applying the free surface dynamic boundary 
condition lead to 

p(z) d2  r l 
= 9in-z) -7^7  u-{(ri + hxf - {z + hx)

2} 
p        ' ''       '     dtdx 

Equation (5): 

a2 

dtdx 
[eus{h0-hi){ri-z)} 

(30) 

a dw, 

dt -g- 
1 dps      eu 

p oz      Kp 

The left-hand side is evaluated using the first-order form of w,(z), Eq.(24), re- 
sulting in 

p dz 

rj2 Cj 

= 9-dl^[C^{Z + h")]-dx- K, 
•us(z + h0) (31) 

Integrating from z to —hi and invoking the interface continuity of pressure and 
Eq.(30), the last equation becomes 

'-(*) g(rj-z) 
d2 

dtdx 
dv + h)* 

dtdi 
CrfKho-hrf-i^ + z)2} d_ 

dx 

d2 

dtdx 
ev u 

KP 2 

[eu,(h0 - h^irj + h^]- 

{{K-htf-iK + z)2} (32) 

Equations (30) and (32) highlight the effect of the vertical velocity on the 
pressure distribution. The last four terms in the last equation are due to the 
inclusion of the local vertical velocity in the second-order formulation and show 
that in oscillatory flows where this component is nontrivial, the distribution of 
pressure in both water layer and porous layer is not hydrostatic. 

Next, in consonance with the vertical integration of the equations for the 
pressures, a depth-integrated horizontal velocity U is defined in the water layer 
such that 

u(x,z,t) = U(x,t) + u*(x,z,t) (33) 
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u = — f udz (34) 

and w* is the horizontal velocity deviation along the vertical and is 0(s2). The 
velocity u can then be expanded as a power series in the parameter e, 

From Eq.(34), 

where 

u(x, z,t) = eui(x,<) + e2w2(a;, z, ^) + s3u3(x, ztt) + ... 

U = £«! + e2w2 + e3«3 + . •. 

(35) 

(36) 

Ul = 
1      n 

ii + ?7 J-hi 
uidz... 

The terms following eui in Eq.(36) are of 0(e3) and higher and may be dropped 
out giving 

U ss eu! (37) 

Returning to the governing equations with Eqs.(35) and (37), the terms on the 
left-hand side reduce to the following: 

du_dU_ 

dt ~ dt 

du     „dU 

dx dx 

+ 0(e3) + ... 

+ 0{el) + ... 

w— = 0(e3) + ... 
dx 

Substitution of these equations into Eq.(l), with the third-order and higher terms 
neglected, leads to the following: 

dU_     rjdU___\^P_ 
dt dx p dx 

(38) 

where the overbar represents an averaging over the relevant depth. With the 
pressure p dependent on z and the left-hand side of Eq.(38) expressed in terms of 
depth-averaged values, Eq.(30) for the pressure p(z) is differentiated with respect 
to x, depth-averaged evaluating all integrals, then substituted in the last equation. 
This finally gives the horizontal momentum equation in the water layer: 

dU_       dU_ __  dr]_       d3    W 

dt+    dx ~    9dx + didx2 [J 

U, in Eq.(39) defined as 

U, 

(rj + hj + d3 eU. 

dtdx2 L 2 -^(A.-AiXf + Ai)    (39) 

i    rhi 

i—r /    u> dz (40) 
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was obtained from a similar development for the porous layer. Parallel develop- 
ments for the terms on the left-hand side of Eq.(4) using Eq.(40) give, to second 
order, 

Cr' at + ' dx 
I dp, _ zv_ 

p dx      Kp 

e2C 
=\Ju2

s + •2* (41) 

Using Eq.(32) for p,(z), the right-hand side of Eq.(41) is evaluated, integrating 
all terms with overbars. This finally gives the horizontal momentum equation in 
the porous layer: 

Cr' dt + u' dx dx     dtdx2 

U 
{v + hi)' + 

+- a3 

\dx2 

'dx2 

[eU1(h0-h1)(r, + h1)} + 
a3 

dtdx2 

CrUs 
(h0 - /ii): 

e2C Ly/uf+w?u, (42) 

The momentum equations (39) and (42) and the depth-integrated continuity 
equation (28), comprise a second-order formulation of the transformation of a 
surface disturbance in a depth-varying region with a porous layer, taking into 
account the effect of vertical acceleration, finiteness of the surface displacement 
and the momentum loss in the porous layer. 

Under ordinary conditions, W, in Eq.(42) is much less than Ut. By invoking 
the assumption that H/h <C 1 and noting that the interface and impermeable 
boundaries are rigid and that the porous layer has a homogeneous makeup, the 
second-order formulation can be simplified to the following set of nonlinear equa- 
tions: 

'    S+^ + ^+^« = ° 
ehphi d3Us dU_        dU_       drj     h\ d3U 

dt +    ~dx~ + gdx~~~3dtdx2 2    dtdx2 0 

(43) 

(44) 

Cr 
dUt + udU1 

dt        ' dx +  g 
dr\     h\ d3U 

dx      2 dtdx2 

ev d2 

—~ + ehph! 
dtdx2 

0 (45) 

These equations can be applied in determining the wave field for progressive 
and oscillatory waves. Although wave motion is usually characterized by period- 
icity, this property is not a prerequisite in applying the equations since the time 
dimension has been explicitly included. Hence, these equations can be applied to 
both regular and irregular waves with suitable boundary conditions. 
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The assumption of order (h/l)2 in the nondimensionalized velocities pre- 
cludes the application of the equations in deep water. In addition, consideration 
of the nonlinearity of the boundary conditions for the free surface conforms ap- 
proximately to the region where finiteness of wave height is important. Therefore, 
the region of validity of the equation falls approximately where the cnoidal wave 
theory is valid. Lastly, the equations are applicable in a region where the only 
energy loss is through friction in the porous layer. When breaking is present, the 
additional energy dissipation must be considered. 

4    Breaking Wave Transformation 

Wave breaking usually occurs on the breakwater upslope resulting in dissipation 
of wave energy. The amount of energy dissipated by this phenomenon has been 
related to the mass flux rate across a vertical section beyond the breaking point. 
For a submerged permeable breakwater, considering that the mass flux is due to 
flow across both water and porous layers, the energy dissipated is accounted for 
by adding an energy dissipation term per unit mass, fpU in the water layer and 
JD^US in the porous layer, to the left-hand sides of Eqs.(44) and (45). 

The dissipation function ff> (dimension: time-1) for breaking on a sloping 
impermeable bed has been given by Watanabe and Dibajnia (1988). Recognizing 
the points of departure of the breaking dissipation over a submerged porous 
breakwater from that over an impermeable bed, the dissipation function was 
modified as 

fD = aDtM{}\&[IEK (46) 

where ap = 2.5, tan/?' is the effective bottom slope at the breaking point, 
h[ = hi + ehp, <p = \f]\lh'v <pr = 0.4(|f?|//ii)6, <p, = 0.5(0.57 + 5.3 tan/?')- The 
subscript b indicates values at the breaking point. \fj\ is the effective amplitude 
defined as \f\\ = 0.50(r]c — rjt) where r\c and r/( are the surface displacements of the 
crest and trough, respectively. A breaking criterion based on the experiments of 
Rojanakamthorn et. al. (1990) was used to locate the breaking point. 

5    Application and Results 

In applying Eqs.(43) to (45) within a region where structures are present, the 
waves reflected from the structure are subtracted through the offshore boundary 
by considering an appropriate boundary condition. For one dimension, this is 
expressed by 

r](x0,t + dt) = rn{x0,t + dt) + [r](x0 + C0dt,t) - r]j(x0 + C„dt,t)] (47) 

where C is the celerity, subscript / refers to a prescribed incident wave and o 
refers to the offshore location. At the onshore boundary, complete transmission 
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of the transformed wave is enforced through the radiation condition: 

= -CD — 
dx 

(48) 

where the subscript D refers to the onshore location. The velocity U is similarly 
prescribed. 

2.0' 3.01 4.01 

Figure 2: Submerged permeable breakwater 

Equation (43) to (45) have been discretized for numerical computation us- 
ing an eight-point finite-difference computational module on a staggered mesh. 
Calculation was carried out from still water conditions alternately for the ve- 
locities and rj. The equations were tested for the case of monochromatic wave 
propagation on a horizontal bottom without any porous body by comparing with 
a theoretical solution for the spatial and temporal profiles of rj. Calculation gives 
profiles that conform very well with those given by the second-order cnoidal wave 
theory. 

Laboratory experiments were performed to examine the applicability of the 
nonlinear model to predicting wave transformation over a submerged permeable 
breakwater. The set-up is given in Fig. 2. One of the gauges was located 
beyond the structure to describe the disintegrated wave. In the calculations the 
properties of the fluid and porous material were: v = 1.3 x 10_6m2/s, e — 0.44, 
Kp = 2.06 x 10-8m2, Cs = 0.428, g = 9.8m/s2 and Cr = 1.0. The porosity was 
measured directly in the laboratory and Kp and Cj are fixed by the size of the 
gravel used. 

Figures 3 and 4 show the comparison of the wave profiles at different loca- 
tions when no breaking was observed anywhere in the wave flume. In Fig. 3, the 
relative depth of submergence H/yc is 0.29 and the relative depth h/L offshore 
is 0.073. It can be seen that the weak disintegration at the breakwater lee is pre- 
dicted by the second-order equations. Using the nonlinear incident wave based 
on the experiments for the offshore boundary condition leads to a large reflection 
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0.02 

0.01 

0.02 

-0.01 

-0.01 

Station 1: OFFSHORE 
T= 2.03s    h = 0.194m    H = 0.0116m 

H/yc = 0.29      ,,'h/L = 0.073 

Station 2: 2.85m UPSLOPE 

Station 3: 3.25m CREST 1 

Station 4: 3.80m CREST 2 

Figure 3: Wave Profiles (Case 1, Non-breaking transformation) 

from the breakwater (Station 2) and a secondary peak at the first crest station. 
In Fig. 4, the water depth was reduced so that H/yc becomes large, leading to 
a strong disintegration leeward. Although the high-frequency components of the 
disintegrated wave are not reproduced, the general pattern is predicted by the 
second-order equations. 

For breaking transformation, the dissipation function is evaluated at all 
points beyond the breaking point using Eq.(46). Figure 5. shows a comparison 
of the wave profiles from calculation and experiments for a short period incident 
wave. The breaking point was located at x — 2.95m in both calculation and 
experiment. For this case, the wave height was increased so that H/yc — 0.99 and 
h/L = 0.136. It is evident that the model predicts the wave height distribution 
well. However, the second-order equations fail to yield the secondary component 
of the transmitted wave at the lee. 
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Figure 4: Wave Profiles (Case 2, Non-breaking transformation) 

6    Conclusions 

1. Basic equations of nonlinear wave transformation over a porous layer are 
derived. 

2. For non-breaking transformation on the submerged permeable breakwater, 
the equations predict the wave height and the profile well. However, the 
disintegrating characteristic of the transmitted waves is weakly predicted 
by the second-order equations. 

When Hi/yc is less than about 0.29, the agreement is good while for higher 
ratios, the agreement is not good especially at the breakwater lee. 

3. For breaking transformation, the wave profiles are predicted well prior to the 
region leeward of the breakwater where the waves disintegrate. Although 
the wave profile is not reproduced so well after breaking, the wave height 
distribution is predicted fairly well by the present model of wave breaking. 
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CHAPTER 84 

MODEL TESTING OF WAVE TRANSMISSION 
PAST LOW-CRESTED BREAKWATERS 

B. L. Davies1 and D. L. Kriebel2 

Abstract 

Small-scale model tests were conducted to assess the wave transmission 
characteristics of low-crested breakwaters. The goals of this study are to quantify 
the wave transmission characteristics of these breakwaters for various structure 
heights, water depths, and wave conditions. The tests were conducted on cross- 
sections of solid and rubble breakwater models using both regular and irregular 
waves. A new parameter, (F-Ru)/Hf, is then proposed to represent transmission 
past a breakwater for all values of breakwater freeboard. 

Introduction 

Several recent studies have considered the wave transmission characteristics 
of low-crested breakwaters in which the armor stones were small enough to be 
remolded by the incident wave action, e.g. Ahrens (1987a) and van der Meer 
(1990). For such cases, Ahrens (1987a) has proposed that the breakwater porosity 
can be characterized by the Bulk Number, which represents the number of stones 
in the breakwater cross-section. These studies then provide wave transmission data 
for breakwaters with high Bulk Numbers, in the range of 200 to 600, and 
sometimes more. 

In the United States, however, most low-crested breakwaters are not built 
with such small armor stones and Bulk Numbers in the range of 10 to 50 are most 
common. As a result, some of the recent data on wave transmission may not be 
applicable to realistic breakwater design conditions.   In the present study, wave 
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The Pennsylvania State University, P.O. Box 30, State College, Pa., 16804 

2Associate Professor, Naval Arch., Ocean and Marine Engineering Dept. 
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transmission results from physical model tests are presented for low-crested 
breakwaters with Bulk Numbers in the range of 12 to 36. The breakwaters 
considered here are so-called statically-stable homogeneous breakwaters, e.g. van 
der Meer (1991), which contain a single uniform stone size selected in the 
traditional way according to the Hudson Formula to be stable under wave attack. 

The overall objective of this study is to expand the existing database on 
wave transmission past low-crested breakwaters for conditions that would normally 
be encountered in design. Toward this goal, more than 250 small-scale physical 
model tests were carried out on two-dimensional solid and rubble breakwater cross- 
sections in the Coastal Engineering Wave Basin at the United States Naval 
Academy. This study was similar in scope to that of Seelig (1980). The primary 
goal was to investigate the parameters which affect the transmission of waves past 
the types of low-crested or reef breakwaters currently being constructed in the 
United States.   Figure 1 illustrates the variables of interest. 

Figure 1.  Reef Breakwater Definitions 

Experimental Setup 

Laboratory tests were performed in the United States Naval Academy's 
Coastal Engineering wave basin. Figure 2 shows the side view of the test setup. 
The wave basin measured 16.61 meters long, and has a piston-type wavemaker that 
can generate either regular or irregular waves. The basin was then sub-divided by 
2 plexiglass walls to form a test channel with a width of 0.61 meters. The test 
channel consisted of 3 segments. The first segment, 2.44 meters long, consisted 
of a 1:15 slope. The second segment, 4.88 meters long, was comprised of a level 
false bottom. In the final segment, 1.22 meters long, the false bottom was replaced 
by a wave absorbing gravel beach. Between the end of the channel and the back 
wall of the wave basin, there existed a 1.30 m wide space which prevented the 
ponding of water behind the breakwater test sections.   A second wave absorbing 
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Wave Absorbing 

Wave Gage     / Wave Gages Gravel Beach 
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/ 
False Bottom 

Tank Bottom 

Figure 2.   Side View of the Test Channel 

beach was placed in front of the back wall of the tank. Numerous tests were 
conducted to document the effectiveness of the wave absorption system. In all 
cases studied, the value of wave reflection did not exceed 10%. 

Capacitance wave gages were used to measure wave heights in front of and 
behind the breakwater. For the regular wave tests, three wave gages were 
generally used. Gages were placed 0.91 and 1.52 meters behind the breakwater 
and the results were averaged to yield the height of the transmitted wave, in a 
manner similar to Ahrens (1987b). The incident wave height was measured 
through the use of a single wave gage which was moved in front of the model from 
the base of the model to the top of the sloping beach. Through the movement of 
the gage, the incident and reflected wave heights were obtained from the partial 
standing wave envelope. The irregular wave tests utilized four wave gages, two 
in front of the model and two in the lee of the structure. Both pairs of these gages 
constituted a so-called Goda array, e.g. Goda and Suzuki (1976), which when 
analyzed has the capability of yielding the incident and reflected significant wave 
heights in front of and behind the breakwater at all frequencies in a random sea. 
The separation distance between these gages was 15.24 cm. The first pair of gages 
were located 76 cm in front of the breakwater while the lee pair were located 91 
cm behind the model. 

The breakwaters studied were two dimensional models, for which the 
transmission characteristics of different wave conditions and breakwater freeboards 
were of most interest. As a result, several design variables were held constant. 
The side slopes of the breakwater were built with a standard slope of 1:1.5, based 
on study of several recent reef breakwater projects in the United States. The 
weight of the armor stone was obtained through use of the Hudson (1959) equation. 
Despite the recent availability of alternate methods of sizing armor stone, the 
Hudson equation is still used to determine the size of the rock used in almost all 
current reef breakwater projects in the United States. For this model study, where 
limestone with a specific weight of 2659 kg/m3 was used, the Hudson equation 
yielded an armor stone weight of 0.18 kg and a diameter of approximately 5.1 cm, 
based on a maximum wave height of 10.2 cm in the test channel.  Following this 



1118 COASTAL ENGINEERING 1992 

analysis, the available stones were sieved and only rock that fell between the limits 
of 3.8 to 6.4 cm in diameter and 0.13 to 0.23 kg was accepted. Finally, the crest 
width was established from recommendations in the Shore Protection Manual of the 
U.S. Army Corps of Engineers (1984). The crest width used in this study was 
taken as 3 times the median stone diameter or 15.2 cm. 

One unique aspect of these tests is that this design process yielded an order 
of magnitude smaller Bulk Numbers than the previous tests of Ahrens (1987a) or 
van der Meer (1990).  Bulk Number is defined as: 

"50 

where A, is the area of the breakwater cross section and where ds0 is the median 
diameter of armor stone. The Bulk Number is therefore proportional to the number 
of stones in the cross-section. Based on the characteristics of the breakwater 
discussed above, the values of Bulk Number tested in this study ranged between 12 
and 36, depending upon the breakwater crest height. Typical values for 
breakwaters built in the U.S. range from 10 to 50, e.g. Fulford (1985), so that 
values tested were within the range of recent prototype conditions. 

Solid and rubble breakwaters were both tested during the course of this 
study. The solid models, which served as the limiting condition of zero 
permeability, were constructed of PVC to the same geometry specifications as the 
rubble structures. The crest heights tested for both types of models were 10.2, 
15.2, and 20.3 cm tested in water depths of 10.2, 15.2, and 20.3 cm of water 
above the false bottom in the test channel. This produced a 3x3 test matrix. 
However, the two extreme cases were not tested, so that a 10.2 cm breakwater was 
not tested in 20.3 cm of water and likewise, a 20.3 cm breakwater was not tested 
in 10.2 cm of water. The purpose of this investigation was to study wave 
transmission past breakwaters at or near the still water line, with freeboards of 
+5.1 cm, 0.0 cm, and -5.1 cm. 

The solid breakwater tests were conducted using regular waves only. Four 
frequencies were tested at each crest height and water depth combination. These 
frequencies were 0.55, 0.7, 0.9, and 1.1 Hz. In turn, at each of these frequencies 
four wave heights were generated. These wave heights extended up to heights 
which were close to breaking. The regular wave tests for the rubble breakwaters 
were run in exactly the same manner. The irregular wave tests were only 
conducted using the rubble models. These tests utilized the same combinations of 
crest height and water depth as did the regular wave study. With the irregular 
waves, JONSWAP spectral peak frequencies of 0.7 and 0.9 Hz were tested, and 
at each peak frequency, two significant heights were tested. 
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Results—Regular Waves 

Results for solid and rubble breakwaters subjected to regular waves are 
presented in Figures 3-6. Figures 3 and 4 illustrate the change in the wave 
transmission coefficient, K,, or Ht/H| for various wave steepness conditions, H/gT2, 
breakwater geometries, h/hs, (see Figure 1), and relative water depths, h/gT2. 
These figures illustrate the dependence of wave transmission on wave steepness and 
relative water depth. They are especially valuable in illustrating the trends 
associated with various wave steepness conditions and breakwater freeboards where 
freeboard is defined as F = hs - h. 

Breakwaters with a high water depth to structure height ratio, h/h, = 1.5, 
as shown in Figures 3a and 4a for solid and rubble breakwaters respectively, 
exhibit a trend of very high transmission for very low wave steepness, with 
diminishing values of Kt for very high steepness waves. This can be attributed to 
the fact that the breakwater, being below the still water level, allows waves of very 
low steepness to pass directly overhead with very little attenuation of the incident 
wave energy. Incident waves with very high steepness, on the other hand, are 
closer to breaking and the breakwater will succeed in "tripping" the wave, leading 
to energy dissipation. This situation is seen for both the solid and rubble 
breakwaters and Kt values are seen to approach about 0.5 for higher values of wave 
steepness. 

The next conditions considered, in Figures 3c and 4c, are for breakwaters 
with a positive freeboard, where h/hs 0.75. The trend shown for this situation is 
different from that shown above for a breakwater with a negative freeboard and 
yields very different trends for the rubble and solid breakwaters. Figure 3c shows 
the case for the solid breakwaters studied. In this case, considering that the 
structure is impermeable, no wave energy will overtop the breakwater for very low 
steepness waves so that values of Kt are equal to zero in this portion of the graph. 
As the steepness of the waves increase, the wave runup will begin to overtop the 
breakwater and nonzero values of Kt are witnessed. As the wave steepness 
continually increases, the values for the transmission coefficient seem to approach 
a value between 0.4 to 0.5. 

Rubble breakwaters, as shown in Figure 4c, illustrate a much different trend 
due to their porosity. Initially, even for very low steepness waves, there is 
transmission due to the flow through the permeable structure. The most interesting 
trend, however, is the fact that as wave steepness increases, Kt decreases, so that 
the breakwater is more effective in dissipating the energy of the steeper waves. In 
these cases, the waves are not able to run up the surface of the rubble structure to 
the same degree that they were able to run up the smooth surface of the solid 
breakwater. Thus, much less of the incident wave is able to overtop the structure, 
and instead must pass through the pores of the structure. In the process of passing 
through the structure, the higher steepness waves are not able to pass through the 
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breakwater as "cleanly" as are the low steepness waves. Within the breakwater, 
energy dissipation is likely related to the water particle velocities squared, much 
like head loss in turbulent fluid flow through pipes. Due to this, high steepness 
waves dissipate a greater percentage of their energy within the pores of the 
breakwater accounting for the downward trend in the data for steeper waves. 

The final category of breakwaters considered are those with a zero 
freeboard, whose water depth to structure height ratio is equal to one. Figures 3b 
and 4b illustrate this case for solid and rubble breakwaters respectively. The trends 
shown in these figures are once again very similar for both solid and rubble 
breakwaters. As the wave steepness parameter increases, K, seems to approach a 
limiting value of about 0.5. This limiting value appears to fit well within the trends 
established by Figures 3a, 3c, 4a, and 4c. Figures 3b and 4b also illustrate a weak 
transmission dependence upon relative water depth. For low values of relative 
water depth and low steepness waves, the transmission is greater than 0.5. As the 
steepness and relative water depth increase, however, there is less dependence upon 
relative water depth. In conclusion, Figures 3 and 4 show that values of K, depend 
heavily upon wave steepness and breakwater geometry, and to a more limited 
degree on the relative water depth parameter, h/gT2. 

In addition to wave steepness, the relative freeboard parameter, F/Hb was 
investigated as a controlling parameter for wave transmission. Figure 5 shows the 
values of K, as a function of the relative freeboard parameter for both solid and 
rubble structures. The prediction equation of van der Meer (1991) is also 
superimposed along with its corresponding 90% confidence bands. Van der 
Meer's equation is defined as: 

Range of validity Equation 
-2.00<F/#,<-1.13 K, = 0.80 
-1.13<F/tf,.<1.2 K, = 0.46-0.3 (F/HJ (2) 
1.2 <F/Hi<2.0 K, = 0.10, 

and was meant originally for application to random wave transmission. The 
relative freeboard parameter has been the most widely studied of all parameters 
relating to wave transmission. Goda (1969), Seelig (1980), and Ahrens (1987a, 
1987b) are just a few of the authors who correlate transmission past a breakwater 
to this parameter. 

As illustrated by the data in Figure 5, when the relative freeboard of either 
a rubble or solid structure is negative, the transmission coefficient is relatively 
high. In these cases, the incident waves are able to pass over top of the structure 
with little interaction from the structure, especially for the lower steepness waves 
(small H)) as was illustrated above in Figures 3 and 4. In some cases for the solid 
breakwaters, Kt actually reaches a value of 1 for various cases of large negative 
relative freeboard. On the other hand, when the relative freeboard of the structure 
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is positive, the transmission coefficient is relatively low in both cases. In this 
extreme, however, the solid breakwater differs greatly from the rubble breakwater 
due to the latter's porous nature. 

The solid breakwater in the positive extreme of the relative freeboard 
actually reaches a limiting value of zero since the structure only allows transmission 
once wave run up overtops the structure. The rubble breakwater, on the other 
hand, gives a minimum value of K, at a relative freeboard value of about one. As 
the relative freeboard approaches higher positive values, the trend is once again 
back toward a larger K, value due to flow through the structure. Since the highest 
value of freeboard was set at 5.1 cm, the controlling factor in these high values of 
F/Hj is the wave height. As a result, this parameter illustrates that the breakwater 
will allow significant transmission through the structure for very small waves even 
if the freeboard is much higher than the incident wave. 

Relative freeboard is a good parameter for describing the transmission past 
breakwaters with either positive or negative freeboard, but for breakwaters with 
zero freeboard, it has some disadvantages. This is illustrated in Figure 5 where 
this parameter is unable to discriminate values of K, for the cases of zero freeboard. 
For these cases, this parameter yields K, values anywhere from 0.4 to 0.8 and lacks 
any dependence on the incident wave height. Despite this drawback, it is apparent 
that the predictive equation given by van der Meer for random waves does a 
reasonable job in predicting the trends in the data for regular waves, and a majority 
of the data taken in this study falls within the error boundaries established by van 
der Meer. 

Because the relative freeboard parameter is not effective at zero values of 
freeboard, a new parameter is proposed in Figure 6 to describe the transmission 
past a reef breakwater at all values of freeboard. This new parameter, (F-Ru)/Hi; 

incorporates the potential vertical wave run up, Ru, (see Figure 1), based upon the 
Irribarren Number, £, and therefore contains an influence of wave steepness in a 
way similar to that proposed by Allsop (1983). This parameter is also similar to 
the overtopping parameter suggested by de Waal and van der Meer (1992). The 
potential wave run up used in this parameter was first proposed by Ahrens and 
McCartney (1975) in the form: 

Ru _     aE,    .     > tan6 
H{      1 + bV Kl 

where L0 is the deep water wavelength and a and b are empirical coefficients which 
have the values of a = 0.775 and b = 0.361, as proposed by Gunbak (1979). 

As can be seen by Figure 6, this parameter does a better job in representing 
the data under all conditions of freeboard. Note that transmission past solid 
breakwaters is essentially zero when (F-Ru)/Hj equals zero, as is to be expected. 
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Transmission past rubble-mound structures is then minimized when (F-Ru)/Hi is 
approximately equal to zero, that is when the potential run up just equals the crest 
height. In the case of large positive values of the parameter, somewhat larger 
transmission is indicated. In general, these larger transmission values are again 
associated with the smallest incident wave heights tested at the lowest frequencies. 

In conclusion, Figures 5 and 6 show that wave transmission does not 
significantly differ between the solid and rubble-mound structures, despite the low 
Bulk Numbers tested. Only for conditions where the breakwater crest is higher 
than the run up limit were results dramatically different, due to wave propagation 
through the porous rubble cross-section. Figure 6 illustrates that this transition will 
occur, for the conditions tested in this study, at a (F-Ru)/Hj value of approximately 
-0.4. Thus, below this value, solid breakwaters are shown to be a reasonable 
approximation of porous reef breakwaters when modelling wave transmission. In 
addition, these findings also show that the Bulk Number does not seem to be a 
primary parameter in determining wave transmission since impermeable structures 
yield similar transmission results as do extremely porous breakwaters. 

Results—Irregular Waves 

Figures 7 and 8 present results obtained for rubble-mound breakwaters 
subjected to irregular waves, along with the earlier results for regular waves. For 
irregular waves, both the incident and transmitted wave heights are defined in terms 
of the significant height, Hs. Correlations were also performed using the root- 
mean-square wave height, but these results did not agree as well with the regular 
wave data. A possible reason behind this is that the energy dissipation and head 
losses in the porous structures are better modeled by Hs. Because the significant 
wave height represents the higher incident wave heights in random waves, it is 
more representative of the waves most affected by losses within the breakwater. 

Both Figures 7 and 8 illustrate that the irregular waves tested followed the 
same trend and correlated well with the regular waves. Van der Meer's predictive 
equation for describing transmission as a function of F/H,, again predicts the trend 
well and most of the random wave results fall within the suggested error bands. 
Once again, however the new (F-Ru)/Hj parameter is better able to discriminate Kt 

values for conditions with a zero freeboard, and the minimum wave transmission 
again occurs when this parameter is approximately equal to zero. This is shown 
to be the same for regular and irregular waves. Again, as was shown in Figure 6, 
the higher transmission for extreme positive and negative values of the new 
parameter are in all cases the result of very small waves of low frequency. 
Although the number of experiments performed with random waves was limited, 
the initial results indicate that regular wave results are useful for approximating the 
transmission of random waves defined by the significant height and peak frequency. 
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Figure 7. Transmission of regular and random seas past a rubble breakwater using 
traditional freeboard parameter. 
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Conclusions 

In general, this study found that breakwater freeboard, incident wave height, 
and wave run up, as a measure of wave steepness and potential overtopping, are 
the primary parameters determining transmission past low-crested breakwaters. A 
new parameter, (F-Ru)/Hj is proposed to describe the transmission characteristics 
of these structures. This parameter is able to spread the data for zero freeboard 
conditions, unlike the commonly used F/H; parameter. In addition, solid 
breakwaters are shown to be a suitable approximation for transmission studies of 
rubble structures of values for (F-Ru)/Hj < -0.4; and, regular wave results are 
shown to be a suitable approximation of irregular waves of similar significant 
height and peak frequency. Finally, comparisons of solid impermeable breakwaters 
to very porous rubble-mound structures shows that there are observable differences 
in transmission, but that the Bulk Number does not seem to exert a large influence 
on the wave transmission characteristics. 
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CHAPTER 85 

GRAVITY DRAINAGE:   A NEW METHOD OF BEACH STABILISATION 
THROUGH DRAINAGE OF THE WATERTABLE 

Greg A. Davis1, David J. Hanslow1, Kevin Hibbert    &   Peter Nielsen 

ABSTRACT 

Beach nourishment to provide an erosion buffer and increase amenity is 
a well established coastal management option and is favoured because it is 
a relatively "soft" option with few aesthetic drawbacks. This paper describes 
how enhancement and stabilisation of the natural accretion processes may be 
achieved by a low-cost beach drainage system. The project described here 
shows that the watertable and shoreline can be lowered by a drainage 
system installed in the beachface. A prototype system was installed on Dee 
Why Beach, New South Wales, Australia in February-March 1991 and has 
been continuously discharging water until the present (November 1992). A 
number of minor storms have exposed and caused some damage to 
drainage material but the system continues to work. 

Survey data are being collected at regular intervals to show the effects 
of the drainage system on the watertable and the morphology of the beach. 
Analysis of changes in morphology in both drained and undrained segments 
of the beach shows a significantly more stable beachface in the area of the 
drained beachface. 

INTRODUCTION 

Protection of coastal assets may be provided by seawalls while on 
coastlines with longshore littoral drift, groynes may provide both protection 
and a beach amenity. However, these hard structures may be aesthetically 
displeasing and may have adverse effects on adjacent areas of the coastline. 
Beach  nourishment  is  not  perceived  to   have  these  drawbacks.   However, 

1. Coast   &   Rivers   Branch,   NSW   Public   Works   Department,   Sydney, 
Australia 
2. Department  of Civil  Engineering,  University  of Queensland,  Brisbane, 
Australia 

1129 



1130 COASTAL ENGINEERING 1992 

beach nourishment projects may have a limited life and therefore require 
further nourishment in the future. Recently a new technique of beach 
stabilisation through watertable drainage has been reported in the literature 
(eg, Parks 1989; Terchunion 1989; Bruun 1989; Ogden and Weisman 1991). 
This technique may extend the life of beach nourishment works thereby 
reducing the on-going costs. 

Beach watertable drainage is thought to enhance sand deposition on 
wave uprush while diminishing erosion on wave backwash. The net result 
is an increase in subaerial beach volume in the area of the drain. Previous 
experimental work by Chappell et al. (1978) on a natural beach involving 
localised watertable drainage concluded that ". . . the evidence from these 
experiments very strongly supports the idea that beach aggradation can be 
induced by maintaining the beach watertable at a low level". The larger 
prototype drainage/pumping installations used by Terchunion (1989) in Florida; 
and Hansen (1986), Vesterby and Parks (1988) in Denmark also strongly 
suggest that beach aggradation may be artificially induced by beach watertable 
drainage. These installations have all employed systems of buried pipes and 
electrically powered pumps. The current paper describes an alternative to this 
technology. The idea is to achieve lowering of the watertable without pumps 
by enhancing the beach's own drainage capacity or hydraulic conductivity 
through the use of strip drains (Figure 1). 

Duncan (1964) and Grant (1946, 1948) observed that beaches tend to 
erode as the tide 
falls and accrete as 
the tide rises. This is 
attributed to the 
effect of the water- 
table and its position 
relative to the off- 
shore mean water 
level. As an incoming 
tide rises above the 
beach watertable, a pro- 
portion of the wave 
run-up infiltrates the 
beachface. This results 
in a reduction in the 
backwash volume and 
net beach accretion, 
particularly in the 
upper swash zone. As the tide falls, the beach watertable lags behind the 
offshore mean water level and thus contributes outflow to the swash zone. 
This contribution aids the backwash and causes net seaward movement of 
sediment. If this argument is correct, then it is the local watertable exit point 

Watertable pumped 
up by wave uprush 

Lower watertable in the uprush 
zone means there is slightly 
more infiltration which leads to 
beach accretion 

::The drain transfers water;: 
Mrorn the upper beach face-:-: 
:-to the surf, thus lowering the;:. 
:;watertable in the uprush zone: 

Figure 1 — Effect of the strip drain 
on the watertable 
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and its movement over a tidal cycle which is important for beach accretion 
and erosion and not the overall back beach watertable. Increasing the 
drainage capacity of the beach could be expected to decrease the time lag 
between oscillations of the beach watertable and the offshore mean water 
level and lower the watertable exit point within the 
distribution of the beach. 

wave   run-up 

This paper presents data relating to the effect of the drainage system on 
the beach watertable characteristics and some preliminary observations of the 
beach morphodynamics. 

STUDY AREA 

The beach drainage system was installed in the central part of Dee Why 
Beach, which is an open coastal embayment approximately 14km north of 
Sydney's Central Business District (Figure 2). The beach faces the South East 
which is the domi- 
nant direction of 
large swell waves 
from the Tasman Sea. 
The wave climate is 
highly variable and 
only weakly seasonal 
(Trenaman and Short, 
1987). The tidal regime 
of the New South 
Wales coast is des- 
cribed by Easton 
(1970) as microtidal 
semidiurnal with a 
diurnal inequality, with 
a range up to 2m. 
Dee Why Beach 
occupies a drowned 
embayment and is 
flanked by rock head- 
lands. The beach/barr- 
ier system encloses a 
small lagoon which 
is only occasionally 
open to the ocean. 
The beach has under- 
gone recession over 
recent geological time 
(Chapman et al. 1982). 

O'TAS. 
AUSTRALIA 

Figure 2 — Location diagram 

and   this   recession   is   thought   to   be   continuing 
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Mean swash zone grain size is of the order of 0.5mm. The surf zone is 
generally characterised by rhythmic topography with crescentic or transverse 
bars and regular rip channels. The beach may range between a reflective state 
with cusps after calm periods and a more dissipative bar/trough system after 
storms (Nielsen & Hanslow, 1991). 

MATERIALS AND INSTALLATION 

The beach drainage system used in this installation incorporated an array 
of shore normal strip drains made of geotextile fabric enclosing a plastic core 
in an "egg-carton" configuration. The ends of the drains are covered with 
geotextile to prevent ingress of sand. 

This type of drain is commonly used to drain ground-water from roads, 
parks and playing fields, etc. In these applications the drains are laid vertically. 
For the beach drainage system the drains were laid horizontally below the 
sand surface so as to minimise the risk of exposure during storms or rip 
formation. They were spaced from 5 to 15m apart and occupy 160m of the 
central part of Dee Why beach. A total of 18 drains were installed by 
28 March, 1991. Drain installation was conducted during a period of spring 
low tides and small waves. A 27 tonne excavator was used to dig a series of 
4 or 5 parallel trenches in the beach, finishing the job just before low tide. The 
drainage material was then laid and the trenches filled before the tide rose 
significantly. By this method, the seaward ends of the drains were buried to a 
level varying from -0.4m to -0.7m with respect to mean sea level (MSL). 

The strip drain array was installed with the drains being parallel to one 
another and shore normal. This means that the landward ends of the drains 
have the greatest head due to elevated watertable and the seaward ends 
have the lesser head of the swash zone mean water level. Therefore, there 
is always a seaward flow potential. The location of the drains is indicated 
in Figure 3. 

WATERTABLE CHARACTERISTICS 

DATA COLLECTION 

The impact of the drainage system on the beach watertable was assessed 
using the following techniques. All levels are to Australian Height Datum 
(AHD) which is approximately MSL. 

Long-term watertable data were collected from a permanent beach well 
which housed a pressure transducer and data logging equipment. This well 
is in the drained area of the beach and located such that the sand 
elevation was approximately 3m AHD under normal conditions. 
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Short term obser- 
vations of mean 
level were ob- 
tained using arrays 
of up to 95 stilling 
wells deployed in 
the beach. Water 
level inside the 
wells correspond 
to the local water- 
table. Levels were 
determined by survey- 
ing the well tops and 
then measuring the 
depth to the water- 
table. Wells were 
also used to deter- 
mine the location 
of the shoreline in 
the drained and 
undrained sections 
of the beach. Wells 
were placed along 
a shore-normal tran- 
sect with a spacing 
of between 2 to 5m. This spacing gives an accurate definition of the exit 
point of the watertable onto the beachface, and the intersection of mean 
water surface and the beachface, or shoreline. 

The relative position of the shoreline or watertable exit point with 
respect to the run-up was determined by counting the number of waves 
running up past each of a number of beach wells or stakes marking points 
of known beach elevation. This was done over 20 minutes along drained 
and undrained transects, enabling calculation of the percentage of waves 
passing the watertable exit points on different sections of beach. 

RESULTS 

General 

Australian Height Datum 
0 = MSL 

Figure 3 — Survey date 5-9-91. Location of beach 
drains and profiles for contour analysis 

The drainage system has been deployed continuously in an open coastal 
beach for approximately 18 months. Observation of the treated intertidal beach 
shows, particularly at low tide, the marked seepage zones caused by outflow 
from the buried drains. Outflow from the drains has been observed to result 
in minor scour on very low tides. This scour appears to be limited by 
'armouring' or increased coarseness of sediment around the drain ends. During 
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periods when the beach has been relatively wide, these effects have become 
less apparent. On the rising tide, the seepage zones apparent at low tide 
give way to infiltration zones as local infiltration directly over the drains is 
evidenced by marked narrowing of the zone of watertable outflow in those 
areas, extending over a width of 3 or 4m. The drains experienced some 
damage from rip-cell formations resulting in up to 4m of the drains having 
to be cut off in the swash zone. However, subsequent accretion has since 
covered the damaged drains and all have since continued to discharge 
water. 

Watertable Data 

Figure 4 shows the response of the watertable at the permanent beach 
well before and after installation of the drains. The deep water wave height 
and tide record are also presented. This figure clearly shows that the 
placement of the drains immediately lowered the watertable and reduced 
the asymmetry of the tidal response. Table 1 shows comparison of lag times 
and rates of change of water levels deduced from analysis of months of 
watertable and tide records. 

DEE WHY BEACH 
1 MO/81-M/WSl 

s.s- UNORAIHEO BEACH FACE DRAINED BEACH FACE 

4 jV^Wwww 
*y\ /WWW 

«INSTALLED 

u- 

r 
D.S- 

1.5- 

5    0.5- A/\AAAA.A.AAAA AAAAAAA AAf 5 
g   -0.5- /liVVVV WWVVyv V v V v V V/ \ / V V 

-1- 

FIGURE 4 — Watertable record at permanent beach well and the deepwater 
wave height (Harms) and tide levels (between 20-2-91 and 2-3-91) 

Figure 5 shows a shore-parallel section of the beach in which the effect 
of a single drain in the inter-tidal zone of the beachface was monitored 
over a half tide cycle. The watertable is lowered by about 0.3m at the 
location of the drain and the effect is seen to diminish with increasing 
distance from the drain. Figure 6 compares watertable profiles in two 
morphologically  similar shore-normal transects,  one in the drained section 
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Table 1 — Relative lag time and rate of change in water level before and 
after installation of drains. 

Lag Time (hrs) 

Before Installation of Drains After installation of Drains 
Low Tide High Tide Low Tide      I     High Tide 

4.10 1.50 3.30 1.10 
Average Rate 
of Change in 
Water level 

(cm/hr) 

Falling Tide Rising Tide Falling Tide Rising Tide 

4 8 8 15 

DEE WHY BEACH 
SHORE PARALLEL SECTIONS • 6/3/91 

DEE WHY BEACH 
WELL PROFILES - 6/3/91 -1530 6ST 

6        10       20       30       40       50       60 
ALONGSHORE DISTANCE FROM DRAIN [m] 

Figure 5 — Effects of a single 
drain on the watertable at 
various times (EST) 

S    2- 

DRAINED BEACH PROFILE 

UNDRAINED BEACH PROFILE 

UNDRAINED WATERTABLE PROFILE 

DRAINED WATERTABLE PROFILE- 

I I T I 
-5 0 5 10 

DISTANCE FROM PERMANENT BEACH WELL |m) 

Figure 6 — Watertable for a typical 
drained transect and a similar 
undrained transect 

and another in the undrained section of the beach. Again, at the drain the 
watertable was lowered approximately 0.3m along the transect. 

Beachface Watertable Exit Point 

The point of emergence of the watertable onto the beachface is important 
because it influences the swash zone dynamic sediment budget which is the key 
to the success of the beach drainage technique. The comparison of the watertable 
exit point at high tide on 24 April, 1991 for the drained and undrained beach 
transects in relation to the wave run-up at the time is presented in Figure 7. 
Qn the drained transect 44% of waves transgressed the watertable exit point 
while 29% did so in the undrained section. This means that at high tide the 
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(a)   Undrained Transect (b)   Drained Transect 

WATERTABLE EXIT POINT    6 
'(1.51m AHD) z 

2 

Figure 7 — Percentage of waves transgressing the watertable exit point on 
(a) Undrained and (b) Drained transects 

watertable occurs lower within the run-up distribution on the drained section 
of the beach. 

BEACH MORPHOLOGY 

DATA COLLECTION 

Variability of the location of the beach contours was used to assess the 
effects of the drainage system on beach morphology by comparing results for 
the drained and undrained section of the beach. 

Pre-drainage beach morphology was determined using photogrammetric 
analysis of historical aerial photography. Fifteen dates of photography 
between 1961 and 1991 were analysed. Beach topography was contoured 
down to the water line using a Wild AC1 Stereo Restitution Instrument 
which plotted the position of the contours in plan view. A beach length of 
approximately 600m of the beach was contoured for each date of 
photography. 
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Post drainage beach surveys have been carried out every 10-15 days 
since drain installation. Again, the survey area comprised about 600m of 
beach centred about the drained section. Surveys were generally extended 
from the fence line (4.5m MSL) to approximately -1.5m MSL. 

DATA ANALYSIS 

Contour location data were determined for a series of parallel transects as 
shown in Figure 3. Distances from a base line to the 4m, 3m, 2m, lm and 0m 
contours were measured along 60 transects for each beach survey taken since 
drain installation and for photogrammetric surveys prior to drain installation. 
These transects were spaced 10m apart and cover the drained section of the 
beach as well as equal portions of the undrained beach to the north and 
south. Measurements of contour location for each contour were compiled into 
data matrices consisting of distances at each profile and survey date. 

BEACH STABILITY 

Variation in contour position over time was assessed by determining the 
mean and standard deviation of the contour location at each profile. 

An indication of the relative stability of different portions of the beach both 
before and after drain installation is presented in Figure 8. Here the standard 
deviation of the lm and 2m contours are presented for the photogrammetric 
(i.e. undrained) data, together with the standard deviation of the 0m, lm and 
2m contours for the survey data collected since drain installation. The standard 
deviations from the photogrammetric data set are generally higher. This is 
because a number of the photography sets used were taken specifically to 
record eroded post-storm beach (profiles 22-38) morphology. This figure also 
shows that the variance in contour position is lower in the drained section of 
the beach than the areas either side. This contrasts with the photogrammetric 
data which shows increasing variance in the 2m contour towards the north 
and rhythmic variation of the lm contour. 

PRINCIPAL COMPONENTS 

Beach morphology in the survey area since the installation of the drains 
has displayed considerable variability associated with both storm activity 
and rip current migration. For much of the time since the installation of the 
drains the beach has been characterised by rhythmic topography associated 
with rip cell formation and migration, this situation only changing during 
storms when the whole beach was cut back and assumed a more uniform 
shape. 

The results of the principal components analysis reflect this variation in 
beach morphology, showing several important components. Results are 
presented   in   Figure   9   and   Figure   10   for   the   2m   contour.   The   first 
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X 
DEE     WHY    BEACH 

T-, Y.TT.7.r.t^.c)J.^i,tV.^J,c?.I?.'?.c?.<?.,T 
•J    !D   (0    o 

•—• Beach Drain 

I I 11 Profile Lines 

"—    Contour Line 

NOTE : Date of survey 
5th September 1991 

CONTOUR   EXCURSION STANDARD DEVIATION 

Photogrammetric Data, 1961-1990 
(15 Dates) 

20        25        30        35 

PROFILE   NUMBER 

KEY : 

1m Contour 

Contour Survey Data, Feb. 1991-Feb. 1992 
(32 Surveys) 

KEY : 

0m Contour 

PROFILE   NUMBER 

Figure 8 — Contour excursion standard deviation for photogrammetric 
data and survey data 



GRAVITY DRAINAGE 1139 

EIGENVECTORS 
2 METRE CONTOUR EXCURSION 

Photogrammetric Data, 1961-1990 
(15 Dates) 
UNDRAINED 

EIGENVECTORS 
2 METRE CONTOUR EXCURSION 

Survey Data, Feb.1991-Feb.1 
(37 Surveys) 

DRAINED 

992 

30 
PROFILE    NUMBER 

30 40 
PROFILE   NUMBER 

Figure 9 — Principal Components 
of the photogrammetric data 

Figure 10 — Principal Components of 
the survey data 

component in each case reflects the onshore offshore sediment exchange 
associated with beach erosion/accretion. Subsequent components reflect the 
rhythmic topography produced by rips and seasonal longshore sediment 
exchange together with the effect of the drains. 
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Examination of the second component of survey data shows general 
stability (neither erosion nor accretion) in the region of the drains. This 
function is not found in the principal components of the photogrammetric 
survey data which appear similar to the subsequent components of the 
survey data. This component supports the contour variation analysis 
provided earlier which showed greater stability in the region of the drains 
and shows that the drains have added a significant morphological pattern to 
the beach behaviour. Principal Components 3 and 4 in the survey data and 
2, 3, 4 in the photogrammetry reflect various rip conditions which are 
probably related to different incident wave conditions. 

CONCLUSIONS 

The drainage material has been in place for approximately 18 months 
and is still performing well. There have been no operating or maintenance 
costs. Storm damage to the seaward ends of individual drains has reduced 
the efficiency of these drains but has not stopped the system from working. 
Although a general reduction in the watertable and shoreline levels 
sufficient to increase the stability of the beachface was achieved, a more 
closely spaced array of drains would be expected to increase these effects. 
In addition, a placement procedure providing a lower drainage system 
would reduce the potential for storm and rip damage without greatly 
reducing the draining capacity of the system. 

It has been demonstrated that it is possible to alter the beach watertable 
by gravity drainage. Further, lowering the watertable by the method 
described has resulted in a stabilising of the beachface morphology in the 
local area. 

If the nexus between watertable lowering and beach aggradation suggested 
by earlier researchers exists, then gravity drainage of the beachface watertable 
will prove to be a highly cost-effective means of beach stabilisation. It has the 
potential for significantly extending the life of beach nourishment programs. 
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CHAPTER 86 

Harmonic Generation and Transmission Past a 
Submerged Rectangular Obstacle 

Andrew M. Driscoll 1, Robert A. Dalrymple 2 and Stephan T. Grilli 

Abstract : Experiments were conducted in a wave flume to study the harmonic 
evolution of a normally incident linear monochromatic wave train as it propagated 
over a submerged impermeable obstacle of rectangular cross-section. The reflection 
and transmission characteristics of the system were studied and compared to a linear 
scattering model, which was found to overpredict the transmission coefficients. The 
experiment was also simulated using the fully nonlinear model by Grilli et al. (1989), 
which performed well given its inviscid potential assumptions. 

Introduction 

The scenario of a linear wave train impinging on a submerged rectangular ob- 
stacle may be considered as a simplified representation of numerous physical 
phenomena, such as wave reflection and transformation over offshore reefs, bars 
and submerged breakwaters, which occur along actual coastlines. For this rea- 
son, the situation has been studied by numerous authors in the past 30 years, 
including Takano (1960), Mei and Black (1969), Losada (1991) and Rey et al. 
(1992), with the aim of analytically predicting the reflection and transmission 
characteristics for a given incident wave condition and obstacle geometry. 

These authors have considered the problem completely in the linear con- 
text; an incident linear wave is partially reflected upon passing a submerged 
rectangular obstacle, with both transmitted and reflected energy propagating at 
the same frequency as the incident wave. 

'Arctec Offshore Corporation, Escondido, CA 92025 
2F. ASCE, Director, Center for Applied Coastal Research, University of Delaware, Newark, 

DE 19716 
3M. ASCE, Department of Ocean Engineering, University of Rhode Island, Kingston, RI 
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Such assumptions become suspect as \i (= kh) becomes small and S (= a/h) 
becomes large over the obstacle. Under these circumstances, significant harmonic 
generation may occur over the obstacle, as has been observed by Seelig (1980) 
and Rey e.t al. (1992). The wave condition found downwave of the obstacle for 
such a nonlinear situation is likely to have energy distributed not only at the 
fundamental frequency, but at a number of higher harmonic frequencies as well. 

The goals of this research are : (i) to perform a series of laboratory ex- 
periments to scrutinize the spectral transformation which occurs when a linear 
wavetrain passes over a submerged rectangular obstacle; (ii) determine the per- 
formance of the standard linear scattering theory for a situation where nonlin- 
earity is significant over the obstacle; and (iii) to evaluate the ability of the fully 
nonlinear potential model by Grilli et al. (1989) to simulate the laboratory data. 

Experimental setup 

The experiments were conducted in a precision wave flume with dimensions 30 m 
long by 0.6 m wide by 1 m deep. Repeatable wave trains were generated with a 
computer-controlled horizontal piston wavemaker, and a 1:35 impermeable slope 
at the opposite end of the tank functioned as a wave absorber. A submerged 
impermeable rectangular obstacle the width of the flume was fixed to the bottom 
of the tank 7.0 m from the wavemaker paddle. The water depth was h0 = 0.5 m, 
and the obstacle depth was hi = 0.12 m, so that the obstacle vertical aspect 
ratio is hs~L ~ 0.76. The obstacle length was 0.78 m, i.e., 1.58h0 or slightly 
more than twice its height. 

Two sets of experiments were carried out. In the first experimental set, 
a single sine wave condition (incident height Hi = 2.50 cm, period T = 1.70 s, 
with ka = 0.019) was produced on seven occasions. By moving the position of 
four wave gages prior to each run, an array of 28 gage locations was created (fig. 

1). 

The second experimental set consisted of 12 additional runs with the same 
wave height but with wave periods ranging from 0.8 s to 1.9 s. A 3-gage ar- 
ray was placed between the obstacle and the wave generator, thereby allowing 
the reflection coefficient (Kr) to be determined as a function of the incident 
wavenumber (fig. 2). Two additional gages were placed at locations downwave 
of the obstacle for redundant measurement of the transmission coefficient (Kt). 

Experimental results 

Spectral analyses of the 28 wave gage locations in the experimental data set yield 
the amplitudes of the individual harmonics, and reveal the nonlinear transfor- 
mation undergone as incident linear waves pass over the obstacle (fig. 3). It 
is seen that significant harmonic generation occurs over the obstacle, and that 
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Figure 1: Experimental setup for spectral evolution portion of experiments. 

downwave gage locations 

Figure 2: Experimental setup for reflection/transmission portion of experiments. 

spatial amplitude modulation is present downwave of the obstacle. Such down- 
wave amplitude modulations are certainly not due to reflection-induced partial 
standing waves, as reflection from the 1:35 slope is quite small (measured at less 
than 2 % at the first harmonic frequency). It must thus be concluded that the 
situation downwave of the obstacle is still quite dynamic with respect to har- 
monic evolution. 

Comparison: linear scattering model vs. experiment 

As the wave condition downwave of the obstacle has been shown to be both 
nonlinear and spatially varying, it is of interest to compare the experimentally 
measured values of Kr and Kt to those predicted analytically by a linear scatter- 
ing model such as that of Losada (1991). The comparison, given in fig. 4, shows 
that the linear model predicts Kr quite well, but consistently overpredicts Kt- 
This overprediction is presumably due to the transfer of energy to the higher 
harmonics, and also to frictional and turbulent losses. From fig. 4, it is also seen 
that the measured value of Kt varied between gage location A and gage location 
B by as much as 5 % or more. 
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Boundary element method (BEM) model 

The two-dimensional nonlinear potential model by Grilli et al. (1989,1990), 
and its most recent extensions, are used to compute wave propagation over the 
submerged obstacle. With the velocity potential being defined as (j>(x,t), the 
velocity is given by u = V</> = (u,w), and the continuity equation in the fluid 
domain fi(t) with boundary T(t), is a Laplace's equation for the potential, 

V2<j6 = 0 in Q(t) (1) 

Using the free space Green's function G(x,xi) = — ^: log | x — x\ |, equation (1) 
is transformed into a Boundary Integral Equation (BIE), 

a(z,M*») = /     [f^(*)G(*,x,) - <Kx)dG(*,X,)] dT(x) (2) 
JT(x) on on 

where x — (x, z) and x\ = (xi, zf) are position vectors for points on the boundary, 
n is the unit outward normal vector, and a(x{) is a geometric coefficient. 

On the free surface T/(i), <j> satisfies the full nonlinear kinematic and dy- 
namic boundary conditions, 

7^ = (i+u'v)r = u = v^       onr/(t) (3) 

~ = -9V + ^-^<t>-- onIV(i) (4) 
Dt •" '  2 P 

respectively, with ?', the position vector of a free surface fluid particle, g the 
acceleration due to gravity, r\ the vertical elevation of the free surface (positive 
upwards and r\ = 0 at the undisturbed free surface), pa the pressure at the 
surface, and p the fluid density. 

No-flow conditions are prescribed along solid boundaries, and, in the present 
applications, cnoidal waves are generated on the boundary Tri(t) by specifying 
a piston wavemaker motion, as in laboratory experiments (see Grilli & Svendsen 
1990, for detail). 

The time integration : The time stepping, follows the Eulerian-Lagrangian 
approach used by Dold & Peregrine 1984. It consists of integrating free surface 
conditions (3) and (4) at time t, to establish both the new position of the free 
surface Tf{t), and the boundary conditions at time t + At (At denotes a small 
time step increment). Second-order Taylor expansions are expressed in terms 
of At and of the Lagrangian time derivative (as defined in (3)), for both the 
position r(t) and the potential <j)(t) on the free surface. Coefficients in the series 
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are calculated by solving two Laplace problems—for <j> and -£—at each time 
step (see detail in Grilli, et al. 1989). 

Numerical implementation : The BIE (2), equivalent to Laplace problems 
(1) for (j>, and the equivalent BIE problem for |j are solved by a higher-order 
BEM, using a set of collocation nodes on the boundary, and elements to inter- 
polate between collocation nodes. Quasi-spline elements are used on the free 
surface, and isoparametric quadratic elements elsewhere. Each integral in (2) is 
transformed into a sum of integrals over each boundary element. Non-singular 
integrals are calculated by standard Gauss quadrature rules. A kernel transfor- 
mation is applied to the weakly singular integrals, which are then integrated by a 
numerical quadrature exact for the logarithmic singularity. Details of the numer- 
ical implementation can be found in Grilli, et al. 1990, along with a discussion 
of corner problems associated with surface piercing bodies such as wavemakers. 

Discretization and numerical parameters : A limitation of the BEM model 
is that any wave breaking in the computational domain effectively halts the 
solution algorithm. An adjustment of tank boundaries, hence, had to be made 
to prevent breaking on the slope of the numerical wave flume. Tank boundaries 
were re-defined such that the most downwave portion of the slope made the 
transition to a shallow shelf just below the breaking depth. Fig. 5 shows the 
re-defined tank boundaries which includes a region of constant depth h0 = 1 and 
length 21h0, and a 1:35 slope with a shelf of constant depth hi = 0.34, at the 
upper part of the slope, from x' = ~ = 44 to 56. A rectangular bar of height 
0.76/io and width 1.58A0 is located with its axis at x' = 14.83. As a transmitting 
boundary condition was not available in the model, reflection off the back wall of 
the numerical wave flume became a limiting condition. The comparison of BEM 
model vs. experiments must thus be made in the time between the initiation of 
paddle motion and the arrival of back wall-reflected energy at the most downwave 
gage location in the BEM model (x' = 21). 

The free surface discretization is made of 224 quasi-spline elements, and 
there are 73 quadratic elements on the bottom and lateral boundaries. The 
interval between nodes on the free surface is 0.25, and 0.50 on the horizontal 
bottom, the slope, and the shelf bottom. To increase resolution and accuracy 
on and above the bar, this interval is reduced to about 0.20 along the bar three 
sides. The total number of nodes is 365. This corresponds to a CPU time of 
7.63sec (IBM3090/300) per time step. Time step is automatically selected in the 
model, to ensure optimum accuracy and stability of calculations. 

BEM model vs. experiment 

A comparison is made between computations and experiments, for which both 
experimental and numerical set-ups correspond to closely identical conditions, 
with the waves being generated from still water using a piston wavemaker in 
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Figure 5: Geometry of the numerical wave flume, as re-defined for entry into 
BEM model. The shown axes are nondimensionalized with the water depth, 
x' = xjh and z' = z/h. 

both cases. In the present case, a cnoidal wave of height H[ = -jf- = 0.05, and 

period T" = TJ-jL- = 7.52 is generated at the leftward lateral boundary of the 

computational domain, and the corresponding incident wave profile is within 
2% of a simple sine wave of length —• = 6.75, as measured in the experiments. 
The model is run for over 20 wave periods, and no adjustment of time lag be- 
tween both data sets is made before comparison. This, hence, represents a very 
demanding test of the model performance. 

Fig. 6 shows a water surface comparison between the experimental and 
BEM results. A similar comparison is shown in fig. 7 for time series at locations 
0.72 m and 1.92 m downwave of the obstacle. The BEM results are seen to 
deviate from the experimental results in both amplitude and phase. The nature 
of this deviation is better revealed by a frequency-domain comparison (fig. 8) 
which, due to the limitation of the non-breaking BEM requirement, is possible 
only for the first 8 waveforms following a 10-second startup period. The BEM 
model is shown to predict harmonics of similar amplitude to those observed in 
the experiments, with the exception of the first harmonic, which is overpredicted. 

This discrepancy in first harmonic amplitude is likely due to the influence 
of flow separation as the wave-induced velocity oscillations interacted with the 
corners of the submerged obstacle. As such flow separation was observed in 
the experiments, the disagreement in the first harmonic amplitude between the 
BEM model and experiment is not surprising, given the inviscid potential flow 
assumptions of the model. 

As a check, the flow separation loss incurred as a waveform passes the 
obstacle may be estimated with a crude analytical approach. A simple nonlinear 
friction representation is assumed, r]\ — r\i = ^-|w|u. If the obstacle is assumed 
thin in relation to the wavelength, quasi-steady flow is assumed, and frictional 
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Figure 6: Water surface comparison of BEM model to experiment at t=7.0 s, 
t=10.0 s, t=15.0 and t=20.0 s after the initiation of paddle motion; (—-)=BEM 
model, (—)=experiment. 
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Figure 7: Time series comparison of BEM model data to experiment, at locations 
0.72 m and 1.92 m downwave of obstacle; (—-)=BEM model, (— )=experiment. 

0 1 2 

m   from   back   of   obstacle 

Figure 8: Comparison of spatial amplitude modulations, BEM model and ex- 
periment;      (----)=BEM    model,     (— )=experiment,     (*.&) = lst    harmonic, 
(»,o)=2nd harmonic, (»,n)=3rd harmonic, (A,A)=4th harmonic. 
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effects are averaged over a wavelength, it may be shown that 

Vi -12= ,4(y,° ~ !}a? Jsinh kh ~ sinh ^ - h°^ ® &-Khi0u:i cosh  kh 

where rji and j/2 are the water surface elevations prior to and after the obstacle, / 
is an empirical friction-loss coefficient, u is the amplitude of the depth-averaged 
velocity downwave of the obstacle, a and h are the amplitude and depth behind 
the obstacle and h0 is the depth on top of the obstacle. The friction coefficient 
/ for this case is given by / = (h/h0 — l)2. 

Introducing the downwave first harmonic amplitude from the BEM results 
(~ 1.25 cm) and the other relevant parameters into 5, we find r\\ — r/2 ~ 0.16 
cm. This agrees well with the discrepancy between BEM and experimental 
amplitudes of approx 0.15 cm. 

The downwave higher harmonic amplitude modulations are less pronounced 
in fig. 8 compared to fig. 3, when the tank was fully developed. Nonetheless, 
the BEM model does predict spatial amplitude modulations which are qualita- 
tively similar to the experimental results. The degree of disagreement present 
is certainly also due to the influence of flow separation at the first harmonic 
frequency, as a misrepresentation of the first harmonic component will be passed 
on as erroneously simulated higher harmonics as well. 

Conclusions 

The spectral evolution of an incident regular wave train has been traced as it 
propagated over a submerged rectangular obstacle, and comparisons have been 
made between the experimental data and both a traditional linear scattering 
model and a BEM model. The experimental data revealed the existence of 
spatial amplitude modulations downwave of the obstacle. 

The linear model of Losada (1991) was shown to predict the reflection coef- 
ficient quite well, despite the high degree of nonlinearity present in the vicinity of 
the obstacle. However, it was seen that the transmission coefficient was consis- 
tently overpredicted due the linear model's omission of energy transfer to higher 
harmonics and energy dissipation. An implication of the above results is that 
the linear scattering approach may underestimate the effectiveness of a structure 
(ie, submerged breakwater) under highly nonlinear situations. 

The BEM model by Grilli et al. (1989) was found to simulate downwave 
spatial amplitude modulations qualitatively similar to those found in the data. 
Comparisons, however, were hampered by the presence of flow separation in the 
experiments which could not be modelled in the BEM formulation. It is con- 
jectured that the BEM model would have simulated the experiments more ac- 
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curately, had the obstacle depth been greater, thus inducing less flow separation. 
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CHAPTER 87 

THE SUBMERGED PLATE AS A WAVE FILTER 

THE STABILITY OF THE PULSATING FLOW PHENOMENON 

Dr.-lng. Kai-Uwe Graw ** 

ABSTRACT 
For many applications it is possible to reduce the wave motion in the 
protected area sufficiently using the submerged plate as a wave filter. The 
horizontal submerged plate, which hardly obstructs the cross-section of 
the flow, cannot be explained by the Wiegel approach at all. A strong 
pulsating flow opposite to the direction of the wave propagation originates 
beneath the plate during wave attack. New velocity measurements, 
carried out with an ultrasonic 3D-probe in the region below the plate, 
make it now possible to explain the principle much more in detail. They 
show that the flow phenomenon at the plate is very stable, the flow is 
nearly as strong if the region below the plate is partly closed. 

1. REASONS FOR THE INVESTIGATIONS 
The protection of coastlines and harbours against wave attack is mainly 
achieved by the use of solitary breakwaters. Their negative features are 
that they hinder: 
a) the water exchange between the open sea and the protected area 
(diverted sediment transport, deteriorated water quality) and 
b) the view over the open sea. 
Underwater breakwaters are not visible, but the water exchange does not 
increase as much as the efficiency decreases. One possibility to enhance 
the performance without hindering the water exchange is the use of a 
semi-submerged vertical wall which obstructs the energy flux near the 
surface. However, this leads to construction problems (destruction of the 
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PauluskirchstraRe 7, 5600 Wuppertal 2, Germany 

1153 
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wall in large waves), and also in this case the structure is visible. The 
breakwater type which reduces all these secondary problems is the rigid 
horizontal submerged plate mentioned in this paper. The plate cannot be 
used to stop the wave motion in the protected area, but its efficiency is 
sufficient for many applications. 

direction of wave propagation 

 > 

Figure 1: The submerged plate 

2. THE SUBMERGED PLATE: THE WAVE FILTER 
The performance of "normal" breakwaters can be explained by using the 
Wiegel approach. This means that the part of the wave energy in the 
regions covered by the structure is reflected, a very small part of the 
energy is dissipated at its surface and the other part passes by. 

Figure 2 shows one series of the different measurements performed by 
Dauer [1984]. The figure shows the results for the shortest of the plates 
used (the length is only 1.333 times the water-depth, l/d=1.333). 
The performance of the plate is not adequate in two cases: 
© All long waves (L/l > 6) are not reduced sufficiently, the wave height 

reduction is approximately 25%. 
© Furthermore it can be seen, that the plate which is submerged by more 

than one third (40%) of the water-depth does not really work. 
All waves not longer than 3.5 times the plate length (L/l < 3.5) are reduced 
by more than 50%. The largest value of the wave height reduction is 
approximatly 80%. 

The best results were obtained for the three smallest values, but one 
important reason for this is wave breaking above the plate, connected with 
large forces exerted on the plate. For a submergence depth between 20 
and 30% of the water depth a sufficient wave height reduction was 
observed, not caused by wave breaking. These results were confirmed for 
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Figure 2: Wave height reduction at the plate [Dauer, 1984] 

different plates longer than two times the wave length (l/d > 2). The wave 
height reduction is relatively constant (50 - 70%) in the wave length range 
between L/l = 0.4 and 4. 

Examining a normal solitary breakwater, this principle is correct; looking at 
the semi-submerged vertical wall, it does not cover the whole problem but 
it is a good approximation. The horizontal submerged plate which hardly 
obstructs the cross-section of the flow cannot be explained by the Wiegel 
approach at all. For this reason, and as it performs well only in a particular 
region of the wave spectrum, it shall be called a wave filter from now on. 

3. THE PULSATING FLOW 
Dick [1968] noticed a flow around a horizontal plate submerged beneath 
waves, but he did not give any explanation for it. Analyses of the flow 
behaviour, based on flow visualization experiments [Graw, 1988; Graw, 
Kaldenhoff, Stieglmeier, 1989], and measurements of the wave height 
were presented by Hoeborn [1986]. She first gave an explanation based 
on a resonant flow behaviour. Continual experiments have shown that the 
dissipation of energy at the plate is caused in the wake behind the plate 
[Fischer, 1990; Fischer, Jirka, Kaldenhoff, 1991], A finite element model 
gave us the possibility of calculating the energy equilibrium at the plate 
quite well, but the forecast of the flow was still uncertain. New velocity 
measurements, carried out with an ultrasonic 3D-probe in the region 
below the plate, make it now possible to explain the principle much more 
in detail. They show that the flow phenomenon at the plate is very stable, 
the flow is nearly as strong if the region below the plate is partly closed. 
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Figure 3 a: Pulsating flow beneath the plate 

The physical principle of the plate as a wave filter can be explained as 
follows: 
©The propagating water wave reaching the horizontal plate is divided 

into two parts: the energy flux above the plate is transformed into a new 
- shorter - gravity wave determined by the reduced water depth in this 
region, the one below the plate is a propagating pressure distortion 
travelling slowlier than the wave above. 

© As soon as the first short gravity wave overflowing the plate reaches 
the region behind the plate, once more a new wave is formed, which 
travels away and has the same wave-length as the original wave, but 
less energy. Furthermore a part of the energy of the wave overtopping 
the plate also propagates into the region below the plate (backwards!). 

© If the length of the plate is such that at the same time there are a wave 
trough at the front edge and a wave crest at the end of the plate 
(resonance), and if the amount of this energy is relatively large 
compared to that travelling forward (no shallow water waves), a strong 
pulsating flow opposite to the direction of the wave propagation 
originates (figure 3). 

© The energy transferred back by this flow to the region before the plate 
makes it impossible for the pressure distortion caused by following 
waves to propagate into the region below the plate, the flow grows 
stronger. Thus a part of the energy is reflected by the structure. 
Figure 4 shows the particle orbits in front of the plate. It can be seen 
that the region below the plate is closed for the wave energy of the 
incoming wave. 
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Figure 3 b: Pulsating flow beneath the plate 
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Figure 4: Diverted particle orbits in front of the plate 

Figure 5 shows how the flow grows as the waves are passing by (in 
comparison with the undisturbed orbital motion). This flow is the physical 
reason why energy is reflected by this structure. As it depends on the 
energy equilibrium between the front and the rear below the plate, the 
plate acts as a wave filter. The mean parameters for the description of the 
performance are the ratio of wave-length (L) to length of the plate (I) and 
the relative immersion of the plate. 
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Figure 6: Pulsating flow with obstruction below the plate 

In order to construct this wave filter it is necessary to build a connection 
between the plate and the bottom of the sea. The possibility of a durable 
realization increases if it is possible to build a very solid connection. The 
answer to the question if it is possible to partially obstruct the region 
below the plate without destroying the pulsating flow is given in figure 6. 
The kinetic energy of the three pulsating flows shown here is nearly the 
same. 
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Figure 7: Performance of the breakwater 

The phenomenon of the pulsating flow is not disturbed by the blockage 
and, connected with that, the performance of the wave filter is not 
reduced. Figure 7 shows the wave height reduction observed during the 
present experiments. The two measurements series shown were not 
performed with constant values of the wave height, accordingly they are 
named small and large waves. It is clearly visible that the wave height 
reduction also depends on the height of the incoming waves (and 
therefore on the depth distribution of the kinetic energy of the waves). 

4. CONCLUSIONS AND OUTLOOK 
The experiments - that are presented here very briefly - show that the 
performance of the "plate as a wave filter" is a phenomenon which is 
stable even if the region below the plate is partly blocked up. This is a 
necessity because the plate has to be fastened to the ground of the sea 
somehow. As it is possible to build a solid construction, this way it seems 
possible to construct an economic, durable and strong breakwater. 

The submerged plate as a wave filter is the only construction which allows 
to reduce the wave height without obstructing the flow region with the 
largest energy flux - the surface region - because a large amount of the 
wave energy is diverted into the deeper regions. This means that 
problems with the construction of common wave breakers as the 
destruction by very large waves, corrosion problems, etc, are reduced. 
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The diversion of energy also introduces a new principle for the 
construction of a wave energy converter. Today all known devices are 
placed somehow near the surface of the sea, including again all the 
problems mentioned above. The possibility of such a new wave energy 
device is being investigated at our institute at the moment. 
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CHAPTER 88 

Wave impact forces on mixed breakwaters 

StsSphan T. Grilli \ M. ASCE, Miguel A. Losada2, and Francisco Martin 2 

Abstract : Flat impact of a solitary wave on a mixed breakwaters is experimentally and 
numerically studied, using a 2D nonlinear potential flow model. Free surface profiles, internal 
velocities, instantaneous pressure and pressure envelope on the wall, and on the berm, are 
analyzed based on both measurements and calculations. Results show, a converging flow 
occurs above the berm, followed by a small vertical jet, with large acceleration, that is 
responsible for large impact pressure on the wall. Short duration peak pressures occur above 
SWL, and quite large pressures also occur on the berm, as far away as twice the local depth 
from the wall. Maximum pressure force and overturning moment on the wall reach up to 9 
and 15 times corresponding hydrostatic values based on water elevation at the wall. 

Introduction 

Mixed breakwaters are made of the combination of a vertical wall and a rubble mound 
berm (Fig. 1). Under wave action, they function as vertical walls during high tide, and 
as mound breakwaters during low tide. The design of mixed breakwaters requires that 
their upper part be safe against sliding and overturning due to wave impact pressure. 
Laboratory and field experiments show, impacts of normally incident breaking waves 
are the most severe (Goda, 1985). Geometrical parameters of the breakwater, such as 
berm depth, d = h — hi, and length, in water of depth h (Fig. 1), control conditions 
under which impulsive breaking of incident waves of height H can occur on the wall. 

Extensive experimental work was carried out over the past 50 years for the 
evaluation of the peak pressure on vertical seawalls. Results were analyzed mostly 
based on Bagnold's simple theory (Goda 1985). Kirkgoz 1991 (KIR), in his recent 
review of this experimental work, shows that the average maximum pressure on 
vertical walls, pmax, varies between 20 and 75 times pgH (where p is the water 
density, and g the acceleration of gravity), and that the highest maximum pressure 
can reach up to 220 times this value. Variations in maximum pressure depend on 
the incident wave type (periodic, solitary) and characteristics, on the experimental 
scale, and on the type and location of measuring devices.   In addition, maximum 
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pressures on the wall vary with the bottom slope in front of the wall. Kirkgoz 1982, 
based on laboratory experiments, showed that greatest impact pressures are obtained 
with a 1/10 slope in front of the wall. KIR also showed that largest impact pressures 
are obtained for an inclined wall, with a 10° to 20° backward slope with respect to 
the vertical. Finally, as far as scale effects are concerned, Fiihrboter 1985 showed 
that experimental pressures obtained in small-scale tests are larger than prototype 
pressures, due to increasing aeration effects at larger scale. 

In the same line, Partenscky 1988 showed, based on laboratory experiments with 
mixed breakwaters, that highest pressures are exerted on the wall when the colliding 
wave has an almost vertical face. In this case, the maximum impact force on the wall, 
Fx, can rise to more than 10 times the hydrostatic force, FHx = \pg(d + rj)2, based 
on wave elevation r\ at the wall. 

In the experimental studies reported above, results were mostly analyzed, using 
statistical theories and semi-empirical methods. Few viable theoretical approaches 
indeed exist that can model waves close to breaking over an arbitrary bottom and 
structure geometry, and thus be used to analyze the magnitude of impact pressures as 
a function of the detailed incident wave flow. In fact, only two theoretical approaches 
have been developed so far, that have been successfully applied to calculating wave 
impact on vertical walls: (i) Solution of two-dimensional (2D) fully nonlinear potential 
flow equations, using a Boundary Integral Equation method (BIE) (e.g., Cooker and 
Peregrine 1991 (CP)); (ii) Solution of 2D Euler equations, using a Volume Of Fluid 
method (VOF) (e.g., Wang and Su 1992). The first method turns out to be very efficient 
and accurate in dealing with this problem, but is limited to prior to wave breaking first 
occurs. The second method is less accurate but is somewhat more efficient in dealing 
with wave breaking and discontinuities. Experimental results for wave impact on 
the wall can be classified into three types, that must be considered when developing 
theoretical or numerical models : (i) Non-breaking waves; (ii) Waves with flat impact 
on the wall (i.e., with an almost vertical front face); (iii) Waves with falling breaking 
jets, and imprisoned air under the wave (e.g., plunging breaker). Models based on 
satisfying continuity equation in the fluid, like the BIE method, can deal with cases 
(i) and (ii), in which very little or no air entrainment occurs, but they cannot deal with 
case (iii), further than the time the breaking jet impinges on the wall. 

Experiments and calculations with non-breaking waves (case (i)) do not show 
occurrence of large impact pressures on the wall. The wave pressure and total wave 
force, instead, gently increase following the same pattern as wave runup on the wall. 
For sufficiently large incident waves, however, more complex pressure variations can 
be obtained, in the form of two successive pressure maxima, slightly before, and 
slightly after the time of maximum runup (see, results by Grilli and Svendsen 199lab, 
using a BIE model and solitary waves). This double maximum is also supported by 
experiments. For fiat impact of long waves on a vertical wall (case (ii)), calculations 
by CP confirmed experimental observations. Results showed, a maximum impact 
pressure of up to 60pgd occurs at the wall, while a vertical jet starts forming, with 
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vertical velocity and acceleration of up to 20^/gcL and 8000#, respectively. CP also 
found, water compressibility does not play an important role in the process, provided 
no air is entrained, but suggested, wall and free surface roughness (not included in the 
calculations) are likely to be significant in reducing theoretical maximum pressures. 

wall 

SWL 

Figure 1: Sketch of a mixed breakwater, and main geometrical parameters. 

In the present study, laboratory experiments are performed to measure wave 
impact pressure on the vertical wall of a mixed breakwater, in a similar case (ii) as 
above, for which incident wave front face is almost vertical at the time of impact, 
and there is no or very little air entrainment. Solitary waves are used as incident 
waves, both for simplicity, and because they are believed to have the largest impulse, 
impact force and runup on structures. They also represent a simplified tsunami model. 
Experimental results are compared with computational results obtained using the 2D 
fully nonlinear BIE potential model by Grilli et al. 1989, 1990 (GSS). Largest impact 
pressures on the wall are obtained for incident waves with large height to depth 
ratios. This was achieved in the calculations by CP, by introducing very high but 
quite arbitrary long waves into their model. Wave propagation over a flat bottom and 
impact on a vertical wall were then calculated. The present numerical model works 
for arbitrary geometry and incident wave conditions. Hence, this enables us to closely 
reproduce the experimental set-up in the numerical model (Fig. 2a), while studying a 
more realistic coastal structure. 

Laboratory experiments 

Experiments are conducted in the 70x2x2m wave flume of the University of Cantabria. 
Solitary waves are generated using a computer-controlled hydraulic piston wavemaker, 
at one extremity of the flume. The wave generation method is similar to that of Goring 
1978. The flume width is divided into two subsections, the smallest one, in which 
a plywood step is built on the bottom, being 0.9m wide. A vertical plate is fixed 
above the step, to complete the mixed breakwater. The distance from the wavemaker 
paddle to the breakwater step is approximately 45m. The step height is hi =20cm, 
and the water depth in the flume is adjusted to h =30cm, so that the step aspect ratio 
is h\ — 0.667 (primes denote nondimensional variables : length is divided by depth 
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h, time by J-, and celerity by i/gK). The experimental set-up is illustrated in Figure 

A solitary wave is generated by the wavemaker at 150/i from the step, and 
propagates down the flume. The incident wave profile modifies its shape while 
propagating down the tank, mostly due to higher-order nonlinear effects not included in 
Goring's first-order solution (Grilli & Svendsen 1991b). The incident wave eventually 
stabilizes in the form of a slightly smaller solitary wave, after 80ft. or so of propagation. 
Side-wall and bottom friction also lead to a small decrease in wave height. This was 
studied by Losada et al. 1989 (LVM), who found the decrease to be almost negligible 
when all tank surfaces are maintained smooth enough. To eliminate both of these 
(frictionless and friction) effects of amplitude reduction from the experimental results 
and thus make the comparison with the potential flow model more accurate, LVM 
measured incident wave height at a small distance in front of the bottom step. A 
similar procedure has been adopted in the present experiments, in which a solitary 
wave is generated in the tank, such that it has the heigth H = 9.67cm, or H' — 0.322, 
at x' = —7, where incident wave height is defined. Experiments are first realized 
without the vertical wall in the breakwater, thereby re-creating conditions of the study 
by LVM. In this case, the incident wave overturns over the step as a plunging breaker. 
The vertical wall is then added to the breakwater model and its horizontal position 
is adjusted to x' = 5.69, in order to make the incident wave impact the wall with an 
almost vertical front face. Hence, final length of the mixed breakwater berm is 5.69h. 

Water surface elevation is measured using wave gages placed at the tank center- 
line. Characteristics of the gages are : DHI capacitance gages type 202/60, with wave 
meter amplifiers 102/E (linearity better than 0.5%). Total water depth is recorded 
every 0.01s, over a period of about 10s for each experiment. Due to a limited number 
of gages (5), identical experiments are repeated several times, and gages, attached to a 
movable carriage, are moved to different locations until the full experimental region is 
covered. A one-gage overlap is maintained between successive repetitions, in order to 
check the repeatability of experiments. Experiments are discarded when differences 
in measured surface elevations are larger than 1.5mm, or 0.5% of the water depth, 
between two repetitions of an experiment. A very high degree of repeatability of 
experiments is found when applying this criterion, confirming the good control of all 
experimental procedures. 

Flow velocities are recorded above the step, in front of the vertical wall, using 
a 6W LASER phase Doppler anemometer, Dantec 60x10 optical fibers, and a Dan- 
tec 58N20 particle dynamics analyzer. The positioning system is a Dantec 57H00 
traversing system, that moves the optical fibers over a 2.5x2.5cm grid. The sampling 
frequency is variable, with burst detection (100-800Hz). 

Dynamic pressure is measured using piezoelectric pressure gages that automat- 
ically eliminate hydrostatic pressure due to still water level (SWL). Corrected total 
pressure p is presented in the following. Characteristics of the gages are : transducer 
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type PDCR 830-201-Druck Limited, with strain amplifier DHI106/E (linearity better 
than 0.1%), and the sampling frequency is 600Hz. Diameter of the pressure gages is 
about 15mm. The pressure is recorded at 11 locations along the vertical wall (Fig. 3), 
from z' - -0.23 to z' = 0.77, and at 9 locations on the berm (Fig. 3), from x' = 4.69 
to x' = 5.62. 

Experimental results are detailed in a following section. 

n (a) 

Figure 2: Computed surface elevations with H' = 0.322: (a) for the mixed breakwa- 
ter, curves a-f, t' = 3.46, 5.73,7.55,9.03. 10.10,10.70; (b) for the step in the bottom, 
curves a-f, t' = 3.46,5.70, 7.47, 8.93, 9.98,10.77. 

Numerical experiments 

The fully nonlinear 2D potential model by GSS, and its most recent extensions, are 
used in the numerical computations. In this model, continuity equation takes the 
form of a Laplace's equation, expressed in a BIE formulation discretized using a 
higher-order Boundary Element Method. Time integration is based on a second-order 
Taylor expansion, similar to that introduced by Dold & Peregrine 1986, expressed 
in a mixed Eulerian-Lagrangian representation. Both dynamics and kinematics free 
surface boundary conditions are exactly specified in the model, and no-flow conditions 
are prescribed along solid boundaries. Solitary waves are generated at the computa- 
tional domain leftward boundary, as in laboratory experiments, by simulating a piston 
wavemaker motion according to Goring's 1978 procedure. It should be reminded, that 
computations based on potential flow theory are only valid up to the instant waves 
overturn and break, and that potential flow also implies, dissipations and flow sepa- 
ration cannot be modeled. Details of the numerical implementation can be found in 
GSS, along with a discussion of problems associated with surface piercing bodies such 
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as wavemakers. Details of the generation of solitary waves by a piston wavemaker 
are also given in Grilli & Svendsen 1990. 

As already mentioned, computations closely reproduce the experimental set- 
up (Fig. 2a). To reduce computation time, however, the horizontal length of the 
computational domain in front of the berm (x < 0) is reduced to 20h, versus I50h in 
the laboratory experiments. A solitary wave is generated in the model, and its initial 
height is adjusted in order to be H' = 0.322, at x' = —7, as in the experiments. The 
origin of time, t' — 0, for both experimental and numerical results corresponds to the 
instant, the crest of the incident wave crosses the point x' = —7. 

Numerical data are selected to ensure good accuracy of the results, considering 
both the domain geometry and the incident wave condition. The discretization uses 
161 nodes on the free surface, and 160 spline boundary elements. Other boundaries are 
discretized using 3-node quadratic elements. The total number of nodes is 256, which 
leads to a computing time of about 3s per time step (IBM 3090/300, including saving 
and postprocessing of results). The initial distance between nodes on the free surface 
is Ax' = 0.1606. Time steps are automatically selected, as in Grilli & Svendsen 1990, 
to ensure optimal accuracy and stability of the computations (constant mesh Courant 
number condition, starting with At' = 0.08). The accuracy of the computations is 
checked by verifying conservation of wave mass above SWL, and total energy. With 
the selected numerical data, both of these stay constant to within 0.05% during most 
of the wave propagation. Slightly after maximum impact pressure occurs on the wall, 
however, a small jet starts forming at the wall (see next section), with very large 
vertical velocity and acceleration. Discretization nodes—identical to Lagrangian 
markers—tend to concentrate in this jet, and time step reduces accordingly. This 
makes numerical errors in wave mass and energy increase, and computations have 
to be stopped (shortly after the last surface profile shown in Fig. 2a). For the last 
computed wave profile, the time step has reduced to At' = 0.0012, and the numerical 
error on wave mass is 0.10%. Total number of time steps, however, is only about 300. 

Computations with the step in the bottom and no vertical wall have also been 
made, using similar numerical data, to compare with the experimental procedure of 
selecting the position of the vertical wall in the mixed breakwater (Fig. 2b). Numerical 
results essentially agree with experiments. The incident wave overturns over the berm 
at x' = 5.56, with a local breaking index ^ = 1.31 (curve f in Fig. 2b). Details of 
these computations and related problems can be found in Grilli et al. 1992. 

Numerical results with the mixed breakwater are detailed in the next section. 

Results and discussions 

Experimental and numerical results are presented and discussed in parallel in the 
following, for the case of Fig. 2a (H' = 0.322). 

Free surface elevation.— Figure 2a shows computed free surface elevations up to 
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0.5 

-0.5 

Figure 3: Blow-up of Fig. 2a, close to the wall (f =9.88, 10.10, 10.30, 10.47, 10.60, 
10.65, 10.70, left to right), with location of pressure sensors (bl-b8) and (wl-w8). 

the instant of maximum impact pressure on the vertical wall (t' = 10.70), and Figure 
3 shows a blow-up of these near the wall, over a period of 0.82 time unit. 

Results in Fig. 2a show, wave height increases up to a maximum, H'max = 0.384 
(curve b), upstream of the step, and decreases downstream of the step, to H'min = 0.321 
(curve c). For larger x, wave height increases again, up to the instant of maximum 
impact on the wall. Computed free surface envelope is compared to measurements in 
Fig. 4. One sees, the agreement between both of these is quite good up to the step 
(x' = 0). Downstream of the step (x' > 0), the agreement is less good, and the model 
overpredicts maximum wave height by about 15%. This is due to energy loss by flow 
separation at the step, not included in the model (see LVM for detail). 

1 

0.5 

0 

-0.5 

! ! T ! 

Figure 4: Free surface envelope of incident wave : (o) experimental; (—) numerical. 
Experimental envelope of reflected wave (x). 

In Fig.   3, one also sees, a small jet starts forming close to the wall, in the 
last surface profile. Maximum water velocity and acceleration in the jet reach about 
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20\/g3 and 9800g, respectively, at this stage. These large values are similar to those 
obtained by CP, and provide a physical justification for the occurrence of large impact 
pressure on the wall. The internal velocity field (discussed in the next section) indeed 
shows, the wave flow strongly converges, in a jet-like manner, towards the upper 
part of the wall, while its horizontal momentum gradually transforms into vertical 
acceleration. This acceleration, in turn, is balanced by a large pressure gradient close 
to the wall (as can be seen from Euler equations). 

Figure 5: Internal velocity field at t' = : (a) 9.25; (b) 9.75; (c) 10.25; (d) 10.75. 

Internal flow velocity.— Fig. 5a-d shows velocities measured over the berm. In (a), 
the incident wave approaches the wall with quite uniform and horizontal velocities 
under its crest. In (b), velocities start converging, and slightly increasing at the front 
face. In (c), the jet starts forming close to the wall, with vertical velocities larger than 
horizontal ones. From (c) to (d), a "flip through" motion occurs at the wall, i.e., the 
wave front face rotates, forward of a free surface point of approximate coordinates 
(5.23,0.42), and this upward motion has quite a large acceleration. These successive 
stages are also observed in calculations (Fig. 3). Maximum measured acceleration of 
the waterline at the wall is 12g, and its maximum measured velocity is 3V#3. Both 
of these occur close to stage (d). These are quite smaller, however, than the extrema 
found in the calculations. 

Instantaneous pressure on the wall.— Figure 6 shows measured pressure at locations 
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1011121314151617 

Figure 6: Pressure on the wall p'(t'), at x' = 5.69, as a function of z'. 
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(wl-w8) along the wall (Fig. 3). Dashes denote pressures that have been divided by 
the maximum pressure in still water, pu = pgd. All pressure diagrams exhibit a peak 
of different magnitude, around time t' = 10.65 (versus 10.70 in computations). This 
means, local pressures almost simultaneously reach their maximum, and the envelope 
of maximum pressure can be used to calculate the maximum impact force on the wall. 
This was also observed by KIR. 

Maximum peak pressure is p'max ~ 12, at gage w7, i.e., at z' = 0.37 above 
SWL. Peak pressure decreases both for larger and smaller values of z', but stays quite 
constant under SWL, down to the bottom. All peak pressures are followed by small 
high frequency oscillations. Structural vibrations of the vertical wall model have been 
eliminated by using a stiff thick plate, and stiffeners. Thus, high frequency oscillations 
can be a sign, a small quantity of air is imprisoned between the wave and the wall 
during the impact. Based on pressure diagrams in Fig. 6, however, air entrainment 
seems to be quite minor. 

Instantaneous pressure on the berm.— Figure 7 shows measured pressure at loca- 
tions (bl-b8) on the berm (Fig. 3). All pressure diagrams exhibit a peak of decreasing 
magnitude when x' decreases, i.e., when moving away from the wall. Peak pressure 
is reached at, or close to t' = 10.65, for all locations. All peak pressures again are fol- 
lowed by small high frequency oscillations. Maximum peak pressure is p'maa. a 3.7, 
at x' = 5.62, i.e., very close to the wall. 

Although it had been suggested earlier that peak pressures might be large on the 
bottom, it is, to our knowledge, the first time, comprehensive measurements of wave 
pressure on the berm of a breakwater have been made. The large impact pressures on 
the bottom, as far away as 2Ad, require that they be considered when analyzing the 
berm stability, particularly for porous berms with large permeability (coarse granular 
media), in which significant pore pressures can transmit, and uplift isolated armour 
blocks. This is obviously a point for further study. 

Maximum pressure and force on the wall.— Figure 8 shows instantaneous computed 
pressure distributions on the wall, for the same times as successive water profiles in 
Fig. 3 (solid lines). Symbols in Fig. 8 represent maximum pressure measured at each 
location, (wl-w9), during 9 repetitions of the experiment. 

Results show, maximum computed and measured pressures reach 24 and 12 
times PH, respectively, and large pressures also occur down to the toe of the wall (as 
expected from Fig. 6 and 7 and discussion above). Maximum pressure is located 
above SWL, at z' = 0.39 and 0.37, in the computations and in the experiments, 
respectively. At these locations, the pressure increases from zero up to the maximum 
over ~ 0.10 time units. This can be seen from Fig. 6 for the experiments. Computed 
hydrostatic pressure is, pg(r) — z) = 0.36pn, at z' = 0.39, i.e., 1/66 p'max. Global 
shape of the pressure diagram is well predicted in the numerical model. Maximum 
pressure, however, is overpredicted in the model. This could be due to the following 
few reasons : (i) the incident wave is about 15% smaller in the experiments, due to 
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Figure 7: Pressure on the berm, p'(t'), at z' = —0.33, as a function of x'. 
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energy loss at the step. This leads to smaller impact pressures in the experiments; 
(ii) actual maximum pressures may have been "missed" in the measurements due to 
their very short time duration, and due to the size and location of pressure gages. The 
large dispersion of the measured pressure for z' > 0 in nearly identical repetitions of 
experiments, tends to support this hypothesis; (iii) the roughness of the wall and of 
the free surface may limit the intensity of the jet formation in the experiments (i.e., 
accelerations and velocities) and, thereby, the magnitude of the maximum pressure (as 
suggested by CP). This is supported by the relatively low acceleration and velocity 
measured for the waterline along the wall in the experiments (see above). 

As discussed above, maximum pressure envelope should be almost identical to 
instantaneous maximum pressure diagram (last solid profile in Fig. 8). Hence, it can be 
used for calculating maximum impact force. Figure 9 shows the instantaneous pressure 
force on the wall, Fx (scaled by \pHd) as a function of time, in both experiments (solid 
line) and computations (chained line, up to maximum impact). The experimental force 
is simply based on integrating pressure diagrams in Fig. 6. Results show, numerical 
and experimental results quite well agree up to maximum impact. Computations, 
however, as could be expected from the pressures, overpredict maximum force. 

As far as stability of the wall is concerned, Fig. 10 shows the time variation 
of computed force on the wall F'x, and moment with respect to the toe of the wall 
Ml (scaled \pH(P), up to t' = 10.69. These are compared to hydrostatic force F'Hx 

and corresponding moment M'Hb, based on wave elevation -q at the wall. Last force 
and moment shown on the figure are about 3 and 5 times larger than corresponding 
hydrostatic values, respectively. Peak impact pressures were obtained for a slightly 
later time, t' = 10.70, for which F'x = 58.1 and M'm = 245.5, i.e. 9 and 15 times 
hydrostatic values, respectively. 

Conclusions 

Present experimental and numerical results are bringing new light into the creation 
of large wave impact pressures on a vertical wall. Peak pressures on the wall have 
clearly been linked to a converging flow, and to the formation of a small scale jet, 
with large vertical velocity and acceleration. Large impact pressures have also been 
measured and calculated on the berm, as far away as twice the local depth from the 
wall. Such pressures might be of importance for the stability of porous berms. Water 
compressibility and air entrainment do not seem to be important factors in the present 
case. Computational results are well supported by experiments. 

Based on these results, the numerical model can now be used for predicting wave 
pressure forces on breakwaters of various geometric configurations, keeping in mind 
the limitations of potential flow theory. Later studies will include : sensitivity analysis 
of impact pressure to the geometry (e.g., effect of streamlining); design implication for 
the sliding and overturning stability of the vertical wall, under wave impact pressure 
(a method based on wave impulse is being considered). 
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Figure 8: Impact pressure on the wall: (o) p'max(z') in nine repetitions of experiments; 
(—) computed pressure p'(z') for surface profiles of Fig. 3. 
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Figure 9: Impact force on the wall, Fx(t'): (—) experiments; (—) computations. 
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Figure 10: Computed impact force and moment on the wall: ( ) Fx total force; 
( )F'Hx hydrostatic force based on 77 at the wall; ( ) M'h total moment with 
respect to bottom; ( ) M'Hh total hydrostatic moment. 
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CHAPTER 89 

LOADS ON SLOPING SEADYKES AND REVETMENTS 
FROM WAVE-INDUCED SHOCK PRESSURES 

JOACHIM  GRUNE 1 

ABSTRACT 

This paper deals with detailed studies on wave-induced pressures on sloping 
seadykes and revetments. The presented results are found as well from extensive field 
measurements at the coast of the German Bight as from full - scale laboratory tests 
in the LARGE WAVE CHANNEL (GWK) at Hannover, Germany. Summerizing the 
results, a generalisation of shock pressure occurence with respect to deterministic and 
stochastic charakteristics and a "dynamic" loading model is presented. 

INTRODUCTION 

Shock pressures occuring on sloping dyke surfaces are damped more frequently 
compared to those on vertical walls. Furthermore, especially under real sea state 
conditions, partly they are mixed with pressure components from waves and wave 
run-ups. This results in a more complex analysis of shock pressures. 

The author has demonstrated (GRUNE, 1988a and 1988b), that for detailed state- 
ments on the loads from shock pressures an analysis of pressure-time histories from 
high-speed records is necessary instead of a simple peak value analysis. A scheme for 
the definition of shock pressure-time history parameters ( anatomy parameters ) was 
presented ( Fig. 1 ) and its application was shown examplarily for compression 
domain with the pressure-time histories of individual breaking waves, measured in 
field. Furthermore first examples of some results from the anatomy parameter 
analysis have been presented. In this paper further results of the ongoing research 
work will be presented. 

Dipl.-Ing., senior researcher, deputy operation manager of the Joint Institution 
LARGE WAVE CHANNEL ( GWK ) of the University Hannover and the Technical 
University Braunschweig, 
Grosser Wellenkanal, Merkurstrasse 11, 3000 Hannover, Germany 
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SHOCK PRF.SSTIRF. ANALYSTS 

As shown by GRUNE (1988a and 1988b), the numberless different occuring 
shapes of pressure-time histories may be summerized by parameters ( anatomy 
parameters ) as defined in fig. 1, and divided into two domains: 

(T) COMPRESSION DOMAIN 
(|) DECOMPRESSION DOMRIN 

AtK AtDK 

Fig. 1  Definition of anatomy parameters 

- the compression domain (Index K ) from the beginning up to the peak pressure 
- the decompression domain ( Index DK ) from the peak pressure value to the 
minimum pressure at the beginning of the quasi-static domain, with the following 
anatomy parameters: 

Pws [ 104 Pa 1 
Pmax [ 104 Pa ] 
Pstat [ 104 Pa ] 
Delta T (At)      [s] 
Delta Delta T (A A t)     [ s ] 
M U [10" Pa/s ] 

pressure at begin (thickness of watersheet) 
maximum ( peak ) pressure value 
min. pressure at begin of quasi-static domain 
total times 
minimum significant times 
mean velocities 

Max U [ 10" Pa/s ]  - maximum significant velocities 

The application of this parameterizing mode is demonstrated in fig. 2 for both 
domains by an example of an individual shock pressure event, measured in field on 
a slope 1:4 in vertical steps of 9 cm. In this figure the local distributions of the 
anatomy parameters, analyzed from the measured pressure-time histories, are plotted 
versus Delta D I H1/3, which is the vertical distance from stillwaterlevel related to 
significant waveheight H 1/3. 

From such distributons of single shock pressure events some general remarks may 
be stated: It is obviuos, that for the higher peak pressures Pmax the rising times 
Delta Ttend to minimum values in the range of about 10 to 50 milliseconds and the 
corresponding rising velocities to maximum values of about 10 to 1000 m/s. Further 
higher peak pressures only occur, where the watersheet pressures Pws are low or 
tends to zero, which demonstrates the wellknown damping effect of a watersheet 
(FUHRBOTER, 1986). Below the range of highest peak pressures on the dyke 
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COMPRESSION DOMAIN      DECOMPRESSION DOMAIN 
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Fig. 2 Local distributions of anatomy parameters 
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surface, the decompression times and velocities have (tend to ) zero values, where 
the pressures Pstat are equal to the (tend to same value as ) the Pmax ones. 

It must be mentioned, that the selected example in fig. 2 is a typical one of the 
classic types and therefore it represents a certain generalisation. Nevertheless, also 
chaotic types show more or less similar elements, as demonstrated by GRUNE 
(1988a). Thus such an analyzing method makes a distinctiveness in relation to real 
shock pressure occurrence possible. 

GENERALISATION OF SHOCK PRESSURE OCCURRENCE 

In spite of all the different shock pressure types including the chaotic ones, it was 
possible to evaluate a generalized model of occurrence with respect to deterministic 
and stochastic characteristics. The deterministic parts of the model are represented by 
the local distributions of the anatomy parameters as given in fig. 3 for both domains. 
The x-axis Delta DIH1/3 in fig. 3 is related to the point on the surface, where max 
Pmax occur, instead of the stillwaterlevel in fig. 2. For the stochastic parts stand the 
superposition with the stochastic fluctuations of the anatomy parameters as shown in 
the following. 

The local distributions in fig. 3 may be divided into five different local ranges, 
which in figs. 3 and 4 are marked from 1 to 5, each range represents a certain state 
during the wave breaking process on the slope surface (fig. 4 ): 

- Nr. 1 :   This range represents the approaching steep wave front. 
- Nr. 2 :   At this range the steep wave front has its maximum height, 

which means the breaker point. 
- Nr. 3 :   This range gives the area between breaking wave front and 

the area, where the breaker tongue hits the slope surface. 
In this range the most chaotic pressure-time histories were 
found due to the enclosed air pockets with high turbulence. 

- Nr. 4 :   This is the range, where the breaker tongue hits the surface 
and thus where real significant shock pressures occur. 

- Nr. 5 :   This range represents the steep front of wave run-up. 

Comparing the distributions of both domains in fig. 3, there are considerable 
differences for the time parameters. This is mainly due to the fact, that during the 
wave breaking process the compression times have substantial values exept on the 
local range, where the breaker tongue hits the surface, whereas the decompression 
times mostly tend to zero values, either because the quasi-static pressures Pstat have 
the same magnitude as Pmax or because the decompression shapes of the pressure- 
time histories have the same characteristics as the compression shape. This comes 
out more clearly by comparing the time distributions with the velocity distributions. 
Low time values and low velocity values indicate poor or no similarity between 
compression and decompression characteristic, whereas low times together with high 
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COMPRESSION   DOMRIN 
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Fig. 3 Local distributions of deterministic parts of anatomy parameters 
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Fig. 4 Scheme of local ranges representing the wave breaking process 
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velocity values indicate a strong similarity between both domains. Furthermore the 
model demonstrates, that real shock pressurres on slopes only are induced by the 
breaker tongue hitting on the the surface. Consequently for theoretical considerations 
the BAGNOLD piston model from the author's physical point of view cannot be used 
with respect to maximum pressure values on slopes. 

RELATIONS BETWEEN ANATOMY PARAMETERS 

Due to the occurrence of numberless different shapes of pressure-time histories 
the data of the different anatomy parameters at a first sight spread like stars at the 
sky, but nevertheless there are some clear tendencies and some envelope conditions. 
There are many possibilities of relating the parameters among one another, in this 
paper all parameters are related to the peak values Pmax. 

In fig. 5 the parameter Pws, which represents the thickness of the watersheet 
before the shock pressure occurrence, is related to Pmax. The clear tendency comes 
out by the envelope curve and also by the density-distribution of the data cloud, that 
higher peak values Pmax only occur with decreasing watersheet thicknesses. 

Similar tendencies in dependence on higher peak values exist for some more 
parameters, for example in fig. 6 the time parameters Delta T and Delta Delta T of 
both domains are plotted versus Pmax. The ratios between both parameters gave no 
tendency. Differences between Delta T and Delta Delta T may be found by the 
envelope curves and also be seen by the density distribution. 

The mean velocities mU of both domains are plotted in fig. 7 versus Pmax. The 
data have a wide range of spreading just as the maximum velocity ones. The ratios 
between the maximum and mean velocities max UI m U of both domains are given 
in fig. 8. From the density distribution it can be stated, that in most cases the maxi- 
mum velocities are roughly in the same order of magnitude or only a few times 
higher than the mean velocities and furthermore, that there is less scatter for the 
decompression ratios. For higher peak pressures Pmax the maximum velocity values 
may be roughly up to five times higher than the mean values. 

P MAX [ 10* Pa ) 

Fig. 5   Pws versus Pmax 
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Comparisons between compression and decompression parameters are given in 
figs. 9 and 10. In fig. 9 the ratios for total and minimum significant parameters are 
plotted versus Pmax. It is obvious, that in both domains generally the times can be 
shorter or longer compared to the other domain, but with higher peak pressures Pmax 
the compression times decrease relatively more compared to the decompression times 
and thus the ratios tend to values around 1.0. The comparison of the velocity ratios 
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>' 
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Fig. 7 Mean and maximum compression and decompression velocities versus Pmax 
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P MAX  [ I04 Pa ] P MAX  I 104 Pa 1 

Fig. 8  Ratios between maximum and mean velocities of both domains versus Pmax 

P MAX   [ 104 Pa ] P MAX   [ 104 Pa ] 

Fig. 9 Comparison between both domains for total and min. significant times 
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10 Comparison between both domains for mean and maximum velocities 

in fig. 10 shows more smaller ratio values for mean velocities m U. The density- 
distribution of the data indicate, that in most cases in both domains the velocity 
values are roughly in the same order of magnitude. 
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COMPARISON OF PEAK PRESSURES FROM FIELD AND LABORATORY 

The peak pressures measured in field were compared with those from large-scale 
laboratory tests, which have been done in the LARGE WAVE CHANNEL (GWK) 
of Universities at Hannover and Braunschweig, Germany (GRUNE, FUHRBOTER, 
1976). A research programm is running since years, which includes investigations on 
shock pressures and wave run-up on different uniformly and combined sloped dykes. 
All dyke profiles have a sand core covered with an asphalt concrete layer ( same con- 
struction as used for field measurements ). The same types of shock pressure sensors 
and data recording systems were installed in the channel as used for the field measu- 
rements (GRUNE, MALEWSKI, 1985). The first tests on slope 1:4 were done 
mostly with regular waves. The aim was to produce a collectiv of at least 200 single 
shock pressure events during each test for statistical considerations and to check the 
spatial width of pressure occurrence (FUHRBOTER, 1986). 

For comparison of regular wave test data with field data some facts have to be 
considered: 
- firstly one don't know, which wave height should be used. This problem is an old 
and suffering one, since tests were run in laboratories. 
- secondly one have to notice, that regular waves have a more or less constant 
breaker point and thus the zone, where the breaker tongue hits the slope surface, is 
a rather narrow one. The thickness of the watersheets from the regular wave run-ups 
of the preceeding waves also are rather constant, mostly with a certain value 
(FUHRBOTER, 1986). Both conditions are contrary to irregular wave conditions, 
where the thickness together with the hitting zone of the breakertongue have a broad 
spreading characteristic. These conditions can be attenuated by the three-dimensiona- 
lity of real sea state waves and by non oblique wave attack. This may result in higher 

Messuno vom 1U&92 : Vertucli D4 r K* 

. Kwnl S3 : Iicb - Drudtirmtdcsp tl 
p ] V-POS/CALID"       '.273  0.1S22S 

LARGE WOVE CHANNEL 

REGULAK WAVES 

tWlttWtHwli^ 
JRREGULBR  VHVES 

Fig. 11  Pressures on dyke surface induced by regular and irregular waves 
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shock pressures, if the breaker tongue of a high wave hits the slope surface at such 
a moment, when the watersheet is zero or tends to zero. Furthermore, as demon- 
strated in fig. 11 for the same pressure sensor and roughly the same waveheights, 
each regular wave gives a peak pressurre value, which cannot be found for irregular 
waves. This leads to different statistical characteristics of the data (GRUNE, 1988b). 

In fig. 12 the statistical peak pressure values P99.9 from field and from GWK- 
tests with regular waves (FUHRBOTER, 1986) have been compared. Each value was 
derived from log-normal distributions of all peak pressures measured during one time 
interval on a slope 1:4 with all installed sensors. Both the data from field and labora- 
tory are related to mean wave heights H m. For all data the agreement is rather poor, 
but it must be mentioned, that there are also differences between the field data, due 
to different wave climate characteristics at the two locations. The wave characteristics 
of the laboratory tests were similar to those at Eiderdamm location. It is obvious, 

SLOPE l:4 

£A 

% <S Ax 

AA 0 o 
(9 

0   Field data EIDERDAMM 
X   Field data WANGEROOGE 
A  GWK data ( regular waves ) 

( FOHRBOTER, 1986) 

0.0 Hm [m] 2.0 

Fig. 12 Comparison between field and large scale test data with regular waves 
A 

SLOPE  1:6 

A 

>4       A 

A'"* 

4 
<P 

a   Field data EIDERDAMM 
A   GWK data ( regular waves ) 

(SPARBOOM et •!., 1991 ) 

0.0 Hm  [m] 2.0 

Fig. 13 Comparison between field and large scale test data with regular waves 
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that higher field pressure values were found. Further comparisons have shown, that 
even, if one relate the field data to significant waveheight H1/3, there are some few 
higher pressure data. A comparison of field data for the slope 1 : 6 with GWK data 
(SPARBOOM et al., 1991) in fig. 13 shows a fairly well agreement. The differences 
of the GWK data between both slopes are rather small compared with those, found 
for field data (GRUNE, 1988b). 

Fig. 14 shows a comparison with a few GWK data, measured with irregular 
waves on slope 1:6. The data are as well related to mean waveheights Hm as to 
waveheights H 1/3. The agreement is much better compared to data measured with 
regular waves, nevertheless the laboratory data give the impression of a tendency to 
higher pressure values. If one use the actual measured maximum peak pressure values 
max Prnax of each measured time interval or test, instead of the statistical values 
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Fig. 14 Comparison between field and large scale test data with irregular waves 
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P 99.9, then the agreement between field and laboratory is quite well for these data 
as shown in fig. 15. Further comparisons have shown a quite well agreement with 
field data even for laboratory data from regular wave tests by using the max Pmax 
parameter related to Hm. From this results one may state, that comparison between 
field and laboratory data from regular waves tests both should be related to mean 
waveheight Hm, which is also the cleanest way from the definition point of view. 

A " DYNAMIC " LOADING MODEL 

A first approximation for a loading model has based on the local peak pressure 
parameter distributions, found for individual breaking wave events (GRUNE, 1988b). 
Although the several values ot these distributions have small phase lags mutually, 
they may give a realistic approximation of a worst-case loading model. The next 
developing step was, to evaluate actual synchronous pressure distributions without 
any phase lag from the recorded pressure-time histories. 

On the lefthand in fig. 16 the pressure-time histories of one individual shock 
pressure event, measured with the sensors D8 to D21 in local steps on the surface, 
are plotted. The horizontal time axis is devided in 12 steps and for each time step the 

mm 
0.0    T    (MS)    •  500 

-  0.50 

DELTfi  D  /  Hl/3 
Fig. 16 Measured pressure-time histories (lefthand part) and evaluated actual 

pressure distributions (righthand part) for one individual breaking wave 
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pressure values at the certain levels were used to evaluate actual pressure distributions 
on the surface as plotted in the righthand part of fig. 16. There the time axis is the 
vertical axis, whereas the horizontal axis represents the slope surface, defined as the 
vertical distance from stillwaterlevel SWL related to H 113. From comparisons 
between the evaluated maximum actual pressure distributions and the local peak 
pressure distributions from the pressure-time histories it was found, that the actual 
distributions mostly are a bit narrower. 

Based on such actual pressure distributions, a new version of the loading model was 
created, which is given in fig. 17. Compared with the first version the shape was 
modified with respect to linear geometrical pressure boundaries for simplier ap- 
plication. Each of these geometrical boundary conditions ( marked with a circled 
number in fig. 17 ), which are derived from the anatomy parameter results, have to 
be varied systematically within certain ranges (listed in Table 1 ), to find out the 

DELTfi D  / Hl/3 

Fig. 17  "Dynamic" loading model for slope 1 : 4 

RANGE 

s © peakpressure 3.0 <= Pmax/Hl/3 <= 10.0 MIN 

s © acting width 0.10 <= Delta D / Hl/3 <= 0.25' MIN 

s © peakpressure 3.0 <= Pmax/Hl/3 <= 8.0 MAX 

s © acting width 0.15 <= Delta D / Hl/3 <= 0.30 MAX 

s © acting width 0.05 <= Delta D / Hl/3 <= 0.10 MAX 

w © wavepressure Pmax/H 1/3 <= 2.0 MAX 

w © wavepressure Pmax/Hl/3<= 1.5 MIN 

s © acting point -1.0 <= Delta D/H 1/3 <= +0.5 

Table 1    Ranges for boundary conditions of the loading model in fig. 17 
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Fig. 18 Boundary conditions in dependence of max Pmax I H 1/3 

worst case load. Fig. 18 shows the relations between the max Pmax I H 1/3 values 
and the different acting widths \Delta D I H 1I3\ (lefthand part) and the acting 
center line of the loading model related to the vertical distance Delta D I H1/3 from 
stillwaterlevel SWL (righthand part). It must be mentioned, that the boundary condi- 
tions represent the worst case actual pressure distributions and thus most of recorded 
shock pressure events have smaller ones. 
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CHAPTER 90 

NUMERICAL MODELING FOR WAVE ENERGY DISSIPATION WITHIN 
POROUS SUBMERGED BREAKWATERS OF IRREGULAR CROSS 

SECTION 

George Z. Gu1 and Hsiang Wang2 

Abstract 

In the design of a porous submerged breakwater, the maximum wave energy 
dissipation within the breakwater is desirable. To calculate the energy 
dissipation, the process is simulated numerically in this study using the 
Boundary Integral Element Method (BIEM). The breakwater is idealized as 
a homogeneous porous medium and the flow inside the breakwater is 
modeled by a non-linear porous flow model which is linearized iteratively 
based on the equivalent energy principle in the numerical model. To fully 
explore the advantage of BIEM, a boundary integral expression for wave 
energy dissipation developed in an earlier work by the authors is used to 
replace the traditional domain integral expression. As a result, the efficiency 
of the numerical model is greatly increased. The numerical model was run for 
a number of cases and the results show that the maximum wave energy 
dissipation can be achieved at a practical permeability level (or stone size). 
The good agreement between the numerical results and the experiment data 
for non-breaking waves indicates that the wave energy dissipation within 
porous breakwaters can be adequately predicted by the numerical model. 

Introduction 

Due to increasing demand for beach protection in recreational areas, 
submerged breakwaters may become more and more popular over traditional 
sub-aerial ones. The advantages of submerged breakwaters as compared to 
sub-aerial ones are of low cost, aesthetics (they do not block the view of the 
ocean) and effectiveness in triggering early breaking of the incident waves. 
More general, a low crest sub-aerial breakwater may become submerged 
during storm surge or after being damaged. 

Dallas E k P Engineering, Mobil R&D Corp. 13777 Midway, Dallas TX 75244. 
Formerly with Coastal and Oceanographic Engineering Dept. University of Florida 

2Professor, Coastal and Oceanographic Engineering Dept. of U. of Florida, Gainesville, 
FL, 32611 
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In the design of a porous submerged breakwater, one of the important 
aspects is to assess the energy dissipation within the structure due to 
turbulence and friction. Maximum energy dissipation (equivalently, minimum 
wave transmission) is usually desired. 

The wave transmission, reflection and energy dissipation has been studied 
experimentally by Dick (1968), Dattatri (1978), Seelig (1980) and many other 
investigators. The measurements in these model tests were generally limited 
to the free surface oscillations on the weather and lee side of a submerged 
breakwater. As pointed out by Kobayashi et al. (1989), such measurements 
do not reveal the hydrodynamic processes over and within porous submerged 
breakwaters. In terms of theoretical modeling, a great deal of contributions 
have been made by Sollitt et al. (1972), Madsen (1974), Ijima et al. (1974), 
Sulisz, 1985 and others to the problem of wave interaction with sub-aerial 
porous breakwaters. Kobayashi (1989) successfully modeled the wave 
interaction with impermeable submerged breakwaters. However, the process 
of wave energy dissipation within porous submerged breakwaters has not 
been investigated thoroughly enough to guide practical designs. 

In this paper, a numerical model using the Boundary Integral Element 
Method (BIEM) is developed to model wave interaction with porous 
submerged breakwaters. In general, wave attenuation over a porous 
submerged breakwater is affected by three mechanisms: reflection by the 
structure, breaking over the structure and damping due to percolation inside 
the porous structure. The wave energy dissipation are mainly caused by wave 
breaking and flow percolation. The main focus of this study is on the process 
of wave energy dissipation due to percolation. 

The submerged breakwater is modeled as an infinitely long, shore parallel 
structure. The porous body of the structure is assumed to be a homogeneous 
porous medium, and described by the non-linear unsteady percolation model. 

Governing Equations and Boundary Conditions 

The computation domain of the problem consists of two sub-domains, the 
fluid domain and the domain(s) of the submerged porous media (more than 
one porous domain if the breakwater has multiple layers). In the fluid 
domain, the water is considered inviscid and incompressible. The flow 
induced by gravity waves is assumed irrotational. Thus, the governing 
equation in this domain, for the velocity potential function $, is the Laplace 
equation, 

V2$ = 0 (1) 
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with fluid velocities being defined as 

" = s; <3) 

Further more we assume sinusoidal wave motion such that 

$ = <j>eiat (4) 

While in the porous domain, the viscosity of the fluid cannot be ignored since 
the flow is largely within the low Reynolds number region. The flow induced 
by sinusoidal linear waves can be described by the non-linear unsteady 
porous flow model used by Sollitt and Cross (1972) 

1 1 O 
- -VP(z, y, z, t) = a(- + i/3+    J-— | q(x, y, z,t)\) q(x, y, z, t)      (5) 

p it yavR 

or 

- ~Vp(x,y,z,t) = a(f1 + f2 \q\)q (6) 

with 
iat $(x,y,z,t) = tp(x,y,z)e 

where $ can be P or q or any other wave field variable; P(x, y, z, t) is the 
pore pressure function inside porous media; v and p are the kinematic 
viscosity and the density of sea water, respectively; R is the permeability 
parameter defined as 

v 

Kv is the intrinsic permeability of the porous media, measured under the 
conditions of steady flows; it is empirically related to particle diameter by 
(Engelund, 1953) 

P     «o(l-n)3 [) 

where a0 is an empirical constant and it is taken to be 570; n is the 
volumetric porosity; a is the wave frequency; /3 is the inertial resistance 
parameter and C; is a non-dimensional constant characterizing the 
non-linear resistance. In this study, fi = 4.6 and C/ = 1.0, as determined by 
a seabed experiment (Gu and Wang, 1990, Gu, 1990); q(x,y,z,t) is the 
complex vector of discharge velocity in the porous medium. 
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Due to the mathematical difficulties in applying the non-linear model 
directly, the common practice is to linearize Eq.(6) such that 

 Vp = cr/o q 
P 

(8) 

where f0 is the linearized resistance coefficient which is a constant for a 
particular problem. This coefficient can be obtained by using the principle of 
equal energy dissipation, as will be discussed later. At this point, we assume 
that /o is a known complex constant. Substitution of the above equation into 
the continuity equation gives the Laplace equation for p, 

V2p = 0 

The boundary conditions for the fluid domain are: 

dz ~ g 

dn 
On the lateral boundary of lee side, x = I' 

d<j>      d<j> 

2 = 0 

= -h{x) 

dn      dx 
= -ik'< with     gk' tanh k'h' = a 

where h! is the water depth at x = V. 
While on the lateral boundary of weather side, x — — /, 

dn 
: 2ik(f>i — ik(j>    with    gfctanh kh — a2 

(9) 

(10) 

(11) 

(12) 

(13) 

in which </>/ is the incident wave potential and h is the water depth at x = — I 
For the porous domain(s), 

dp 

dn 
= 0 

d<f> 

dn 
1   dp 

pafo dn 

Pi 

on impermeable surface(s) (14) 

between fluid and porous domains (15) 

between two different porous domains    (16) 

where i and j refer to different porous domain. 

{f0dn>> (fodnh 
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Numerical Formulation of Boundary Integral Element Method 

The boundary value problem stated in the previous section is solved 
numerically using the boundary integral element method (BIEM or BEM) 
owing to the irregular geometries of porous submerged breakwaters. The 
method has been proved to be a powerful and convenient method for 
problems governed by the Laplace equation. 

Under the assumption of continuous and second order differentiable, the wave 
potential function <j> in the fluid domain D\ bounded by a closed boundary 
C] can be expressed by 

a^(xo) = £ Wx)^(xo, x) - G(x0, x)|£(x)]<fc (17) 

where G(x0,x) is a free space Green's function and a is a coefficient 
depending on the position of point x0, (a is 2TT when x0 is an interior point 
and equals to the inner angle of the boundary when it is a boundary point); 
x0 is a point in the domain DtnCi and x is a boundary point on C\. 
The free space Green's function for normal incident wave is 

G(x0, x) = In r(x0, x) = In yj(x0 - x)2 + (z0 - z)2 (18) 

Discretizing the boundary Gi into TV segments, the Eq.(17) becomes 

caU^i)=Jll   [ /(x)^r(^''X)-lnr(x0i-,x)^(x)]^        (19) 
j^iJcu r(xoi,x)      dn 

To evaluate the integrals, the curving segments C\j are replaced by 
straightline segments. Each segment is then modeled by a linear element 
which assumes a linear variation of <j> and (j>n over the segment. The line 
integration over each element can be carried out by introducing an auxiliary 
coordinate system (Ligget and Liu, 1983). 

By applying the boundary conditions given in the previous section, Eq.(19) 
yields a set of linear algebraic equations with unknowns of <^>,- and <j>ni (i=l,2, 
... TV). In matrix form, it can be expressed as 

^   A,]{1'} = [B,   *]{£} + ., (20) 

where A,- and B, (i = 1, 2) are the known matrices determined purely by 
boundary geometries, <j>c and <f>nc are the vectors of the unknown potential 
function and its normal derivative on the interface (common) boundary, <j>j 
and 4>nj are the vectors of the unknown potential function and its normal 
derivative along the boundaries other than the interface (common) boundary, 
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b is the known vector containing (j>i resulting from the radiation boundary 
condition on the weather side lateral boundary. 

In the porous domain, a similar expression can be derived by replacing (f> with 
p in Eq.(19). Introducing pn = 0 on impermeable boundaries and carrying 
out the same operations, the resulted matrix equation for p and pn is 

Cn    C12 

C21    C22 I: - Si* 1 »•        <21> 
where pc and pnc are the vectors of pressure function and its normal 
derivative along the common boundary and pt is the pressure vector on the 
impervious bottom of the porous domain. 

Based on Eq.(21) and solving pnc in terms of pc by eliminating pi,, a 
relationship between pnc and pc can be established 

P.c = EPc (22) 

with 
E = (Dn — C12 C22 D21)    (On — C12 C22 C21) (23) 

Substitution of the matching conditions stated in Eq.(15) into Eq.(22) and 
then into Eq.(20) yields 

A> = b (24) 

with 

A = [Ai - Bx    A2 + ~E B2]NxN (25) 
Jo 

and 

.':W- (26) 
This is a determinant equation with complex matrix elements and it can be 
readily solved by a complex equation solver if the linearized coefficient /o for 
the resistances in the porous flow model is given. Unfortunately, it is still an 
unknown at this point and has to be determined by the linearization process. 

Linearization of The Non-linear Percolation Model 

The principle for the linearization is the equivalent energy dissipation by 
both linear and non-linear systems, i.e. 

(ED), = (ED)nl (27) 

For the energy dissipation ED within a control volume (domain) V of porous 
medium during the time period T, the traditional expression (Sollitt et al, 
1972, Madsen, 1974 and Sulisz, 1985) is 

t   ft+T - 
ED= F • pqdt dv (28) 
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where F is the dissipative resistance per unit volume of the porous medium, 
which is a function of the spatial coordinates and the time. 

Since the domain integral in Eq.(28) is very awkward for a boundary element 
model, an equivalent expression in the form of boundary integration has been 
developed (Gu and Wang, 1991, Gu, 1990): 

ED = -^JcP*un,ds (29) 

Where C is the common boundary of the fluid and the porous domains and 
p* is the complex conjugate of p and un is the velocity normal to C, which is 
different for the linearized and for the non-linear systems. The '-' sign is used 
here because ED is considered as a positive value. 

The physical explanation of Eq.(29) is that the energy dissipation inside the 
porous domain in one wave period T is equal to the net energy flux into the 
domain in the same time period. By expressing the energy dissipation in 
such a boundary integral, the advantage of BIEM can be well explored. 

Equating (Eo)i to (-Ex>)n; and taking approximately \q\~\pn/p<rf0\, the 
linearized coefficient f0 can be found to be 

/ PnP* ds 

f° = ~r ^S  (3°) 

Jcfi 
PnP 

• ds 
+ h  I Pn/pvfo 

Equation (30) can be easily solved by iteration. 

Numerical Results 

As an example, two submerged breakwaters are computed with the model. 
One breakwater is made of concrete, therefore impermeable, and the other 
one is made of quarry stones of ds = 0.4 meters. The dimensions and the 
wave conditions are identical for both structures. The crest of the breakwater 
is 12 meters wide with 1.6 meter submergence in a water of 4.6 meters deep. 
The slopes are 1:1.5 on both sides. The wave envelopes and the waves at t=0 
are shown in Fig. 1. Comparing the two wave envelopes, it is obvious that 
the transmitted wave height by the permeable breakwater is less than that 
by the concrete one due to wave energy dissipation inside the breakwater. 
The dissipation is 1.0 — Kj — K\ = 29% of the total wave energy. 

Fig. 2 illustrates the transmission and reflection coefficients for a submerged 
porous breakwater with a scale of 1:20 of the one in Fig. 1. In Fig. 2 the 
coefficients are plotted against the permeability parameter R for four 
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different wave heights, H — 2.0, 4.0, 6.0 and 8.0 cm. The wave period is kept 
constant, at T = 1.2s. The transmission coefficient is shown to have a 
minimum value for each wave height for a particular stone size (around 
R « 1.0, ds « 1.6 cm). A close examination of the resistances showed that 
this minimum transmission or maximum energy dissipation is achieved when 
the dissipative resistance (velocity related) is equal to the non-dissipative 
(acceleration related) resistance. 

It can be observed in the figure that the permeability corresponding to the 
minimum transmission increases with increasing incident wave height, 
whereas the energy dissipation rate remains more or less the same. When the 
permeability (or equivalently the stone size) is greater than a certain value, 
say R = 10.0 (logi? = 1.0), the wave transmission decreases with increasing 
wave height. This means that larger stones are more effective for protection 
against storms. The curves in Fig. 2 also implies that the stone size (or 
permeability) should be large enough so that it will not fall to the left of the 
trough for the design wave height. 

Laboratory Experiment 

The experiment was conducted in the Coastal Engineering Laboratory of 
Coastal and Oceanographic Engineering Department, University of Florida. 
The tank was 25 meters long, 0.6 meters wide and 1.7 meters deep with glass 
walls on both sides. The wave maker is of piston type furnished with an 
absorbing system which was designed to absorb the wave energy reflected 
back to the piston. The tank is also equipped with a motorized rail cart on 
the top to facilitate wave envelope measurements. 

The model of the porous submerged breakwater was of trapezoidal shape 
made of river gravel of d50 = 0.93 cm. It has the same configuration as the 
one shown in Fig. 1 with a scale factor of 1:20. The measurements were 
concentrated on wave reflection and transmission, although the wave 
envelope over the breakwater crest was also measured. 

In the experiment, the measurements of transmission and reflection 
coefficients were carried out for 9 wave periods ranging from T = 0.642 
seconds to T = 1.778 seconds with several different wave heights for each 
wave period. Both non-breaking and breaking waves were tested. Here 
'breaking' refers to white caps over the breakwater crest, not breaking of 
incident waves. 

It was observed in the experiment that higher order harmonics occur on the 
down wave side of the breakwater model, as opposed to monochromatic 
waves predicted by the numerical model. Fig 3 is the energy spectrum of a 
typical transmitted wave record. The data also showed that in general, the 
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wave energy of the first three modes accounts for more than 98% of the total 
transmitted wave energy. 

In order to compare with the numerical results which is based upon the 
energy balance of the fundamental waves, an equivalent height for a 
transmitted wave was defined for the experimental data by summing the 
wave energy of the harmonics i.e. 

(HtU = x £(#«)? « J~E (31) 

where (Ht), is the wave height of the i-tb. order harmonic wave, which can be 
determined by the corresponding spike area of the spectrum diagram and E 
is the total energy per unit area of all the harmonics. 

Figure 4 and 5 are the plots of the transmitted and reflected wave heights 
versus the corresponding incident wave heights. Also plotted are the 
predicted values by the numerical model. The agreement between the data 
and the prediction is reasonably good for transmitted waves before breaking 
occurs. Although the agreement for the reflected waves is not as good, it is 
not difficult to envision a good agreement for the energy dissipation 
{ED = Hf — H? — H?), because of small amplitude for the reflected waves. 
From Fig. 4 and 5, it is clear that the breaking occurs when the incident 
wave height is about H{ = 4.2 cm. After the waves break over the crest, the 
numerical model limited to non-breaking waves apparently over estimates the 
transmitted wave heights. When the incident wave height is over the 
breaking threshold (4.2 cm for this case), the transmitted wave height in the 
experiment changes only slightly, if at all, with the increasing incident wave 
height. The reflected waves are not noticeably affected by the breaking over 
the crest. 

In Fig. 6, the wave envelopes (normalized by the incident wave heights) 
predicted by the model are compared with those of measured in the 
experiment for the case of T = 0.856 seconds; both non-breaking and 
breaking cases are shown. In the non-breaking case, although the measured 
wave envelope above the breakwater crest is shifted slightly upward, the 
numerical model is able to predict, with sufficient accuracy, both the 
variation patterns and the magnitudes of the wave heights (the distances 
between the two envelope profiles). Good agreement was also found for the 
non-breaking portion of the breaking wave cases. The upward shift of the 
mean water level in the data is believed to be caused by set-up over the crest. 
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Conclusions 

An efficient numerical algorithm using boundary integral method was 
developed to compute the energy dissipation inside submerged rubble-mound 
breakwaters of irregular cross sections. The porous flow model simulating the 
porous breakwaters includes both the velocity induced linear and non-linear 
resistances as well as the acceleration induced inertial resistance. The 
replacement of the domain integral expression for the energy 
dissipation-commonly required by the linearization of the porous flow 
model-by a boundary integral is a key element in achieving the efficient 
numerical algorithm. 

The numerical results show that under a given wave condition the rate of 
energy dissipation in a porous structure has a well defined maximum when 
the dissipative (velocity related) resistance is equal to the non-dissipative 
(acceleration related) resistance. It is shown that porous submerged 
breakwaters, if designed properly, could be more effective than impervious 
ones with same dimensions. It is also shown that large stones (or high 
permeability) is more effective for protection against storms than small 
stones. 

Laboratory experiments were also conducted under both non-breaking and 
breaking wave conditions. The energy dissipation and wave envelope over the 
crest predicted by the model agree well with the experiments for 
non-breaking cases and for the non-breaking portion of the breaking cases. 
For breaking waves, the crest submergence of the breakwater appears to play 
a dominant role in limiting the wave energy transmission. 
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CHAPTER 91 

Two Dimensional Effects in Modelling 
Berm or Reshaping Breakwaters 

Kevin R. Hall 
Department of Civil Engineering 

Queen's University 
Kingston, Ontario, Canada 

Introduction 

In recent years, the failure of many large 
conventional type breakwater structures has led to a 
careful examination of the physical processes of wave- 
structure interaction. Although naturally armouring 
structures, which gain their stability as a consequence 
of profile readjustment due to wave action, have been 
around in various forms for hundreds of years, the high 
incidence of failure of conventional structures has led 
to their increased use in the past decade. 

The interaction of an incident wave with a 
rubblemound breakwater results in complex flow patterns 
involving unsteady non-uniform flow (Hall (1987)). In 
most cases, it is desirable to construct a breakwater 
which works in harmony with the flow field; that is to 
construct a structure with a geometry and armour stone 
weight gradation which results in natural profile 
readjustment and subsequent minimization of the applied 
hydrodynamic loadings. 

A reshaping or berm breakwater can be described as 
a mound of rock,often comprised of a wide range of stone 
sizes, which undergoes reshaping as a result of wave- 
structure interaction. As a consequence of this wave 
action, a stable profile is developed. Two major 
processes occur in the development of the stable profile. 
First, the overall geometry of the structure responds to 
the nature of the hydrodynamic loadings. Material is 
sorted and redistributed into a profile which acts to 
minimise the applied forces by altering the flow field 
kinematics. Secondly, this natural sorting leads to 
consolidation (densification) of the armour layer as 
stones that move eventually finds voids into which the 

1203 
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nest. 

This type of structure has been used extensively in 
the past decade and it has been found that these 
structures are significantly less expensive than more 
conventional breakwaters designed in accordance with 
guidelines given in design manuals such as the US Army 
Corps of Engineers Shore Protection Manual. The armour 
stones required are smaller than those required by 
conventional stability formulae and a much wider 
gradation can be used. This allows for the design to be 
based on the actual quarry output rather than some pre- 
conceived specification for stone for which a quarry must 
be found. Experimental studies have indicated that the 
reshaped breakwater profile can be closely predicted for 
the design wave conditions and the available material 
properties. This profile can be used as an initial 
design. Currently model studies are used to optimize the 
design and minimise the cost. 

Limited research on the two dimensional stability of 
these breakwaters has been undertaken in the past decade; 
and although virtually no research has been undertaken 
with respect to the three dimensional stability of these 
structures, Hall et al. (1983), Hall (1987), and Burcarth 
and Frigaard (1987) have shown that significant three 
dimension effects can exist. These effects may be 
classified as purely three dimensional effects (due to 
attenuation of energy within the cross section) or 
effects resulting from the variation of the angle of wave 
attack, thus affecting the erosion prone areas 
(particularly the head of the breakwater) . The later 
effects are typically what is thought of as being 
dominant; however, Hall et al. (1983) has shown that the 
difference between test results from narrow flumes and 
wider three dimensional test sections (for incident waves 
parallel to the trunk of the structure) can be 
substantial. The tests reported in this paper were 
designed to evaluate these effects, in particular to 
evaluate if the reshaping of these breakwaters is 
influenced by the flume width used in the tests. 

Testing Programme 

Experimental studies were undertaken using the 
facilities of the Coastal Engineering Research laboratory 
of Queen's University, Kingston, Canada. The studies 
were undertaken primarily to investigate the mechanism of 
reshaping of berm breakwaters and to evaluate the 
specific influence of the various parameters that may 
affect the reshaping process.  These parameters include 
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wave height, wave period, wave groupiness, duration of 
each segment of the design storm, the gradation of the 
armour stones, and the percentage of rounded stones 
occurring in the gradation. 

Tests were run in a 22 x 26 metre three dimensional 
basin where three separate "flumes" having widths of 1.2, 
2,4 and 4.0 metres were constructed parallel to each 
other. Identical test structure were built in each of 
the flumes and were then subjected simultaneously to the 
same wave conditions. Basin layout is shown in Figure 1. 

Profiles of the test breakwaters were measured at 
several locations along the structure following each 
segment of the design storm as shown in Figure 1. The 
profiler used to measure the three dimensional profiles 
was a trailing arm profiler which provided a continuous 
reading of the elevation of the breakwater with 
horizontal distance. 

Tests undertaken in the three dimensional modelling 
programme utilized a core material shown in Figure 2. 
Two different gradations of armour were used having the 
following characteristics: 

Dsn (mm) D«,/Dis Dma„ (mm) 

Gradation 1 19 1.9 32 

Gradation 2 14 2.0 27 

Tests were undertaken on a berm breakwater whose 
general configuration is shown in figure 3. The basic 
geometry of the test structure was determined based on 
the large number of berm breakwaters tested at various 
institutions in Canada and abroad. This configuration 
has been found to be easy to construct in prototype. 
Five capacitance type water level transducers were placed 
just in front of the breakwater to measure the dynamic 
water level fluctuations. An additional water level 
transducer was placed immediately in front of the paddle 
to measure the deep water wave conditions. 

Preliminary work was done before the breakwater was 
built to synthesize, generate and sample the waves and 
determine the appropriate span settings (settings that 
control the maximum excursion of the wave paddle) for the 
wave paddle. All the tests in subsequent experiments 
were then carried out using the same waves and same span 
settings. Additionally, the wave records measured during 
tests with the breakwater in place were separated into 
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incident and reflected components. In most cases, 
excellent agreement was obtained between results of the 
reflection analysis and those measured with no structure 
in the flume. The bounded long wave component resulting 
from the occurrence of wave groups was removed from the 
analysis using a software filter. 

All tests were conducted with irregular waves 
synthesized using the GEDAP procedure of the National 
Research Council of Canada Hydraulic Laboratory. Jonswap 
spectra were generated having periods of peak energy 
density, ranging from 1 second to 2 seconds and 
significant wave heights from 6 cm to 14 cm. 

The notation of a design storm consisting of several 
segments of specific wave height-period combinations, 
which altogether simulate the growth and decay of waves 
during a hypothetical design storm was utilized in the 
tests. A total of four design storms were utilized in 
the three dimensional tests and are detailed in Tables 1 
to 4. 

Table 4 Wave Climate # 1-3D 

Segment Hs (m) Tp (s) Duration 
(min) 

1 .06 1.2 60 

2 .08 1.4 70 

3 .1 1.6 80 

4 .12 1.8 90 

5 .14 2.0 100 

6 .12 1.8 90 

7 .10 1.6 80 

8 .08 1.4 70 
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Table  2     Wave  Climate  2-3D 
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Segment Hs (m) Tp (s) Duration 
(min) 

1 .08 1.2 60 

2 .10 1.4 70 

3 .12 1.6 80 

4 .14 1.8 90 

5 .16 2.0 100 

6 .14 1.8 90 

7 .12 1.6 80 

8 .10 1.4 70 

Table 3  Wave Climate 3-3D 

Segment Hs (m) Tp (s) Duration 
(min) 

1 .10 1.2 60 

2 .12 1.4 70 

3 .14 1.6 80 

4 .16 1.8 90 

5 .18 2.0 100 

6 .16 1.8 90 

7 .14 1.6 80 

8 .12 1.4 70 
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Table 4 Wave Climate 4-3D 

Segment Hs (m) Tp (S) Duration 
(min) 

1 .12 1.2 60 

2 .14 1.4 70 

3 .16 1.6 80 

4 .18 1.8 90 

5 .20 2.0 100 

6 .18 1.8 90 

7 .16 1.6 80 

8 .14 1.4 70 

Each segment of each storm was run for a time 
equivalent to 3000 waves attacking the structure. 
Profiles were measured before the test and after each 
segment of test. For certain tests, several intermediate 
profiles were measured after 500, 1000, 1500 and 2000 
waves. To assess the long term reshaping process, some 
tests were carried out for a duration of 36000 waves with 
profiles measured every 3 000 waves. These tests were 
used to assess the reshaping of breakwaters as a function 
of storm segment duration. The berm breakwater was 
considered to have failed when erosion of the berm 
progressed landward to the intersection of the horizontal 
berm with the upper 1:3 slope (see figure 3). A total of 
12 series of tests were undertaken and are described in 
Table 5. 
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Table  5 
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Test Series Wave Climate Initial Berm 
Width (m) 

1 1.3D .40 

2 1-3D .45 

3 2-3D .50 

4 2-3D .50 

5 2-3D .60 

6 3-3D .60 

7 3-3D .70 

8 4-3D .70 

9 4-3D .60 

10 2-3D *GF=0.2 .45 

11 2-3D *GF=0.75 .45 

12 2-3D *GF=1.2 .45 

Test Procedures 

The following general procedures were 
during each test: 

followed 

(1) 

(2) 

(3) 

(4) 

(5) 

A test was not commenced until the water surface in 
the flume was completely calm. 

Predetermined  settings  on  the  hydraulic 
generator were used for all wave conditions. 

wave 

The same number of samples of water level 
variations were taken. Sampling would start on the 
passage of the third wave. 

The locations of the water level transducers did 
not vary for test to test. 

Observations were made regarding stone movement 
resulting from wave attack, both initially and 
after the breakwater profile reached near 
equilibrium. 
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(6) The breakwater was not rebuilt following each 
segment of wave attack. Rebuilding of the entire 
breakwater was done following the completion of a 
test storm and carried out under water, to 
simulate, as close as possible, prototype 
construction conditions. 

(7) The water level transducers and profiler were 
calibrated every 3 days and were found to remain 
stable over the duration of the testing programme. 

Results 

It was found that the largest portion of berm 
erosion occurred during the attack of the first few 
relatively big waves in the wave train. The zone in 
which movement of stones occurred was located at the 
seaward edge of the berm. The stones moved by rolling 
about the slope. On passing of the first few waves, 
there was little sign of motion of stones in the landward 
region of the berm; the principal mode of reshaping was 
by rounding-off of the exposed corner of the berm. 

After approximately five to ten big waves, there was 
very little mass movement, and subsequently, stones moved 
individually rather than "en masse". With time, the 
initial berm receded and armour stones were individually 
removed by the wave forces and deposited at some other 
location on the slope. With each impinging wave breaking 
on the berm, stones were removed from the outer edge of 
the berm and carried by uprush and downrush moving to and 
fro on the profile formed as a result of erosion. A net 
migration of stones offshore was observed from the 
profiles measured followed each section of the design 
storm. The reshaping process was usually too slow to be 
noticeable to the human eye (apart from the initial 
"shakedown" of the mound). 

Figure 4 gives an example of average berm erosion 
(measured from the seaward edge of the structure) as a 
function of significant wave height for a particular 
test. In general comparable recession rates were 
observed in each flume over the course of the design 
storm. The net recession in each flume at the end of the 
test is typically within a range of 5-10%. Considering 
that on average 450 to 500 mm of erosion is experienced 
and given that D50 = 14mm, then ± one stone would give 
a resolution of approximately 6%. Thus the range of 5- 
10% indicates no significant difference in the 
performance of each section. 
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Table  1     Example Wave  Climate  4 
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Segment Hs (m) Tp (s) Duration 
(min) 

1 .12 1.2 60 

2 .14 1.4 70 

3 .16 1.6 80 

4 .18 1.8 90 

5 .20 2.0 100 

6 .18 1.8 90 

7 .16 1.6 80 

8 .14 1.4 70 

Correct interpretation of the data can only be 
carried out by analysis those data in which the berm 
structure were stable (in this case, a stable structure 
was one in which berm erosion did not progress landward 
of the upper 1:3 slope). Figure 5 provides an 
illustration of the relationship between flume width and 
B/H k, where B is the starting berm width (equal to the 
total amount of recession) and H k is the significant 
wave height at the peak of the design storm. In general, 
B/H, Beak increases with increasing flume width  (thus 
indicating more reshaping for all wave climates. 

Figure 6 shows the influence of groupiness factor on 
relative shaping (B/H k) . For low values of groupiness, 
no significant difference in reshaping exists (as a 
function of flume width). As the groupiness factor is 
increased then the flume width becomes more important. 
The most significant difference in reshaping between the 
4 m and the 1.2 and 2.4 m flumes occurs at the highest 
value of groupiness. Values of B/H k for flume widths 
of 1.2 and 2.4 m are relatively constant whereas B/H k 
shows an increase with increasing groupiness for the 4m 
flume results. These findings are in agrement with Hall 
et al (1989) and leave questions regarding the validity 
of two dimensional tests to evaluate the stability of 
berm or reshaping breakwaters. 
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Conclusion 

A series to tests was undertaken utilizing various 
width "flumes" containing identical breakwaters 
simultaneously subjected to identical wave conditions. 
It was found that the extent of reshaping increased with 
increasing flume width. This effect was more pronounced 
when subjecting the structure to wave trains having a 
high groupiness factor. 

This trend sheds doubt with respect to the validity 
of undertaking narrow flume two-dimensional tests of 
berms or reshaping breakwaters. At present, until 
further research can be undertaken, it is recommended 
that only fully three dimensional tests be undertaken 
when designing berm breakwaters, (even when incident wave 
conditions are parallel to the breakwater crest). 
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CHAPTER 92 

Preliminary Analysis of the 
Stability of Rubblemound Breakwater Crown Walls 

by 
David G. Hamilton1 and Kevin R. Hall2 

ABSTRACT 
A series of two-dimensional hydraulic model tests was carried out to investigate the stability of 

rubblemound breakwater crown walls. The effect of seven design parameters on the minimum mass 
required for a crown wall to remain stable was studied: wave height, wave period, crown wall height, 
water level, front slope of the breakwater, position of the crown wall and length of stabilizing legs. 
Observations regarding the type of wave interaction, degree of overtopping, superstructure movement 
and overall hydraulic stability were studied. The coefficient of friction at the crown wall/breakwater 
interface was also measured. The crown wall superstructure was located on the crest of a conventional 
multi-layer breakwater and was subjected to both regular and irregular wave attack. Preliminary 
analysis of this data set is presented which shows trends established for each of the seven design 
parameters. 

INTRODUCTION 

Crown walls are designed, on a small scale, to provide pedestrian and vehicular 
access onto and along the crest of rubblemound breakwater structures. On a larger 
scale, crown walls support and protect pipelines and other services from the 
damaging forces of storm generated waves. 

Crown walls are subjected to a complex set of forces including those resulting 
from direct wave impact and uplift pressure caused by the phreatic surface motion 
in the rubblemound. Since the physics of the hydrodynamic forces on crown walls 
is very complex, an accurate mathematical description of these forces, both 
spatially and temporally, along the front face and base of the crown wall is 
presently unattainable. Well designed hydraulic models are currently the only 
reliable design tool available, although these are subject to problems of scale 
effect due to the inability to obtain equality of Froude, Reynolds and Weber 
criteria. It is of paramount importance that the permeability of each layer is 
modelled correctly in order  to minimize these scale effects. 

1 Graduate Student, Department of Civil Engineering, 
Queen's University, Kingston, Ontario, Canada K7L 3N6 

2 Associate Professor of Civil Engineering, 
Queen's University, Kingston, Ontario, Canada K7L 3N6 

1217 



1218 COASTAL ENGINEERING 1992 

In one of the most comprehensive investigations of crown walls, Jensen (1983 
and 1984) examined the forces on these structures by measuring the pressure 
distribution along the front face and base of the superstructure. A dimensionless 
empirical relationship was derived in order to predict the maximum horizontal 
wave force on the front face of a crown wall. Jensen's equation was calibrated to 
fit the model data using three sets of dimensionless coefficients which were valid 
for three specific crown wall configurations. 

Bradbury et al. (1988) extended Jensen's work by modelling structures with 
different armour unit configurations fronting crown walls. The maximum 
horizontal force on the front face of the crown wall was measured for each of the 
crown wall/crest armour geometries using a system of strain gauges mounted 
inside a force table. By using an armour coefficient for a single wave climate, the 
authors extended Jensen's equation to six different crown wall/crest armour 
configurations. However, the authors point out that each of the two armour unit 
coefficients are only valid for a single random wave condition. They state that 
further studies are required to verify these armour unit coefficients over a wider 
range of incident wave conditions. 

Although other studies of crown walls have been conducted, these two 
investigations are the most comprehensive. However, the results obtained from 
both of these studies could not be extrapolated with confidence to the range of 
breakwater/crown wall configurations of interest in this study. 

This present study was undertaken in a two-dimensional wave flume at the 
Coastal Engineering Research Laboratory at Queen's University. The tests were 
developed to determine what influence seven design parameters had on the 
minimum mass for which a given crown wall configuration would remain stable: 
wave height, wave period, crown wall height, water level, front slope of the 
breakwater, position of the crown wall and length of stabilizing legs. 
Observations regarding the type of wave interaction, superstructure movement and 
overall hydraulic stability of the crown wall/breakwater were also studied. Finally, 
the hydraulic performance of each crown wall configuration was evaluated and 
classified as either an overtopping or a non-overtopping structure for a given 
design wave climate. 

The testing programme consisted of 49 tests covering the range of 
breakwater/crown wall configurations and water levels presented in Table 1. 

EXPERIMENTAL SETUP 

All experiments were carried out in a 0.9-m wide wave flume with an overall 
length of 47 m and an overall depth of 1.8 m. Tests were conducted with three 
different still water levels; 0.800, 0.850 and 0.875 m above the flume bottom. 
Both regular and irregular wave attack was used. A minimum of twelve 
combinations of wave height and wave period were used for each crown 
wall/breakwater configuration, as shown in Table 2. For some tests, as many as 
eight wave heights (for each wave period) were tested in order to better define 
trends in the stabiltiy data. 
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TABLE 1 
Test Summary 

Test F Hcw BW 
Front 

P cw Lcw Wave 
Type 

(mm) (mm) Slope (mm) 

RC1C01.RC1A01 25 40 1:1.5 C and A N/A Reg 
RC1C02, RC1A02 50 40 1:1.5 C and A N/A Reg 
RC1C03, RC1A03 100 40 1:1.5 C and A N/A Reg 
RC1C04, RCIA04 25 70 1:1.5 C nnd A N/A UCB 
IK'li'0\ Kc'IAOi MI /(i I  1 •» I ' im.l A 1 l/A II.-u 

RC1C06. RC1A06 100 70 1:1.5 (.' ami A N/A Ri-H 

RC1C07, RC1A07 25 100 1:1.5 C and A N/A Reg 
RC1C08, RC1A08 50 100 1:1.5 C and A N/A Reg 
RC1C09, RC1A09 100 100 1:1.5 C and A N/A Reg 
RC1C10, RC1A10 25 100 1:3 C and A N/A Reg 
RClCll.RClAll 50 100 1:3 C and A N/A Reg 
RC1C12,RC1A12 100 100 1:3 C and A N/A Reg 

RC2C01 25 100 1:1.5 C 10 Reg 
RC2C02 50 100 1:1.5 C 10 Reg 

RC2C03 100 100 1:1.5 C 10 Reg 
RC2C04 25 100 1:1.5 C 30 Reg 
RC2C05 50 100 1:1.5 C 30 Reg 
RC2C06 100 100 1:1.5 C 30 Reg 
RC2C07 25 100 1:1.5 C 50 Reg 
RC2C08 50 100 1:1.5 C 50 Reg 
RC2C09 100 100 1:1.5 C 50 Reg 
RC2C10 25 100 1:3 C 10 Reg 
RC2C11 25 100 1:3 C 30 Reg 
RC2C12 25 100 1:3 C 50 Reg 

RC3C01.RC3A01 25 N/A 1:1.5 C and A N/A Reg 
RC3C02, RC3A02 50 N/A 1:1.5 C and A N/A Reg 
RC3C03, RC3A03 100 N/A 1:1.5 C and A N/A Reg 
RC3C04, RC3A04 25 N/A 1:3 C and A N/A Reg 

IC1C01" 25 40 1:1.5 C N/A In- 
IC1C04' 25 70 1:1.5 C N/A to 
IC1C07* 25 100 1:1.5 C N/A In 

IC1C08 50 100 1:1.5 C N/A In 

IC1C09' 100 100 1:1.5 C N/A In 

C = On Core, A = On Armour 
*OnlyT = 1.75s 
Ex. RC1C01 represents 

R      = Regular waves 
Cl     = Configuration 1 crown wall 
C      = Crown wall resting on Core layer. 
01     = Test 1 
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The conventional multi-layer rubblemound breakwater consisted of a core layer 
(13-mm angular stone), a filter layer (40-mm angular stone) and an armour layer 
(two layers of 80-mm angular stone). Other characteristic properties are given in 
Table 3. All of the angular stone was assumed to have a specific gravity of 2.65. 

Three types of crown walls were tested, as shown in Figure 1. Configuration 
1 consisted of a vertical wall connected to a base plate. Crown wall heights of 
40, 70 and 100 mm were tested. Configuration 2 was similar with the exception 
of an additional set of stabilizing legs penetrating the core layer. The objective 
of these legs was to increase the stability of the crown wall during wave attack. 
Three different pairs of stabilizing legs were constructed, with lengths of 10, 30 
and 50 mm. Configuration 3 was used to simulate a walkway by removing the 
vertical crown wall and the stabilizing legs. Each structural member of the crown 
wall superstructure was fabricated using aluminum alloy having a specific gravity 
of 2.8. 

The stability of the crown wall was tested in two positions. First, the crown 
wall was placed on top of the core at the breakwater crest, as shown in Figure 2a. 
It was assumed that for any future breakwater designs, the crown wall would be 
placed in this position. From a stability perspective, this was the ideal position 
since the crown wall is protected from direct wave impact forces during wave 
attack. As it was critical to isolate the horizontal resistance of the crown wall to 
frictional resistance, see Figure 2b, armour units were placed (seaward and 
landward of the structure) so that they added no additional stability to the crown 
wall. 

In the second position, the crown wall was constructed on top of the armour 
layer along the breakwater crest (Figure 3). If crown walls could be designed to 
remain stable in this position, the armour units would not need to be removed to 
construct crown walls on existing breakwaters. However, installing the crown 
wall on top of the armour stone created two problems. First, it was difficult (if 
not impossible) to place the crown wall on top of the armour stones while 
maintaining the proper horizontal and vertical alignment along the breakwater 
crest. Secondly, the horizontal resistance created by friction between only a few 
armour stones and the base of the crown wall was considerably less than that 
found when the crown wall was constructed on the core of the breakwater. To 
resolve these two problems, a gravel bed was prepared along the crest of the 
breakwater by placing core material in the large voids between each armour stone. 
The crown wall was removed after completing each test and if any undermining 
or erosion had taken place, the gravel bed was reconstructed. 

Preliminary studies were undertaken to determine the coefficient of friction at 
the breakwater/crown wall interface. A device was designed to enable the 
horizontal resistance of the crown wall to be measured over the range of crown 
wall mass which would be required during stability tests. Linear regression 
analysis resulted in a best fit line having a coefficient of friction, (a. = 0.51, as 
shown in Figure 4. This agrees with prototype estimates of ii = 0.50 to 0.55 
(Jensen, 1984), and \i = 0.60 Goda (1985) between concrete superstructures and 
quarry stone. 
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The minimum wall and base thickness of prototype crown walls was assumed 
to be 0.20 m, as this thickness would provide adequate coverage for reinforcing 
steel within a crown wall. As this model was designed at a geometric scale of 
approximately 1:20, the minimum crown wall mass used throughout this study was 
approximately 6.5 kg, depending on the crown wall configuration. 

TABLE 2 
Incident wave conditions for testing 

Segment T H H/L0 $=tan9/[(H/Lj ,'«] 

No. (s) (mm) Slope 

1:1.5 1:3 

1 1.25 120 0.049 2.65 1.45 
2 1.25 150 0.061 2.37 1.30 
3 1.25 180 0.074 2.16 1.18 
4 1.25 200 0.082 2.05 1.12 

5 1.75 100 0.021 4.07 2.22 
6 1.75 160 0.033 3.21 1.76 
7 1.75 210 0.044 2.81 1.54 
8 1.75 270 0.056 2.47 1.35 

9 2.25 100 0.013 5.23 2.86 
10 2.25 140 0.018 4.42 2.42 
11 2.25 190 0.024 3.79 2.08 
12 2.25 230 0.029 3.45 1.89 

TABLE 3 
Summary of characteristic material properties 

Material type Nominal Diameter Mass 

Dmin D50 Dmax Mmin M50 Mmax 
(mm) (mm) (mm) (g) (g) (g) 

13 mm crushed gravel 9 13 30 1 3 35 
39 mm crushed gravel 37 39 42 70 85 100 
80 mm armour stone 70 80 90 500 680 1000 
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Base  Plate 
Hew 

Base  Plate 
Hew 

(a)     Configuration   1 

Lew   I       Stabilizing   Legs     _l     I 

(b)     Configuration   2 

3ase   Plate 

(c)     Configuration   3 

Figure 1    Configuration of 3 Crown Wall Test Sections 

Figure 2a    Crown Wall resting on Armour Layer 

Crown  Wal 

Filter Armou 

Core 

Figure 2b    Placement of Armour Stone Adjacent to Crown Wall 
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Figure 3    Crown Wall Resting on Armour Layer 

200 

Coefficient of Friction = 0.51 

Correlation Coeff = 0.91 

Std Err of Y Est = 13.8 

50   100   150   200  250   300   350   400 

Vertical Force on base of Crown Wall (N) 

Figure 4    Coefficient of Friction at Crown Wall-Breakwater Interface 

DETERMINATION OF MINIMUM STABLE MASS 

Minimum stable mass (MSM) was defined as the minimum mass for which a 
given crown wall/breakwater configuration would remain stable while being 
subjected to certain design wave conditions. The MSM of a crown wall 
represented the point of limiting equilibrium between stable and unstable 
conditions. At this minimum mass, the crown wall could withstand a variety of 
complex and interactive forces resulting from direct wave impact, uplift pressure 
resulting from phreatic surface motion in the breakwater and forces associated 
with overtopping. 

Results obtained from tests using Type 1 and 3 crown walls (Figure la and c) 
were classified into one of three categories; stable, unstable and minor 
displacements. The failure mode for each of these tests was found to be a sliding 
failure. A test was categorized as stable if the crown wall remained stationary 
during exposure to wave attack. In some tests vibrations of the crown wall were 
observed, although any resultant displacement would exclude such a result from 
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this category. Minor displacement test results were defined as tests in which the 
crown wall was displaced less than 10 mm during wave attack. This category 
included instances in which the crown wall would undergo a parallel slide, or 
alternatively, displacements of only one end of the crown wall. Test results in 
which the crown wall was displaced more than 10 mm were defined as an 
unstable. This category included three types of displacements of the crown wall. 
The two most common types of failures were displacements of the crown wall 
parallel to its original position or displacements of only one end of the crown 
wall. In some instances a catastrophic failure occurred in which the crown wall 
was forced over the landward side of the breakwater. 

Test results for the Type 2 crown wall (Figure lb) were classified as either 
stable or unstable. The mode of failure in each of these tests was found to be a 
quasi-overturning failure. The minor displacement failure category was not used 
for Type 2 crown wall tests since any measurable overturning of the crown wall 
was considered to be a failure. 

Figure 5 is an example of typical test results from one test in the data set. The 
curve shown in the figure passes through the data points representing the 
minimum stable mass of the crown wall at different wave heights. This curve 
represents a reasonably accurate relationship between the mass of a crown wall 
and the incident wave height at the point of limiting equilibrium between stable 
and unstable conditions. 

Test results presented later in this paper are based on the minimum stable mass 
of the crown wall. This will allow comparisons between different test results to 
be readily made. 

70; 

,-N   60' 
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«t    40- 
S     ; 
5    30: 
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Minor Displacements 
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0.05 0.1 
-i—i—i—i— 

0.15 0.25 0.2 
Wave Height (m) 

T = 1.75s, F = 0.025m, Hew = 0.100m, Slope 1:1.5, On Core 

Figure 5  Variability of Crown Wall Stability 
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PRELIMINARY RESULTS 

Wave height 

The following trends between incident wave height and minimum stable mass 
(MSM) were observed during preliminary analysis of the data set. Figure 6 shows 
typical test results. 

Each test commenced with small waves and gradually the incident wave height 
was increased. When relatively small waves attacked the structure, the wave 
runup and internal phreatic surface would continue to fluctuate although no forces 
would be applied to either the base or the front face of the crown wall. Under 
these conditions a unit increase in the incident wave height had no influence on 
the stability of the crown wall. 

Once the incident wave height was large enough for the wave runup and 
internal phreatic surface to reach the base elevation of the crown wall, a linear 
relationship between MSM and wave height was found. This agrees with results 
published by Jensen (1983 and 1984) and Bradbury et al (1988). This linear 
relationship continued until the waves were large enough to induce a significant 
amount of greenwater overtopping. At this point, the rate of increase of the MSM 
continued to decrease and a horizontal asymptote was approached. 

Height of crown wall 

Figure 7 shows an example of the minimum mass required to ensure stability 
of a crown wall for three different crown wall heights. All of the available data 
consistently demonstrated that the stability of a crown wall increased with 
decreasing crown wall height. Three other conclusions were also worth noting. 
First, when the wave height was only 0.10 m, all three crown walls were found 
to have the same minimum stable mass (MSM). This was expected because for 
wave heights less than 0.10 m, no water overtopped the lowest crown wall (0.04 
m high). Secondly, results of tests having a crown wall height of 0.040 m showed 
that the MSM remained constant once the incident wave height exceeded 
approximately 0.20 m. As stated earlier, this threshold wave height was directly 
related to the initiation of green water overtopping. Thirdly, the threshold wave 
height was found to increase with increasing height of the crown wall. This was 
also expected; a larger wave height was required to overtop a higher crown wall. 

Eight tests were conducted using the Type 3 crown wall. All results 
demonstrated that this structure was substantially more stable than Configuration 
1 and 2, under the same conditions. During most tests this crown wall was stable 
at the minimum mass. However, when the crown wall was on the armour layer 
and was subjected to very large waves, the stability of the structure increased with 
increasing wave period, decreasing water level and decreasing front slope 
steepness. 
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Freeboard 

The stability of each breakwater/crown wall configuration was evaluated for 
three different values of freeboard; 25, 50 and 100 mm. Tests consistently showed 
that the stability of a crown wall increased as the water level decreased. 

Wave period 

The influence of wave period on the stability of a crown wall was tested for 
wave periods of 1.25, 1.75 and 2.25s. In general, the stability of a crown wall 
increased with decreasing wave period. 

Breakwater front slope 

The front slope of the breakwater was also found to influence the stability of 
a crown wall. Two front slopes were tested, Cot0= 1.5 and 3.0, as these are the 
two extreme slopes usually found on prototype breakwaters. The data showed 
that, in general, the stability of a crown wall increased as the steepness of the 
front slope decreased. 

Position of crown wall 

The influence of crown wall position was evaluated by conducting one set of 
tests with the crown wall resting on the core at the breakwater crest and another 
set with the crown wall resting on the armour layer. Figure 8 shows typical 
results from both sets of tests. The data demonstrated that for all wave conditions 
and breakwater/crown wall configurations, a crown wall was substantially more 
stable when resting on the core at the breakwater crest. These results seem 
reasonable when the following points are considered. First, when the crown wall 
rests on the core, the armour stones fronting the crown wall dissipate a significant 
amount of wave energy. Secondly, the armour units fronting the crown wall 
protect the superstructure from direct wave impact when the crown wall is resting 
on the core of the breakwater. Thirdly, the maximum elevation of the phreatic 
surface is lower when the crown wall is positioned on the core as compared with 
tests conducted with the crown wall on the armour layer, due to the difference in 
permeability of the two layers. 

Stabilizing legs 

The influence of stabilizing legs on the stability of a crown wall is illustrated 
in Figure 9. Incorporating stabilizing legs into the design of a crown wall 
significantly increased the overall stability of the superstructure. However, the 30 
and 50 mm stabilizing legs were no more effective at increasing the stability of 
a crown wall than 10 mm legs. 
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Test results indicate that the use of stabilizing legs transformed what would 
otherwise be a purely sliding failure into a quasi-overturning failure. This change 
in failure mode occurred since less force was required to drag the seaward leg of 
the crown wall out of the core material (quasi-overturning failure) compared to the 
force required to cause a purely sliding failure. 

IRREGULAR WAVE TESTS 

All of the results discussed above were obtained using regular sinusoidal waves. 
Five of these regular wave tests were repeated using irregular wave trains (see 
Table 1) to determine how the stability results of each set of tests could be 
correlated. A JONSWAP wave spectrum was synthesized using the National 
Research Council of Canada GEDAP laboratory control package. 

Irregular wave test results were plotted as a function of regular wave test 
results, presented in Figure 10. Each data point indicates the irregular and regular 
wave height at which a specific crown wall configuration became unstable; the 
minimum stable mass. Assuming a irregular wave Rayleigh distribution, the 
irregular wave height, H„ was defined using the equation, H, = ko. It was 
determined that H, = 5.1a gave the best correlation between the two sets of data. 
This represents the average wave height of the highest 10% of the waves, HJQ, in 
the irregular wave train. Therefore, tests undertaken using irregular waves 
reproduced the same results as regular wave tests if H^ of the irregular wave train 
was equal to the wave height of the regular wave train. 

0.30 

0.00 

Correlation Coeff. = 0.82 
Std Err of Y Est = 0.023 

T—I—I—I—I—I—I—I—I—I—I—i—I—i—i—i—I—I—I—I—i—I—I—I—I—I—I—I—r- 
0.00 0.05 0.10 0.15 0.20 0.25 0.30 

Regular Wave Height (m) 

Figure 10    Irregular vs. Regular Wave Stability Tests 
(Irregular wave train defined by H, = 5.1a) 
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CONCLUSIONS 

Tests were conducted to evaluate the influence of seven design parameters on 
the hydraulic stability of crown walls. By determining the mass of each crown 
wall configuration at the point of limiting equilibrium between stable and unstable 
conditions (minimum stable mass), the following general trends have been 
established. 

(1) During exposure to moderate wave climates, the magnitude of the wave forces 
on each crown wall configuration were found to be proportional to wave height. 
However, once the waves were large enough to induce greenwater overtopping, 
the wave induced forces approached a maximum. The data set showed that for 
each breakwater/crown wall configuration an upper limit exists, independent of 
wave climate, at which the destabilizing wave forces remain constant. 

(2) The stability of each breakwater/crown wall configuration was found to 
increase with decreasing crown wall height, decreasing water level, decreasing 
wave period and decreasing front slope steepness. 

(3) The forces exerted on a crown wall resting on the core of a breakwater were 
substantially less than those tests conducted with the crown wall resting on the 
armour layer. This demonstrated that the armour units fronting a crown wall 
dissipated a significant amount of wave energy and protected the superstructure 
from direct wave impact. It also demonstrated that decreasing the permeability 
of the material below the crown wall (core vs. armour material) significantly 
decreased the maximum elevation of the internal phreatic surface, and thereby 
reduced the uplift pressures. 

(4) Stabilizing legs substantially increased the stability of each crown wall 
configuration. Short legs were found to be equally as effective as longer 
stabilizing legs. 

(5) The coefficient of friction below the model crown wall was found to be similar 
to prototype estimates of the friction coefficient between a reinforced concrete 
superstructure and quarry stone. 

(6) Irregular wave tests, simulating a JONSWAP spectum, reproduced the same 
crown wall stability as regular wave tests, if HJJ of the irregular wave train was 
equal to the wave height of the regular wave train. 
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LIST OF SYMBOLS 

D50 = Median diameter of stone gradation 
F = Freeboard 
H = Wave height of regular wave train 
Hcw = Height of the crown wall 
H, = Irregular wave height 
Lcw = Length of crown wall stabilizing legs 
L„ = Deepwater wave length 
MSM = Minimum stable mass of crown wall 
M50 = Median mass of stone gradation 
Pcw = Position of crown wall 
t = Thickness of crown wall base 
T = Wave period of regular wave train 
£ = Surf similarity parameter 
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CHAPTER 93 

NEW STABILITY FORMULA FOR DOLOSSE 

XA H HOLTZHAUSEN and 2J A ZWAMBORN 

ABSTRACT 

This paper describes the derivation of a stability formula for dolosse based on 
the physical model test results of Scholtz et. al. (1982) and Holtzhausen et. al. 
(1990). The derivation of the formula is based on dimensional analysis and 
subsequent curve fitting with a non-linear multi-variate regression model. The 
statistical treatment of the data made it also possible to estimate the confidence 
intervals. 

Variables included in the formula are wave height, wave period, percentage 
displacement, dolos waist-to-height ratio, and armour unit density. Since not 
enough data were available to describe the effect of armour slope, only data for 
a slope of 1:1.5 were used. The test conditions and thus the derived formula 
represents deep water wave attack, that is, without a specific foreshore slope. 

INTRODUCTION 

A large number of model test results from tests carried out in South Africa 
over more than 10 years were used as a basis for the development of a new 
stability formula for dolosse. Since the tests included regular and irregular wave 
tests and were all done in the same test facility under identical conditions, their 
results provide an excellent basis for such a formula and also for the 
establishment of the variability in the stability which must be expected. Standard 
statistical analysis techniques were employed to achieve these results. 

Although the new formula provides a useful tool for the initial design of dolos 
armouring, particularly for sensitivity and risk analyses, it must only be used for 
cases which are representative of the actual test conditions and which fall within 
the range of the variables used in the tests, that is , for deep water conditions, 
a 1:1,5 armour slope, dolos waist ratios between 0.33 and 0.40 and dolos unit 
densities from 1.8 to 3.0. Furthermore, the formula does not take into account 
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the structural strength of individual units and it will therefore be representative 
of prototype conditions only for relatively small percentages damage. 

DESCRIPTION OF TEST PROCEDURES 

Model layout and Dolos Characteristics 

The tests were done in the 127 m long (effective length), 3 m wide and 1,1 m 
deep wind-wave flume in Stellenbosch. The flume was divided into three 0,75 m 
wide test channels leaving two narrow dummy channels on either side. Identical 
breakwater test sections (except for the test dolosse) were constructed in each 
of the 0,75 m wide channels. The waves approached the dolos slope on a 
horizontal bottom with a depth of 0,8 m (Figure 1). 

OOLOSSE    80   g 

r=0,33 r=0,36 r=0,38 r=0,40 r=0,13 

Figure 1.   Section of model slope and model dolosse 

The test areas were 750 * 750 mm2 and the dolosse were placed in six 
125 mm (about 2 h, where h is 'dolos height') wide bands of different colours, 
with three above and three below still-water level, that is, 208 mm below to 
208 mm above the water level (about 1,5 Hd, where Hd is the 'design wave 
height') (Zwamborn, 1980). A 'mean' packing density of <t>n=2=l-00 was used. 
The underlayer consisted of 16,5 g selected stone and was 43 mm thick. The 
breakwater core was built of loose bricks covered with an approximately 200 mm 
thick layer of 1 to 5 g gravel (Holtzhausen et. al., 1990). 

Wave Generation and Measurement 

Regular waves with a period of 1.75 s were used in the tests done to 
investigate the effect on stability of unit density (Scholtz et. al. 1982). The effect 
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of waist-to-height ratio (wr) and wave period were investigated with irregular 
waves generated by Seasim wavemakers (Holtzhausen et. al. 1990). These 
wavemakers are equipped with a wave absorption control unit making it possible 
to absorb reflections from the breakwater structure. Only results obtained with 
a Jonswap spectrum were used for fitting the stability formula. 

Waves were measured by means of twin-wire resistance type probes. For the 
irregular wave tests three probes were positioned in each of the three channels 
at distances 5,55, 5,80 and 6,20 m from the model slope. These three sets of 
three probes were each used to separate the incident and reflected spectra. A 
three-point method using a least squares technique for decomposing the 
measured spectra from three known probe positions developed by Mansard and 
Funke (1980) was used. 

The wave data calculated from the recordings made during the actual tests at 
the three probes in each channel (9 probes altogether) were used to calculate the 
mean incident wave height for each test. 

Test procedures 

A test series consisted of 60 minutes of wave action (24 'bursts' of 2.5 minutes 
in the regular wave tests to avoid re-reflection, Scholtz et. al., 1983) for each 
wave height starting from the smallest wave height and increasing the wave 
height in steps of about 20 mm until failure occurred or until the biggest wave 
was reached (normally about 5 to 8 steps). Depending on the wave period, 
between 1800 and 2900 waves attacked the dolosse during each wave step. 

The return period (55 to 80 minutes) of the input wave sequence used for the 
irregular waves was mostly longer than the actual test period used (60 minutes), 
with the result that the wave conditions mostly varied right through a test. All 
the repeat tests were started at the same position in the wave sequence, 
therefore the same section of the wave sequence was used for the different tests. 

Dolosse of different densities or different waist-to-height ratios were tested 
side by side in the flume. To eliminate the effect of small differences in wave 
conditions in the three channels, the positions of the test dolosse were alternated 
in the three channels. 

MODEL TEST RESULTS 

Available Test Data 

Results from the following tests were used in fitting the stability equation: 
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Regular waves, T=1.75 s, wr = 0.33: 

Density, ps 

(g/cm3) 
Mass, W 

(g) 
D„ = (W/Ps)

1/3 

(mm) 
Number of 
repeat tests 

1.810 
2.390 
3.020 

62 
83 

106 

32.5 
32.6 
32.7 

6 
6 
6 

Irregular Waves with Jonswap spectrum: 

Waist ratio 
wr 

Number of repeat tests for peak wave periods Tp 

Tp=1.25 s Tp=1.50 s Tp=1.75 s Tp = 2.00 s 

0.33 
0.36 
0.38 
0.40 

3 
3 
3 
3 

3 
3 
3 
3 

8 
8 
3 
7 

3 
3 

3 

Each test consisted of approximately 6 different wave heights which means 
that these data represent approximately 500 data points of damage versus wave 
height. Allthough tests were also carried out for wr = 0.43 it was decided to leave 
out these results since this waist-to-height ratio becomes rather impractical (very 
low stability). 

Effect of Unit Density on Dolos Stability 

Scholtz et. al. (1982) interpreted their results in terms of the Hudson formula 
which is given by: 

W=—^  
Kj A3 cota 

where, H is the wave height, Kd the stability number, A the relative dolos density 
and a the breakwater slope. 

The effect of unit density on stability in this equation is given by W/ps « 1/A3 

or V « 1/A3 where V is the volume of a dolos.  Scholtz et. al. found that this 

relationship did not apply to dolosse and modified it to: V « 1/A*. The 
following table from Scholtz et. al. (1982) shows the values found for the 
coefficient "x" at various levels of displacement: 
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Dolos 
displacements 

(%) 
1 2 5 10 

"x" 2.21 2.22 2.28 2.49 

95 percent 
confidence 

limits 

1.18 
to 

3.24 

1.78 
to 

2.66 

1.92 
to 

2.64 

1.87 
to 

3.11 

These results clearly show that "x" for dolosse is less than the value of 3 as 
suggested by the Hudson formula. The value of "x" for the stability formula was 
selected as 2.22 since this corresponds to a reasonable displacement level 
(approximately 1 to 5 percent) for design purposes. The effect of density on 
stability of dolosse for the formula presently being developed was therefore taken 

as:   V <* 1/A222.    This reduced effect of density on dolos stability can be 
explained by the fact that interlocking contributes significantly to dolos stability. 

It was decided to describe the size of an armour unit in terms of Dn (similar 

to Van der Meer, 1988) where Dn = Vy3, since this simplifies the final equation. 
In terms of Dn the effect of unit density is therefore: Dn « 1/A0'74, compared to 
the Hudson formula which suggests an effect of unit density on armour size as 
Dn « 1/A, representing no interlocking or friction between armour units. 

Effect of Unit Density on Rock Stability 

Although rock stability does not affect the derivation of a stability formula for 
dolosse directly, comparisons with results obtained for rock can be usefull. 
Brantzaeg (1966) reports on extensive tests (using regular waves) done by 
Kydland and Sodefjed to establish the effect of unit density on rock stability. 
The tests were done on slopes of 1:1.25, 1:1.5 and 1:2 for densities ranging from 
1830 kg/m3 to 4520 kg/m3 and with a very narrow grading. It is stated 
specifically that any consistent differences in shape between different groups of 
rocks were avoided. Van der Meer (1988) also tested with different densities but 
concluded that no clear trends could be found in his results, essentially due to 
differences in the shape of rocks with different densities. 

Sodefjed's results for "y" in the formula    Dn <* 1/Ay    are given in the 

following table: 
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cota 
Value of y 

1 % damage 10 % damage 

1.25 
1.50 
2.00 

0.71 
0.70 
0.91 

0.73 
0.71 
0.96 

This table shows that the effect of density was much the same on the 1:1.25 
and 1:1.5 slopes while stability on the 1:2 slope was definitely more dependent 
on armour unit density. This is again due to the interlocking effect, also 
described by Price (1979). As the slope is made flatter, the interlocking between 
adjacent units decreases so that stability is more dependent on weight only. 

According to Hudson's formula the value of "y" should be 1 if stability is only 
dependent on weight. The results of Sodefjed seem to indicate that for slopes 
of 1:2 (and most likely also for flatter slopes) the effect of density is correctly 
described in the Hudson formula (and therefore also the Van der Meer formula) 
for rocks. However, for steeper slopes the effect of density on stability is less 
and closely resembles that found for dolosse on a slope of 1:1.5. It can be 
expected that the effect of density on stability of dolosse will also be a function 
of the slope angle, although somewhat less than for rock due to the dolos 
interlocking shape. 

DERIVATION OF DOLOS STABILITY FORMULA 

Basic Assumptions 

The result obtained by Scholtz et. al. (1982) on the effect of unit density on 
stability was assumed to apply also to irregular waves, different wave periods and 
different waist-to-height ratios. Although this assumption is not necessarily 
accurate for the full test range on which the final formula will be based, it was 
extensively tested (confirmed) whereas Hudson and Van der Meer based their 
estimate of the effect of unit density on theoretical considerations only. 

Selection of Dimensionless Variables 

The variables considered in the present study are wave height, Hs, wave 
period, Tp, dolos size, Dn, dolos waist-to-height ratio, wr, unit density, ps, and 
dolos percentage displacement, N,^ (displacements larger than dolos height, h). 
Of these six variables both wr and N%d are already dimensionless so that only the 
remaining four variables have to be grouped into dimensionless parameters. The 
relation between the damage number, N0 (Van der Meer, 1988), and N%d is 
given by: N%d=4.32 N0, based on the number of dolosse used in the CSIR tests. 
To enable the description of zero damage values with a power formula damage 
was defined as:  N01=N%d+0.1. 

Dolos unit density is expressed non-dimensionally with A.   As mentioned 
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before, Scholtz et. al. determined the effect of A on Dn as: Dn~A"0,74. The effects 
of unit density, wave height and dolos size (for a slope of 1:1.5) can now be 
grouped into one parameter called the modified stability number, 
Nsm=Hs/(A

a74Dn). 

The wave period is normally expressed non-dimensionally as the wave 
steepness sop=Hs/Lop, where Hs is the significant wave height at the toe of the 
structure and L is the deepsea wave length based on the peak wave period: 
Lop=Tp

2g/(2it), where g is gravitational acceleration. The wave period was also 
expressed as: Tnp = (Lop/Dn)

1/2, where Tnp is called the peak wave period 
number. Tnp = Tp when Dn = g/(2tt) i.e. the armour mass is approximately 
9 000 kg (density of 2400 kg/m3). 

The advantage of expressing Tp by Tnp is that Tnp changes only with Tp (for 
a specific dolos size) whereas sop changes with both Hs and Tp. 

Basic Form of Equation 

The parameters with which to correlate the test data are thus the modified 
stability number, Nsm, either the wave steepness, sop or the peak wave period 
number, Tnp, the waist-to-height ratio, wr and the adjusted percentage 
displacement, N01. In terms of these parameters (using sop to describe wave 
period) stability can be expressed as: 

N
Sm = f(N0.l, Sop, Wr)  (1) 

To comply with standard regression procedures Nai (the dependent variable) 
was made the subject of the formula and it was assumed that Equation 2 would 
adequately describe the trends found by Holtzhausen et. al. (1990): 

^^^^^  (2) 

where Aj to Gx are constants to be determined through regression. A non-linear 
regression (Statgraphics 1990) gave a regression coefficient of 0.86 (86 percent 
of variation in the data is described by the formula) and showed that the values 
of Dx and Gx were very close to zero. By setting these constants equal to zero, 
Equation 3 is obtained: 

"<*=** *££*?*  (3) 
Regression with respect to s, op 

A regression of Equation 3 once again gave a regression coefficient of 0.86 
suggesting that this equation is just as good as Equation 2. After rounding off 
some constants and doing another regression (which also gave an R-squared 
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value of 0.86), Equation 4 was obtained: 
,„    0.45 

JV0, =26700 N5*SIY?'" .(4) 

The observed versus predicted values (316 data points) of this regression is 
shown in Figure 2. 

30T -. ; 1 4 

25 

'20 

= 15- 

10- 

30 OD o Equation  4 
• + * + + Equation   5 

'%    *•   %     B     ' 
+        „   q.    ^a     ° 

a     L*V+ io        Jo   * 

9 

l   i   I   l   i   I   l   M   i   I 
5 10 15 20 

observed  value  of  No 

"i U i' i i n i i i 
25 30 

Figure 2.  Predicted versus observed dolos stability 

It is important to note that the effect of storm duration could not be 
addressed due to the test procedure that was followed. To apply the results to 
a specific design problem the equivalent prototype storm history can be obtained 
by scaling up the following values: dolos weight = 80 g, duration of each wave 
step = 1 hour, wave height increase for each step = 20 mm. 

Regression with respect to T 

A similar regression to that done with Equation 4 was also carried out using 
Tnp instead of sop and the following result was obtained: 

Nn 0.109 TV657 r0,33 w 
i-20 r": 

..(5) 

As anticipated the R-squared value of Equation 5 was also 0.86 and the plot 
of observed versus predicted values was very similar to that obtained with 
Equation 4 (Figure 2). 

If damage is calculated with Equation 5 a design condition is evaluated in 
which the wave period remains constant while the wave height is increased (in 
steps of 20 mm for 80 g units, each step lasting 1 hour). 
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RELIABILITY OF EQUATIONS 

Comparison of equations 

Figure 3 shows the effect of waist ratio on the adjusted percentage 
displacement, Nai over the range of wave period numbers used in the present 
tests for Nsm=2.75. Figure 4 shows the effect of Nsm on N0-1 over the same range 
of wave periods for Wr = 0,33. These figures show a good agreement in damage 
between Equations 4 and 5. Over all the data points used in fitting the 
equations, the average difference in N0-1 was less than 0.05 per data point. As 
stated before, the regression coefficients of these two equations were virtually 
identical (0.86) and therefore both equations can be applied with the same 
degree of confidence. 

6- 

10 11 12 13 
Wave  period  number,  Tno 

Figure 3.  Comparison of the two equations for Nsm = 2,75 
4- 

14 

"i 1 1 ' r 
10 11 12 

Wave  period   number,  T„, 
14 

Figure 4.  Comparison of the two equations for wr = 0,33 
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Variation in Predicted Values 

Based on the test data, plots were made of the residuals, E, of the damage, 
N0 j, (difference between observed and predicted values) of Equation 4 versus 
Nsm, sop, and wr. It appeared that E was independant of all variables except the 
modified stability number, Nsm. The residuals were therefore devided into 
groups representing different values of Nsm and the mean and standard deviation 
of each group was determined. As expected the means were all very close to 
zero. The standard deviation of E versus Nsm is shown in Figure 5. A power fit 
to this data gave the following equation: 

oB-0.051 N3J2 .(6) 

where ap is the standard deviation of the residuals. 

P n D   residuals   of  Equation   4 
•b -C •(,   residuals   of   Equation   5 

Figure 5.  Standard deviation of damage (aE) versus stability (Nsm) 

The result obtained by analyzing the residuals of Equation 5 in the same way 
is also shown in Figure 5, from which it is obvious that the residuals of 
Equations 4 and 5 are virtually identical and that Equation 6 also applies to the 
variability of Equation 5. The reason that there is a big increases in aE as Nsm 

increase is due to the sharp increase in N01 with Nsm (see also Figure 7). 

To obtain confidence intervals for Equations 4 and 5, the random variate E 
with zero mean and standard deviation aE as given by Equation 6, should be 
added to the right hand side of these equations. The best assumption on the 
type of distribution of E is that it is normally distributed. It should be 
remembered that this variation applies to a section of the breakwater of 23Dn 

(width of test section) and assuming independence between different sections, the 
standard deviation of E over a width of "n" times 23Dn could be decreased by 
oE/-/n (equation for the standard deviation of the average of "n" identical 
independant normal variates). 
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general  formula 
• best fit for" individual tests 

, » results for Tnp=12.11. w,»0.3^ 

, o results for T„,-12.16, w,=0.36 

. +  results for V=12.22,  Wr-0.40 

Figure 6.  Comparison individual test variations with Equation 6 

The variate E takes account of the natural variability of dolos stability (due 
to random packing) and of the errors due to possible imperfections in the 
stability Equation 5. To obtain an idea of the "natural variability", eight repeat 
tests done with a peak wave period of 1.75 s (Tnp = 12) and dolosse with waist 
ratios of 0.33, 0.36 and 0.40 were analyzed. The results of aB versus Nsm for each 
test, shown in Figure 6 together with a plot of Equation 6, show that the 
variability found for the full data set (Equation 6) is close to that found for 
individual tests. Figure 7 shows a plot of N01 versus Nsm (together with 90 
percent confidence intervals) of tests done with wr = 0.33 and Tnp = 12. The 
dotted lines represent a simple power fit of N01 versus Nsm as determined for the 
specific test condition while the solid lines are from Equation 5, by adding E 
from Equation 6. These Figures 6 and 7 show that the confidence limits based 
on Equations 4 to 6 compare well with those determined on the basis of one 
specific test condition. 

, u  test data: T„„=12.11.  w,=0.33 

—  Equation 5 and  90s  confidence  levels (Equation   6) 

• • best  fit for specific test and 90 : 
confidence  levels   ' 

Figure 7. Comparison of confidence bands individual repeat tests versus 
stability equations 



1242 COASTAL ENGINEERING 1992 

Implication for Future Model Tests 

If it is assumed that the standard deviation found in the present tests can also 
be expected in general for other similar tests, it is possible to estimate the 
required number of tests to ensure that the right conclusion is drawn from a 
limited number of physical model tests. If two armouring options (Xx and X2) 
are to be compared at an Nsm value of, say, 2.9, the required difference, 6, in 
damage, N01, to ensure that the most stable option is correctly identified is 
shown in the following table as a function of the number of repeat tests (each 
test representing a 23Dn wide test section). In this table the probability of 
obtaining an incorrect results, that is, a more stable result from the option that 
has the lowest average stability, is set equal to 10 percent. 

Number of 
repeat tests 

8 
difference in N0-1 

Typical values of   Nai 

for Xj* and X2 

X! x2 

1 
2 
3 
4 
5 

3.07 
2.18 
1.78 
1.54 
1.38 

2 
2 
2 
2 
2 

5.1 
4.2 
3.8 
3.5 
3.4 

Tno*12,wr = 0.33 

This shows that a difference, 6, in mean damage of about 3 percent is needed 
if only one test is done but with four repeat tests this difference reduces to 1.5 
percent. This table illustrates clearly why it is important to do repeat tests. 

Aspects related to Prototype Dolos behaviour 

The real question in prototype is not only how many dolosse will be displaced, 
but rather what the real damage will be (displacements plus breakages). In 
previous studies (Holtzhausen et. al. 1990) it was reported that the number of 
dolosse rocking for more than one third of the time was approximately equal to 
the number of dolosse that had been displaced over a distance exceeding their 
own height, h (this was independant of the level of displacement). This suggests 
that, for the breakwater trunk, the percentage displacement is a good indication 
of the movement on the slope. Therefore, with further research it would most 
likely be possible to predict the number of broken dolosse based on the 
percentage displacement. Prototype tests done on dolos breakages (Zwamborn 
et. al., 1989) together with observations of damage on existing structures, confirm 
that total damage can be approximated as twice the number of displaced dolosse 
for dolosse weighing less than 25 t. However, the structural performance of 
slender type concrete armour units still require much research to reliably predict 
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armour breakages. 

The range of Reynolds numbers (Re=Dn(gHs)
1/2/v, where v = kinematic fluid 

viscosity) for the tests, the results of which were used to fit the stability 
equations, was from 1,8 104 to 4,4 10". It is therefore possible that Reynolds 
scale effects influenced tests results, implying that the results could be slightly 
conservative. 

SUMMARY 

A large number of dolos test results have been summarised into two stability 
equations, giving the option to express wave period in terms of deepsea wave 
steepness, sop (changes with wave height and wave period), or in terms of the 
peak wave period number Tnp (changes only with wave period for constant Dn): 

7^= 26700 iCS>^' 
+   E 

*ai- 0-109 <57C^'2°C   +   E 

where: 

Sop 
T 
L"P 

T
P 

W, 

N„ 
H. 

i0.74 D. 

~  Hs/Lop 

= (VD»)v 

= T„V(2*) 
• peak wave period 
: dolos waist to height ratio 

E = error term used to describe the random nature of dolos 
slope stability 

The error term is assumed to be normally distributed with a mean of zero and 
a standard deviation of: 

7E= 0.051 N3J2 
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The range of conditions covered by these equations is: 

Parameter Minimum Maximum 

wr 0.33   . 0.40 

T 8.6 14.0 

Nsm 0.7 4.5 

N„.i 0.1 30.0 

Reynolds no. 1.85 104 4.35 104 

The range of wave steepnesses can be evaluated using Tnp. Wave heights 
were increased in steps of approximately 0.6 times Dn, each wave height lasting 
1 hour (model dolos mass = 80 g) and damage was cumulative. The wave 
period was kept constant as the wave height was increased. The water depth at 
the toe of the breakwater was 25 times Dn. 

These above equations should only be applied to situations falling within this 
range of test conditions. 
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CHAPTER 94 

Effect on Wind Speed to Wave Run-up 

Jea-Tzyy Juang 

abstract 

In theoretical study, when the maximum run-up on sea- 
wall was happened, the shape of the run-up wedge is assum- 
ed to be a parabola with its vertex at the bottom of the 
first wave trough. The another assumptions are the con- 
servation of mass and momentum. In model test, four kinds 
of dyke slope (1:0.5, 1:1, 1:2, 1:3 )were choiced and the 
tests of the wind speed from 0 to 16 m/s accompany with a 
range of wave steepness were completed. The experimental 
data shows that the general form of the equations to de- 
velopped was correct. Comparison of the theoretical esti- 
mations and the experimental data are coincident very 
well. Besides, the relation coefficient between the expo- 
nential value n of the parabolic runup shape with the 
surf parameter ( | ) was ranged in 0.19 to 0.65 in differ- 
ent kinds of dyke slope have been found also. At last, in 
general speaking, in spite of the strength of the wind 
speed, the relative run-up becomes the biggest when the 
dyke slope was 1:2. 

Introduction 

In case to determined the height of the sea wall,the 
height of the wave run-up is one of the most important 
factor.  Parameters  which will effect the run-up height 

1 Deputy Director,  Institute of Harbour and Marine Tech- 
nology. 
83, Lin-Hai Rd., Wu-Chi, Taichung Hsien, Taiwan  43501, 
Rep. of China. 
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was included not only the wave steepness, the relative 
depth before the toe of the coastal structure, but also 
the bottom slope. However, one of the most important pa- 
rameter which always been neglected is the onshore strong 
wind speed. During the typhoon season, the seawall was 
attacked not only by the big waves which was propogate 
from the deep sea but also by the onshore strong wind 
speed which always induced a big increasing of wave run- 
up and produced an enormous amount of wave overtopping. 
Therefore, the study of the correlation between the on- 
shore wind speed to the wave runup was need to understand. 

Analytical Consideration 

Based on the results of the dimensional analysis by 
Tsuchiya (1978), the correlation between the influence 
factors of wave run-up to the height of the relative run- 
up can be summarized as follows: 

R       H h    d 
  = fi( / tan 6  ,  ,   
H       L H    H 

fK 
(1) 

where  H: Incident wave height 
L: Incident wave length 

Q  : Angle of the slopping dyke to the bed 
h: Water depth before the toe of the slopping dyke 
d: Roughness on the surface of the slopping dyke 
K: Rate of percolation 

Therefore, in case of  the constant water depth, the 
smoothed slope dyke surface and the unpercolated dyke con- 
ditions, the above formula can be simplified as 

R H 

  = fz( , tang ) 
H       L 

(2) 

When a wave run-up on a breakwater and at its maxi- 
mum condition, the flow velocities are essentially zero 
and all the energy of this run-up water is in the form of 
potential energy. By knowing the shape and position of 
this hypothetical runup wedge, this potential energy can 
be calculated. Cross and Sollitt (1972) proposed that the 
shape of the runup wedge is assumed to be a parabola with 
its vertex at the bottom of the first wave trough as 
shown in Fig.l. 
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Fig.l  The shape of the runup wedge 

The corresponding equation is 

Y = M X" - A   (3) 

in which Y is the water surface elevation above the still 
water level; X is the distance from the trough shoreward; 
A is the amplitude at the trough and M, n are the shape 
parameter. 

It follows directly that the potential energy of the 
run-up wedge at maximum runup is simply as 

PE =   0 9   | 
z 

-dx 

o g 

x±   2 

x2 

R3 

6 a 

(M • X"  -  A)zdx  
xi 3a 

1 r     Mz 

= -og       
2 I   2n+l 

MA 
(Xs -Xi! )   - 

n+1 
"(X: nti.Xntlj 

+   AZ(XZ-X±) 
R3 

3a 
(4) 

Two  boundary  condition  can be  obtained  when the 
parabola  run-up curve  run across to the sea water level 
at point Xt and the maximum run-up R at Xz.  Therefore, 
from Eq.3 we known that: 
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R+A 
R   =   M(Xz)

n   -   A        =>        X2   =   (- ") 
M 

A      1'» 

 ) 
M 

Substitute the above two boundary condition into Eq. 
4, the potential energy of the wave run-up can to convert 
as 

1 r Mz 
PE = -p  g <^  

2 l2n+l 

p-|-A (!nn)/n      ^  (lnil)/n 

( ) " ( ) 
M M 

2MA f R+A <n*i>'n      A  <n+i)xn 

   ( ) - ( ) 
n+1 I  M M 

+ As 
r R+A 1/n   a 1,n 

(—)     - (—) 
M M 

R3 

3a 
(5) 

as the water wave propagate across a fluid, it can 
transferred the energy flux. Based on the small amplitude 
wave theory, the average energy flux in unit width and 
over a wave period can be obtained as 

TE = -p gHz • L 
8 W 

2kh 
1 + 

sinh(2kh) 
(6] 

By way of the assumption that the energy contained in 
the run-up wedge is evaluated from the net energy flux 
into a control volume which enclosing the runup wedge and 
the partial standing wave system, the related equation 
between the incident wave and the relative runup height 
can be expressed as 

Mz r R+A 
(—) 

I  M 
- (-) 

M 2n+l 

A 
- (- 

M 

(mi) / n 

+ A2 
f R+A wn 

( )   - 
I  M 

= ce 
L 

. - H2 

4 i\ 
L f 
- 1 + 

2kh 

sinh(2kh) 

2MA 

n+1 

f   R+A   <»+i>/n 

( ) 
M 

A   wn 

(-) 
M 

R3 

3a 

(7i 
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where Ce indicate the coefficient of energy loss by the 
influence of surface and bottom frictions during the pro- 
cess of the wave run-up. 

In accordance with the above mentioned equations, if 
the value of M, n and Ce can be identified from surf para- 
meter then by trial and error method, the height of the 
wave run-up can be computed. 

On the heels of the effect on wind speed to wave run- 
up. The first thing must to determined was the additional 
wave which was induced by the strong wind that was blow- 
ing from the seaside to the shoreline during the tyhpoon 
season. Falvey (1974) using the momentum balance method 
over a control volume which includes the boundary layer 
of the air and the statistical relationship for the sig- 
nificant wave height. He suggested a correlated equation 
between the significant wave height, the wind speed and 
the fetch length as follows: 

2                   F *'* 
HW3 = (3.1x10" 7 • U10 + 1.6x10-

3 • Uln) • (-)   (8) 
g 

in which U1D is the onshore wind speed at the height of 
10 meters from the still water level and F is the fetch. 

If F is measured in kilometers, U10 in meters per 
second, Hlxa in meters and with g=981 cm/sz, the above 
equation becomes 

Hlx3 = (3.1xl0"
4 • Uio + 1.6xl0"z • U1D)fF  (9) 

At last, the work of the combination of the incident 
wave and the additional wave which was induced by the on- 
shored strong wind must to determined. Due to the pheno- 
menalism of wave-wave interaction is not so distinct. 
Therefore, the method of the linear addition of the wave 
energy was choiced to applied for temporary. 

Experimental Equipment and Procedures 

Experiments were conducted in a wave tank 15 meters 
long, 40 cm wide and 80 cm deep. Both walls of the wave 
tank are constructed of strengthed glass throughout and 
the bottom is constructed of stainless steel of a plane 
surface. A blower was installed just upon the wave maker 
at one end of the tank while the sloping dyke model was 
constructed at the another end as shown in Fig.2. 

The incident wave characteristics were measured us- 
ing a capacitate wave gage at the location  where the toe 
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Fig.2  Diagram of Experimental Facility 

of the structure was placed and the runup wave was measur- 
ed on the inclined dike surface at the same way. 

In experiment, the slope of the wave tank was main- 
tained at horizontal and four kinds of dike slope (1:0.5, 
1:1, 1:2 and 1:3) was choiced and the tests of the wind 
speed from 0 to 16 meters per second accompany with some 
range of wave steepness was completed. 

Results and Discussion 

By way of the analysis to the wave run-up pictures 
which was taken from the experiments in different kind of 
conditions ( many kinds of dike slope and different kind 
of the incident wave steepness). We can find that the pa- 
rabola shape of the wave runup was influenced by the surf 
parameter § (=tan0 /fH/L ). The correlation between the 
shape parameters of the parabola runup M, n and the surf 
parameter § was shown in Fig.3 and 4 separately. From 
those figures, we can systematic out the following rela- 
tionship between £ to M and n in some kind of the dike 
slope. 

(1) S  =  1:0.5     ;     M  =  54.226S "3-5 

n  =  1.0075 1 °. taos 

(2) S  =   1:1 ;     M  =  5.993 £ "3«BB3 

n  =  0.608 € °- 5BEB 
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N(S.5)=1.0075(M°-1909 
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:# 
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Fig.3     Correlation between M and  § 
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Fig.4     Correlation between n and  £ 
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(3) 1:2 1.748 | 

n  =   0.858 £ D •«"' 

(4] S  =  1:3 M =  0.437 £ -3 

n =  0.873£ ••5»54 

As to the effect on the onshore wind speed to the 
relative wave runup height, the results of the computa- 
tion and the experiment was shown in Fig.5 (l)-(4). In 
those figures, we can find that in steep slope, for exam- 
ple when the dike slope is 1 to 0.5 and 1 to 1 with ver- 
tical to horizontal, the relative wave run-up will de- 
creased first to some degree then increased when the 
value of the wind parameter (U/fgH0) was increased. But 
in gentle slope, that is the slope of the dyke is 1 to 2 
and 1 to 3, the relative wave runup height was increased 
almost immediately when the value of the wind parameter 
was increased. 

H/Ho 

S=1: 0.5 

M, n = f ( £ ) 

\ --k+_-t2-^H^" 

Com .    U (m/s) Exp . - 
 0 D 
- •      5 + . 
—•    10 0 ^ 
—•    14 X 
     16 0 o 

<      \ 
x\     >\°„ 
J^-        x^ -J& ' 

-"o 
- 

1. l__ 1 1            1 1 

5 10 15 20 25 30 35 

U/ (gH0 ) **0.5 

Fig.5  Correlation between the relative 

runup and the wind parameter (1) 
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-r^- 

1253 

5 10 15 20 25 30 35 41 
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Fig.5  Correlation between the relative 

runup and the wind parameter (2) 
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Fig.5  Correlation between the relative 

runup and the wind parameter (3) 
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  10 0 
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— 16 0 
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U/ (gH0 ) **0.5 

Fig.5  Correlation between the relative 

runup and the wind parameter (4) 

If we pay the another attention to the incident wave 
steepness to stand for the wind parameter. The effect on 
the onshore wind speed to the relative wave runup height 
can be find as shown in Fig.6(1)-(4). From those figures, 
we can understand that the effect on the onshore wind 
speed to the relative wave runup height was more obvious- 
ly in steeper slope ( S=l:0.5, 1:1 ) than in milder slope 
(S=l:2, 1:3). However,the relative wave runup height will 
be increased when the onshore wind speed was increased 
are doubtless as shown in those figures. However, in 
general speaking, in spite of the strength of the wind 
speed, the relative run-up becomes the biggest when the 
dyke slope was 1:2. 
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and the incident wave steepness (1) 
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and the incident wave steepness (2) 
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Fig.6  Correlation between the relative runup 

and the incident wave steepness (3) 
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Conclusions 

(1) The parabolic shape of the wave runup was quite unsi- 
milar in the condition of the different dyke slope 
and the incident wave steepness. 

(2) The exponential value in the relationship between n 
and the surf parameter £ was between 0.19 to 0.65. 

(3) The effect on the onshore wind speed to the relative 
wave runup height was more abviously in steeper slope 
than in milder slope. 

(4) In general speaking, in spite of the strength of the 
wind speed, it is remarkable that the relative run-up 
becomes the biggest when the dyke slope was 1:2. 
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CHAPTER 95 
SCATTERING OF WATER WAVES BY VERTICAL CYLINDERS 

WITH A BACKWALL 

Shohachi Kakuno *, Kazuki Oda*, and Philip L.-F. Liu ** 

Abstract 

The scattering of small amplitude water waves by an array of vertical 
cylinders with a solid vertical backwall is studied theoretically and ex- 
perimentally. In the theoretical study, a method of matched asymptotic 
expansions is developed without considering real fluid effects. The energy 
loss due to flow separation near cylinders is modeled by introducing a 
complex blockage coefficient. The theories are compared with laboratory 
data. 

1     Introduction 

The slit-type breakwater consists of a vertically slitted front wall and a solid 
backwall as shown in Figure 1. The closely spaced cylinders cause flow separation 
and hence energy dissipation. This type of device is particularly effective in 
reducing wave action inside a harbor. It has gained popularity in many countries, 
where either the materials for building rubble-mounted breakwaters are lacking or 
usable water space is limited. Many studies for the slit-type breakwater have been 
performed since Jarlan's original work(1961). Most recently a semi-analytical 
approach has been reported by Fugazza and Natale(1992). 

Figure 1. Slit-type breakwater. 

*Dept. of Civil Engrg., Osaka City University, Osaka, 558, Japan. 
"Joseph DeFrees Hydraulics Lab., School of Civil & Environmental Engrg. 
Cornell University, Ithaca, NY. 14853, USA. 
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The purpose of this study is to consider rigorously the mechanics of the 
interactions of water waves with the slit-type breakwater. The effects of the cross- 
section of the cylinders and energy dissipation caused by flow separation behind 
the cylinders are taken into consideration. The present work is the continuation 
of a previous study by Kakuno and Liu(1992) with additional consideration of 
the backwall. 

2    Formulation of the Problem : Potential Flow Theory 

A train of small amplitude monochromatic waves incidents normally upon 
an array of vertical cylinders with a vertical backwall. The distance between 
the centers of two adjacent cylinders is denoted as 2J5 and water depth is a 
constant h. The distance between the center line of the array of cylinders and 
the backwall, we call it wave chamber width hereafter, is denoted as /. 

Ignoring the possibility of flow separation in the vicinity of the cylinders, a 
potential flow theory is first formulated. Defining the velocity potential for the 
periodic wave motion as 

HX,y,zJ) = ^,y)C°Slfk
+

h
ZK-^ (2.1) 

where LO is the wave frequency, and k the wave number which is the solution of 
the well-known dispersion relation 

to2 = gkt&nhkh. (2.2) 

The velocity potential on the still water level, <j>(x,y), satisfies the Helmholtz 
equation 

V2^ + fcV = 0, (2.3) 

in the flow domain with the no-flux boundary condition 

dd> 
7T = °- (2-4) On v      ' 

on the perimeters of the cylinders and the backwall. 
The incident waves propagate in the positive s-direction and their potential 

is expressed as 

fee = eikx. (2.5) 

The scattered wave potential, which is the difference between the total wave 
potential </> and the incident wave potential, must satisfy the radiation bound- 
ary condition at infinity. The radiation boundary condition, which requires the 
scattered waves be outgoing at infinity, can be stated as 

4> - fee —y Re~'kx, as x —> -oo (2.6) 



1260 COASTAL ENGINEERING 1992 

where R is the reflection coefficient. 
In the region of the wave chamber, two types of waves exist : waves propa- 

gating in positive and negative x-direction. Thus, 

<j> -> Teikx + Qe~ikx, as 0 < x < I (2.7) 

where T and Q are the ratios of amplitudes of these waves to that of the incident 
wave, respectively. If we apply the no-flux boundary condition on the front line 
of the backwall to these two waves, we obtain 

Q = e2ik,T. (2.8) 

3     A Method of Matched Asymptotic Expansions 

To find analytical solutions for the velocity potential, <j>, we develop a sys- 
tematic procedure using a method of matched asymptotic expansions. First, the 
flow domain, 0 < y < B, — oo < x < I is divided into two far-fields and a near- 
field. The near-field region is the flow domain in the vicinity of cylinders with 
the length scale of 0(B). The far-field regions are the flow domains far away 
from the cylinders, i.e. 0(\x\/B) ;> 1, in which the length scale is the wave 
length. A method of matched asymptotic expansions is developed based on the 
assumption that kB =e< 1. 

3.1     Far-Field Solutions 

If we match the far-field solutions and the near-field solution far away from 
cylinders, so that 0(\x/B\) >• 1 but 0(|fcx|) <C 1, then evanescent modes can be 
discarded. In terms of the near-field coodinates (x,y) = (x/B,y/B), (2.6) and 
(2.7) can be rewritten as: 

x<0 (3.1 a 

Tei£X + e2MTe-ieS, x > 0. (3.1b) 

Expanding the reflection and the transmission coefficients in a power series 
of the small parameter e, we have 

oo 

R   =    2^ emRm, (3.2a) 
m=0 

oo 

T   =    ££mTm. (3.2b) 
m=0 

Substituting (3.2) into (3.1), we obtain the inner expansions of the far-field 
solutions: 
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(1 + RQ) + e[i?i + «'(1 - JFEo) 

+e' 

+£° 

(l + Ro)i 
R2 — iR\X 

n      .„ _     R^     i(R0-l)x
3 

R3 - %R2x h 
6 

+ • x <0 (3.3a) 

(1 + e
2lfc')r0 + e[(l + e2M)Tx + »(1 iikl 

)T0x] 

+s2 (1 + e2ikl)T2 + «(1 - - e2ikl)TlX 

+63 (l + e2,'*')T3 + t(l- - e2ikl)T2x 

+ ••• 5 x>0. 

(1 
„2i*; )T0x

2 

(l+e2M)TlX
2      j(l )r0o;3 

(3.3b) 

The reflection and transmission coefficients, Rm and Tm, are to be determined 
by matching (3.3) with the outer expansions of near-field solutions. 

3.2    Near-Field Solutions 

In the near-field the potential function is also expanded in a power series of 
£, i.e. 

£ (3.4) 

In terms of the near-field coordinates (x,y) the governing equation, (2.3), can be 
rewritten as 

9V ,  ^  , 
ox1      ay1 

Substituting (3.4) into (3.5), we obtain a series of governing equations 

d2(f>m   ,  d2(f>„ 
dx2 

d2K 

+ 

+ d2<b„. 

= 0, 

+ . 

:0 and 1 

= 0, 

(3.5) 

(3.6a) 

(3.6b) 
dx2    '    dy2 

The boundary condition requires that the no-flux condition be satisfied for 
all <j>m, i.e. d(f>m/dn = 0 (m = 0,1,2,...) along solid surfaces. 

The solution of the Laplace equation and the homogeneous solutions of Pois- 
son equation can be interpreted as a uniform flow passing an opening in a chan- 
nel. The dimensional velocity potentials for the uniform flow, </>', can be written 
asymptotically as 
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<j>' ~ U'(x ±C') + F' x^O (3.7) 

in which U' is the velocity intensity, F' is an arbitrary constant and C" is the 
blockage coefficient. The blockage coefficient depends on the geometry of the 
cylinder and is independent of the wave characteristics. A brief discussion on 
the blockage coefficient for the circular and rectangular cylinders is given in 
Kakuno and Liu(1992). Rewriting (3.7) in a dimensionless form in terms of the 
near-field coordinates, we have 

<l>~u(x±-)+F, x^O (3.8) 
e 

in which 

C = kC (3.9) 

is the dimensionless blockage coefficient and is of order of magnitude of one or 
smaller. The scales in (3.8) and (3.9) are used so that the dimensional block- 
age coefficient, C", can become large when the opening of the gap is small in 
comparison with the distance between two cylinders. 

The velocity intensity U and the constant potential F are also expanded in 
terms of the small parameter, e, i.e. 

OO OO 

U = J2 £mum,    F = £ emFm. (3.10) 
771=0 777 = 0 

Substitution of (3.10) into (3.8) yields the outer expansions of the near-field 
potentials which are the solution of the Laplace equation. 

3.3     Matching 

After matching the far-field solutions of the leading order with the near-field 
solutions of the same order, the leading order coefficients may be obtained. The 
subsequent order coefficients may be calculated from the perturbation sheme 
with the known coefficients of the preceding order, that is, 

U0   =   0, (3.11a) 

1 - iC(\ - e2ikl) + e2M 

F°    = l_iC(l-c»*')       ' (3Jlb) 

To   =    l-iC(l-e««)' (3'11C) 

-iC{\ - e2ikl) + e2M 

R°    =        i_iC(l-e»«)     ' (3-Ud) 

Ux   =   »(1 - e2'kl)T0, (3.12a) 

-iMiiC - e2ikl - 1) 

*   =       i-iCd-e^)    *" (3'12b) 
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(i + C)M 

1 - »C(1 - e2 ^   =    ,    i:rJJ"      ^ (3.12c) 

^    =    l-iC(l-cH*') ^ (3-12d) 

"» =  i-,c(i-e^)f°' (3'13a) 

Fa   =    (1 + e272 + ^; (3.13b) 
{i + C)M 

1 - iC(l - e2 

[i + C - (C - Qe^'jAf 
1 - iC(l - e2<*<) 

^2   =   T^^^T/u (3.13c) 

where 2M, a net flux across the surface of the cylinder generated to compensate 
the flux by a symmetric part of the particular solution of the Poisson equation, 
is determined by 

2M = - f 4- (-—) ds = -4J (3-14) k dn \    2 J B2 y       ' 

where n is pointing outward from the fluid region, T is the surface of the cylinder, 
and 5 is the half of the cross sectional area of the cylinder. 

3.4 Reflection Coefficient 

Up to the 0(e2) the reflection coefficient can be expressed as 

R = R0 + eR1 + s2R2. (3.15a) 

The absolute value of the reflection coefficient of leading order is unity, which 
fulfill the energy conservation, regardless of the wave characteristics, the wave 
chamber width, and the porosity of the front wall, or C. The whole solution which 
includes higher-order terms, therefore, does not satisfy the energy conservation 
principle. In particular, the deviation of that solution from the principle become 
significant in the vicinity of region of l/X = 0.5, where A is the wave length. 

3.5 Free surface displacement inside and outside the wave chamber 

For design purpose, the free surface displacement in front of and behind the 
front wall, and in front of the backwall should be predicted. Knowing the phase 
difference in the free surface displacement inside and outside the wave chamber 
is helpful to get insight into the wave mechanics around the breakwater. 

From the linear wave theory the free surface displacement can be related to 
the velocity potential $ through the free surface boundary condition 
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77 = 3?e 
7sT 

(3.16) 

Substituting (2.1) into the above equation and collecting the real part of the 
resulting equation, we obtain 

ri = —Ja2 + j32 sir 
9 

-1 " Lot + tan     — 

where 

a   =    -Ssm[(f>{x,y)], 

0   =   tlte[4>(x,y)]. 

(3.17) 

(3.18a) 

(3.18b) 

The phase difference in the free surface displacement inside and outside the wave 
chamber is, therefore, 

= tarT^ao/A)) - tan-1 (<*///?/) (3.19) 

where the subscript "0" and "7" stand for "outside" and "inside" of the wave 
chamber. 

4     Energy Dissipation Model 

As shown in (3.7) the outer expansions of the near-field solutions represent 
uniform flows with a difference in potential level. This difference denoted by the 
blockage coefficient, C", can be related to the pressure drop between the front 
and the rear of the front wall. In the dimensional form, the dynamic pressure is 
defined as 

9$      . cosh k(h + z)  _it 
(4.1) 

Substituting (3.7) into the above equation, we obtain the dynamic pressures in 
front of and behind the wall 

P = ,M^±n+n^±^-<, ^0 (4-2) 

If we neglect terms whose order are higher than 0(k2), the pressure difference 
between P+ and P_ is 

AP = P_ - P+ = 2pC'U 

where 

U = —• U = Lr/coshfc(fe + g)c-'u,< 
dt cosh kh 

(4.3) 

(4.4) 
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Therefore, the blockage coefficient C plays a role of a coefficient of inertia resis- 
tance which is proportional to the acceleration of the oscillating flow U, (4.4). 

To include the effects of energy dissipation due to flow separation in front of 
and behind the front wall, we assume that the flow separation is confined within 
the near field region. We assume that the energy dissipation causes an additional 
pressure drop, which is linearly proportional to the oscillating velocity U. Thus 

AP = 2pC'U + 2pC[uU (4.5) 

in which C\ can be considered as an empirical coefficient modeling the effects of 
energy dissipation. The simple model (4.5) can be derived in a different way. We 
introduce the blockage coefficient C" in (4.2) as a complex constant, i.e. 

C' = C'r + id (4.6) 

so that C'r is the actual blockage coefficient based on the potential flow theory. 
Substituting (4.6) into (4.2), we can derive (4.5) with C" being replaced by C'r. 
The significance of the simple relations stated in (4.5) and (4.6) is that when the 
energy dissipation is important, one can calculate the reflection coefficient (3.15) 
by replacing C by C". 

It is well known that the energy loss due to the flow separation is proportional 
to the square of the flow velocity through the opening, i.e. 

AP V2 

where /' is the energy loss coefficient and V is the average velocity at the opening 
(x = 0). Because the dissipation model introduced in (4.5) is linear in the velocity 
field, we must ensure that the same total energy loss (work done) over a wave 
period is determined by the quadratic resistance law and by the linear model. 
By equating the work done (energy loss) calculated from the linear model and 
the one calculated from quadratic resistance law, we get 

C'i \r\(H/\)f 
B      97r/4(a/B)2(5/A) 

and 

sinh2 kh + 3 

sinh2kh + 2kh 
(4.8) 

/ = f'l (4.9) 

in which "a" denotes the half-width of the opening, "H" is the incident wave 
height, 7 is an empirical coefficient, and r is the ratio of the uniform velocity far 
away from the cylinder to the water particle velocity of the incident wave at the 
same position, and expressed as 

r = (1 - e2'k!)T. (4.10) 

Equation (4.8) relates C[ to the wave characteristics, H/X, r, kh, and the 
geometry of the cylinder, a/B and B/X. Only one dimensionless coefficient, /, 
need to be determined. The value of / may hold the same as that for the case 
without the backwall, say, 1.5 for rectangular cylinders. 



1266 COASTAL ENGINEERING 1992 

5     Comparison Between Theoretical Solutions and Lab- 
oratory Data 

To validate the theoretical models with the value of / = 1.5 for rectangular 
cylinders, experimental data obtained in Osaka City University are compared 
with theoretical results. 

The cylinders used are square. The experiments are performed in a wave 
tank, which is 1.0m wide, 50m long and 1.75m deep. The side lengths of the 
square cylinders are 15cm for the case of B/l = 0.129 and 5cm for other cases. 
The water depth is kept constant at h = 50cm. The wave steepness H/X varies 
slightly around 0.01. The wave heights are measured in front of and behind the 
front wall and in front of the backwall. 

From Figure 2(a) to Figure 2(d), the laboratory data for the reflection coeffi- 
cients are compared with the theoretical results obtained for / = 1.5, for different 
parameters, a/J3(porosity), B/l, and h/B. The theoretical results obtained from 
the leading term only and from higher-order terms are shown in the figures. The 
discrepancy between these two types of the results is slight except the region of 
l/X = 0.5 where the higher-order solutions exhibit singular behavior. The agree- 
ment between data and theoretical results from the leading term only is good 
so that it is suffice for practical use to employ only the leading term. In Figure 
3, the all experimental data of the reflection coefficients are plotted against the 
theoretical results. Both are in good agreement except for the region where the 
values are close to unity. 

Figure 4 shows an example of the comparison in the free surface displacements 
at three locations inside and outside the wave chamber. The vertical displace- 
ments are normalized by the incident wave amplitude. Figure 5 plots the phase 
difference between the locations inside and outside the chamber. Both figures 
are the results based on the leading order approximation. The locations at which 
the free surface displacements are measured are indicated in the captions of each 
figure. The agreement between data and theory is again good for these results. 
Note that nodes appear behind the cylinders at a definite value of l/X. Sudden 
jumps shown in the phase difference, which is about it, are because that the 
location of the wave gauge behind the cylinder (x2) is in the vicinity of a nodal 
point. 
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Figure 2(a). Comparison between theoretical and experimental data for reflection 
coefficient. 
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Figure 2(b).   Comparison between theoretical and experimental data for reflec- 
tion coefficient. 
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Figure 2(c). Comparison between theoretical and experimental data for reflection 
coefficient. 
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Figure 2(d).   Comparison between theoretical and experimental data for reflec- 
tion coefficient. 
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Figure 3. Comparison between measured and calculated reflection coefficients. 
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Figure 4. Comparison between theoretical and experimental data for free surface 
displacements, xt/l = -0.125, x2jl = 0.125, x3// = 0.917. 
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Figure 5. Comaparison between theoretical and experimental data for phase 
differences between inside and outside the chamber, X\jl = —0.125, x?/l = 0.125, 
x3/l = 0.917. 

6 Conclusion 

A modified method of matched asymptotic expansions has again been ap- 
plied to study the wave interactions with a slit-type breakwater. The energy 
dissipation caused by the flow separation behind the cylinders is considered in 
the theory. Theoretical results with the empirical coefficient for square cylin- 
ders determined in the previous study are verified by experimental data. It is 
shown that the leading order solutions are accurate and can be used to calculate 
reflection coefficients and the wave action in the vicinity of the breakwater. 

7 Acknowledgment 

PLFL would like to acknowledge the support from New York Sea Grant In- 
stitute. 

8     References 

[1] Fugazza, M., and L. Natale. (1992). Hydraulic design of perforated breakwa- 
ters, J. Waterway, Port, Coastal, and Ocean Engrg., ASCE. Vol.118, No.l,pp.l- 
14. 



WATER WAVE SCATTERING 1271 

[2] Jarlan, G. E. (1961).   A perforated vertical wall breakwater, The Dock fc 
Harbour Authority, VOL XLI, No.486, pp. 394-398. 
[3] Kakuno, S. and P.L.-F. Liu.   (1992).   Scattering of water waves by vertical 
cylinders, to be published in the J. Waterway, Port, Coastal and Ocean Engrg., 
ASCE. 



CHAPTER 96 

HYDRAULIC MODEL EXPERIMENTS ON SEAWALLS 

i  bY 

J.W.Kamphuis , K.A.Rakha, J. Jui. 

ABSTRACT 

The preliminary analysis of a set of three- 
dimensional tests on an infinite beach backed by a 
seawall is presented. The longshore sediment transport 
rate in front of the seawall was found to decrease as the 
beach in front of the seawall eroded. The location of the 
breaker peaks in the suspended and bed load sediment 
transport rate moved slightly offshore, and the bedload 
peak in the swash zone disappeared as the beach eroded. 
The local ratio of H/d approached a constant value as the 
beach eroded for most of the tests, however the erosion 
depth in front of seawalls cannot be simply related to 
offshore wave height. 

INTRODUCTION 

The function of a seawall is to protect the land 
behind it by fixing the land-sea boundary. It does not 
protect either the beach fronting it or adjoining 
unprotected beaches. Since seawalls are usually built 
along eroding rather than stable shorelines, they have 
commonly been perceived as causing or contributing to 
erosion rather than simply responding to a pre-existing 
erosion problem. When a seawall is constructed on an 
eroding coast, existing erosion processes will continue 
to decrease the size of the beach in front and eventually 
the beach in front of the seawall will disappear if there 
is inadequate sediment supply. The seawall protection 
solution prevents further recession of the coastline; it 
does not stop the physical processes which cause erosion. 
The extent to which a seawall affects the processes on 
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the fronting and adjacent beaches at any one time largely 
depends on the location of the seawall relative to the 
active shoreface and only indirectly on the level of wave 
action to which it is subjected. 

Kraus (1988) presented an extensive review of 
approximately 100 technical papers on the effect of 
seawalls. Since most laboratory studies used wave flumes 
and investigated cross-shore sediment transport processes 
only, the effect of the seawall on the longshore sediment 
transport rate could not be deduced. 

The set of experiments presented here was performed 
as a part of a comprehensive three-dimensional study of 
the effects of seawalls on the nearshore processes. The 
fundamental case of an infinite beach backed by a seawall 
is considered here. Wave heights, wave setup, longshore 
velocity distributions, longshore sediment transport 
rates, and longshore sediment transport distributions 
were measured. Preliminary analysis of the data is 
presented here. 

EXPERIMENTS 

Five tests were carried out in a three-dimensional 
model basin (Figure 1). These tests are an extension of 
previous three dimensional sediment transport studies 
carried out in the same facility (Kamphuis, 1991a, 1991b, 
1991c). A vertical seawall was constructed on a sandy 
beach of median grain size 0.12 mm. The test conditions 
are summarized in (Table 1) . A time series of waves, 
simulating a Jonswap wave spectrum was used with a 10 
degree incident wave angle, a peak period of 1.15 seconds 
and wave heights varying from 0.05 to 0.09 m. The random 
wave signal repeated itself after 2 00 waves. 

A plane beach of initial slope 1:10 was first 
prepared for each test. This initial profile was allowed 
to reshape itself under wave action to approach 
equilibrium. The water level in the basin was chosen so 
that only about one percent of the incident waves 
impacted on the seawall at the top of the beach when the 
beach approached equilibrium, thus simulating a seawall 
well back on the beach. The water level was then raised 
in all tests except Test A to simulate storm surge. This 
resulted in the initial percentages of wave impact on the 
seawall as shown in Table 1. The tests were continued 
until a new equilibrium profile in front of the seawall 
was approached. 
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TABLE 1 
TEST SUMMARY 

TEST 
GENERATED WAVE 
CONDITIONS 

SURGE TEST 
DURATION 

Height 
Hs 
(cm) 

Period 
Tp 

(sec) 

Angle 
a 

(deg) 
S 
(cm) 

t 
(hr) 

% 
touch 

A 7 1.15 10.0 0.0 32 1.0 

D 7 1.15 10.0 2.2 12 20 

E 9 1.15 10.0 - 14 10 

F 5 1.15 10.0 - 22 10 

G 7 1.15 10.0 1.6 18 10 

Each test consisted of a series of hourly segments. 
Wave heights, longshore velocity distributions, and beach 
profiles were measured during each segment. Wave heights 
were recorded using capacitance type wave gauges. One 
wave gauge was mounted offshore to record the incident 
wave height. Fifteen wave gauges were mounted on a 
horizontal beam at regular intervals of 0.2 m through the 
breaking zone. Longshore velocities were measured using 
a mini electro-magnetic current meter. Profiles of the 
beach in front of the seawall were measured along six 
parallel lines evenly spaced along the seawall. The 
profiles presented here are the average of profiles 
B,C,D, and E (Figure 1). 

A sediment trap was located at the downdrift end of 
the beach but within the wave guides. It was designed to 
separate the bedload from suspended load and to measure 
their distributions across the swash and surf zone. 
Sediment Transport rates were measured every 15 minutes. 
Sediment transport distributions were measured every 4 
hours. A detailed description of the sediment trap 
layout can be found in Kamphuis (1991c). 

To represent an "infinitely long" beach, it is 
necessary to maintain parallel contours along the study 
area. For this purpose, sediment was supplied at the 
updrift end of the beach by a feeder at a rate comparable 
to the sediment transported along the beach. 
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RESULTS 

The tests essentially consist of two groupings. 
There are 3 tests with 7 cm high incident waves, with 1, 
10, and 20 % of the waves directly impacting the seawall 
at the beginning of the test (Tests A,G, and D) . Then 
there are 3 tests in which 10 % of the waves are 
initially incident on the seawall but in which the 
nominal incident wave height is 9, 7, and 5 cm (Tests 
E,G, and F) . Test G is common to both sets. Figure 2 
shows examples of the profile change with time. Figure 3 
shows the initial and final profiles for all the tests. 

The beach in front of the seawall gradually 
disappeared and the sand was eroded to well below the 
water level. The eroded sediment was deposited offshore, 
and a nearly horizontal plateau was formed. The 
horizontal plateau extended seaward to the breaker 
location. Very near the seawall a local scour hole was 
also observed in all the tests. 

Figure 4 shows examples of the suspended, bed, and 
total longshore sediment transport rates as they evolved 
in time. All rates decreased as the foreshore eroded, 
because energy dissipation resulting from breaking 
decreased towards the end of the test. As the depths 
increased, more wave reflection and less breaking 
occurred. The longshore sediment transport rates tended 
toward equilibrium values. 

Figure 5 shows an example of the development of the 
suspended and bed load distributions with time. The peaks 
of the distributions moved slightly offshore, following 
a slight offshore movement of the breaker location. As 
the test progressed the bedload peak in the swash zone 
disappeared and both distributions tended to have one 
single peak near the breaker location. 

PRELIMINARY ANALYSIS OF RESULTS 

The present data set together with additional tests 
will be used to develop a Quasi-3D numerical model. This 
model will be an extension of the work of Briand (1990) 
by including wave reflection off the seawall. In the 
present paper a preliminary, general analysis of the data 
will be presented. 

Figure 6 shows the wave height profiles at the ends 
of the tests. It is seen that the wave heights increase 
up to the breaking point and then decrease as wave 
energy dissipates. Up to breaking, the wave height 
profile  is  entirely  predicted  by  combining  small 
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amplitude shoaling theory, Snell's law and bottom 
friction (Kamphuis 1991a). Breaking is predicted by the 
incipient breaking criterion of Kamphuis (1991b) and the 
decrease in wave height is predicted by Kamphuis' (1993) 
adaptation of the energy dissipation rate proposed by 
Dally et al (1984). At about 1.5 m from the structure, 
however, the profile indicates a substantial reduction in 
wave energy dissipation rate. The remaining wave energy 
is simply reflected back to sea. 
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the simple ratio Hs/d and it is seen that near the 
structure water depth is indeed directly related to the 
wave height. In fact the ratio is about the same (0.7) 
for all tests except Test E (which is thought to contain 
a small error in depth measurement). 

The average depth over the plateau from the seawall 
to the breaker (d ) is shown in Table 2. 

TABLE 2 
SUMMARY OF PROFILE RESULTS 

TEST 
INPUT CONDITIONS FINAL RESULTS 

Hs 
(cm) 

S 
(cm) 

% 
touch 

Hsb 
(cm) (m) A (cm) 

A 7 0.0 1 7.4 2.5 7.4 

G 7 1.6 10 7.7 2.3 7.7 

D 7 2.2 20 8.7 2.2 9.2 

E 9 - 10 9.2 2.6 7.7 

G 7 1.6 10 7.7 2.3 7.7 

F 5 - 10 6.2 1.9 7.5 

For Tests A,G, and D, it was found to be 
approximately equal to the breaking significant wave 
height. This seems to support the idea that scour depth 
is related to incident deep water wave height (Kraus, 
1988) . For Tests E,G and F, however, d is almost 
constant, even though the wave height decreases from 9 to 
5 cm. This would tend to indicate that depth is not 
related to wave height in a simple manner. 

Depth of water over the plateau is actually a 
complex interaction between wave height, water level, the 
beach, and the seawall. This interaction may be 
explained using the conceptual model in Figure 8. 

Assume that a beach profile is in equilibrium with 
the incident wave climate, as in Figure 8a. Its depth (d) 
is defined everywhere out to a closure depth, dc. If a 
storm surge (S) raises the water level, the whole 
equilibrium profile will rise to follow the new water 
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level (Figure 8b) . To raise the beach profile, however, 
requires additional sand and normally the existing 
profile must supply this, resulting in a profile 
recession (R) as shown in Figure 8c. The eroded area (E) 
must balance the area of deposition (D) and hence R is a 
function of B, the berm or dune height above the water. 
This mechanism has been described by Bruun (1962) and 
others. 

If a seawall is introduced (Figure 8d) , a portion of 
the erosion zone (X) is now no longer available to feed 
the deposition zone. The thickness of the deposition 
layer will be less and hence the water depth will be 
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greater. Reflection off the seawall, however, causes an 
increase in depth near the structure adding a volume of 
sand (Y) to the erosion volume. The total erosion volume 
with a seawall in place is therefore (E-X+Y). Since Y is 
normally less than X, as shown for example by Barnett 
(1988), d' is normally greater than d. Storm surge 
therefore results in greater water depth near the 
structure (relative to the raised water level). 
Similarly, it may easily be shown that the depth 
increases when S increases. 

Tests A,G and D began on the same equilibrium 
profile. Storm surge increased the depth over the 
plateau. Larger storm surge resulted in larger depths of 
water. This in turn permitted larger wave heights to 
occur over the plateau and interaction with these larger 
wave heights produced the final profiles. 

Tests E,G and F began with different initial 
profiles; the wave height varied from 9 to 5 cm. The 
larger wave heights produced a larger runup which means 
that the seawall was placed relatively further back in 
Figure 8. This implies that X was smaller and Y was 
larger, causing (E-X+Y) to be larger and the resulting 
water depth to be smaller. At the same time to increase 
the percent of waves impacting the structure from the 1% 
on the original equilibrium profile the test value of 10% 
required a larger storm surge for the larger wave 
heights. This caused the depths to be larger. Here we 
have two processes which compensated for each other in 
Tests E,G and F, resulting in the almost constant value 
of dp. 

The breaker location X. moved further offshore for 
the larger wave heights (Table 2) . This provided a longer 
distance for energy dissipation to occur. A calculation 
using the Kamphuis (1993) modification of the Dally et al 
(1984) wave dissipation model shows that a distance of 
0.3 m is required to reduce the wave height from 9 cm to 
7 cm in Test E, and 0.48 m to reduce the wave height from 
7 cm to 5 cm in Test G. The actual differences between 
the breaker locations were found to be 0.3 m for Tests E 
and G, and 0.4 m for Tests G and F. Thus, a longer 
breaker distance permitted the higher offshore wave 
heights to reduce to the same heights close to the 
seawall, as shown in Figure 7. This resulted in similar 
depths over the plateau. 

The depth of scour to wave height relationship is 
simple, but physically rather meaningless. Our research 
(not presented here because of page limits) has shown 
that scour depth can also be related to the wave climate 
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using energy dissipation and critical shear stress 
concepts. 

To determine whether seawalls accelerate erosion, a 
comparison with beaches without structures is required. 
(Kraus, 1988). Long term tests are underway to make 
such comparisons. Preliminary results indicate that 
seawalls do not create disastrous increases in erosion 
rates, but this work is not complete at the present time. 

CONCLUSIONS 

The equilibrium profile developed in front of the 
seawall is a complex function of the initial profile, the 
storm surge, and the wave climate. 

The longshore sediment transport rate decreased as 
the beach eroded in front of the seawall. 

The location of the breaker peaks in the longshore 
suspended and bed load sediment transport rate 
distribution moved slightly offshore as the beach eroded. 
The bedload peak in the swash zone disappeared as the 
foreshore eroded. 

The local depth was found to be closely related to 
the local wave height; the ratio H/d approached a 
constant value as the beach approached an equilibrium 
condition. However, average scour depth in front of a 
seawall can not be simply related to offshore wave 
height. 
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CHAPTER 91 

MOVEMENT AND STATIC STRESS IN DOLOSSE: 
SIX YEARS OF FIELD MONITORING AT CRESCENT CITY 

Thomas R. Kendall, 1K.   ASCE 
and 

Jeffrey A. Melby,2A.M. ASCE 

ABSTRACT 

Breakwater failures have often been caused by or at 
least exacerbated by a structural failure of concrete 
armor units, especially when the units are the more 
slender type such as dolosse.  To aid in the 
development of a structural design procedure for 
complex concrete armor units, post-construction 
monitoring of movement and stress in dolosse has been 
ongoing on the outer breakwater at Crescent City, 
California since its rehabilitation in 1986.  This 
paper describes the significance of static stress in 
large (38-tonne) dolosse and documents the continued 
rapid growth of dolos static stress in a relatively 
nested shallow-water breakwater.  New data from 1990, 
1991 and 1992 have modified the previously suggested 
conclusion that dolos static stress was increasing at a 
decreasing rate (Kendall and Melby, 1989).  These new 
data suggest that while dolos movement has continued to 
subside, static stress has been building approximately 
linearly. 

This paper is divided into two basic sections: 
(1) general background on dolos design considerations 
and the monitoring program being carried out at 
Crescent City, including new techniques for the 
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photogrammetric monitoring of armor unit displacement; 
and (2) breakage, displacement, and static stress 
results through the sixth year of monitoring. 

BACKGROUND 

Following the rehabilitation of the Crescent City 
Outer Breakwater with dolosse in 1986, extensive field 
data were collected on incident waves, dolos loading 
and displacement.  These data have been collected in 
support of a program whose objective is the development 
of a structural design procedure for dolosse based on 
breakwater design wave conditions.  The procedures 
developed are intended to be applied to other armor 
types in addition to dolosse.  The monitoring program 
and design procedure development are detailed in 
several publications, including Kendall, et al (1985), 
Howell (1986 and 1988), Kendall (1988), Howell and 
Melby (1991), Melby (1992 and in publication), Melby 
and Turke (1992), and Howell, et al (in publication). 

The need for a dolos structural design methodology 
has been apparent in the United States since the early 
1970's when the units were first introduced to the 
U.S.  Dolosse were recognized for their excellent 
hydraulic stability and judged to be an economic armor 
unit choice for the severe wave climate of the northern 
California Coast.  The north and south jetties at 
Humboldt, California were armored with two layers of 
38-tonne dolosse around the head sections as part of 
their rehabilitation in 1971-1972 and 36-tonne dolosse 
were placed on the Crescent City Outer Breakwater as 
part of its rehabilitation in 1973-1974. 

Uncertainty in the loading criteria applicable for 
any structural design of the dolosse led to two 
different approaches for the initial Humboldt and 
Crescent City dolos rehabilitations.  The first dolosse 
at Humboldt were typically reinforced while those at 
Crescent City were unreinforced.  Most of the Humboldt 
dolosse were reinforced with standard cage reinforcing 
using 40ksi (276MPa) steel rebar.  Twelve No. 8 (2.5-cm 
diameter) longitudinal and four No. 4 (1.25-cm 
diameter) tie bars were placed in each fluke and shank 
under a 6-in (15-cm) concrete cover, representing 75 
lbs of steel per cubic yard of mix (44kg/m ). 
However, analysis supported by field tests suggested 
that the quantity and strength of steel were not 
sufficient enough to contribute strength after concrete 
cracking.  For the field tests, pairs of 
cage-reinforced, steel-fiber-reinforced, and 
unreinforced units were clamped together at the flukes 
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and then forced apart with hydraulic jacks operating on 
the opposite flukes.  These test results plus the added 
cost of reinforcing led to the decision to experiment 
with exclusively unreinforced dolosse at Crescent City. 

The majority of the unreinforced dolosse placed at 
Crescent City subsequently failed leading to the 1986 
rehabilitation and monitoring program.  Kendall and 
Melby (1989) provide more detail on these dolosse and 
their subsequent failure. 

The second rehabilitation with dolosse at Crescent 
City was completed in September 1986 and monitoring 
began shortly thereafter.  A total of 680 
steel-fiber-reinforced 38-tonne dolosse were used in 
the repair.  None of the original broken 36-tonne 
dolosse were removed as part of the rehabilitation. 
Fiber reinforcing (80 lbs of steel fiber per cubic yard 
of mix or 47 kg/m3) was used in the new dolosse, in 
part, as an experiment.  Lab and field tests indicated 
that the fibers did not significantly increase the 
strength of the concrete, but did add toughness which 
would help hold the units together after fracture.  The 
flexural strength of the concrete was measured at 984 
psi (6.8 MPa) (Kendall and Melby, 1989). 

The dolos section of the monitored breakwater 
(Figure 1) is located in 7.5 to 9 meters of water and 
is subjected to depth-limited breaking waves of up to 
10.5 meters in height with peak periods between 15 and 
20 seconds (Hales, 1985; Kendall, 1988). 

680 38 TON DOLOSSE (1988) 
' 246 36TON DOLOSSE (1974) " 

2 LAYERS (MIN) 

ELEV. - 7.5 TO 9 M 

CRESCENT CITY BREAKWATER 
TYPICAL DOLOS CROSS SECTION 

STA. 34 + 00 TO STA. 37 + 00 

Figure  1 -    Typical cross-section through the dolos section of the Crescent City 
Outer Breakwater 
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Polos Stress Monitoring 

Dolos stress data have been derived from strains 
measured with gages internally mounted in select 
dolosse grouped together near the center of the dolos 
field.  Twenty such dolosse were originally placed for 
the monitoring program.  The strain signals are used to 
measure two moments and a torque at the shank-fluke 
interface of the dolos (Howell, 1988).  Burcharth and 
Howell (1988) and Melby (1989) provide discussions on 
the computation of maximum principal tensile stress for 
a cross-section in the dolos shank and the comparison 
of that stress with concrete splitting strength as a 
failure criteria. 

Two types of stresses have been recorded with the 
instrumented dolosse at Crescent City:  wave-induced 
pulsating stresses and static stresses.  Dolos stress 
data from the initial intensive monitoring period 
(1987-88) have been used to demonstrate that the mean 
over the sampled dolos field of the maximum 
wave-induced pulsating stress is linearly related to 
the average of the highest one-tenth of the waves in a 
30-minute time series.  Furthermore, the distribution 
about the mean of the maximum wave-induced pulsating 
stress is well described by the Rayleigh distribution 
(Howell and Melby, 1991).  For the 38-tonne dolosse at 
Crescent City, however, these pulsating stresses were 
found to be nearly an order of magnitude lower than the 
recorded static stresses caused by self weight and 
settling-induced nesting or wedging forces.  In many 
instances, the dolos static stress has consumed well 
over half of the concrete splitting strength. 

Dolos static stress continues to be monitored from 
a diminishing sample of instrumented dolosse at 
Crescent City.  Static moment data, which are reduced 
to prinicipal stresses, are collected from the still 
functioning dolosse each summer.  The data are sampled 
from each dolos at 1Hz for six minutes.  Typically, 
with six functioning dolosse, the sampling rotates to 
each dolos once every hour.  The minimum collection 
period is generally 24 hours.  Only data passing a 
series of reliability tests are retained.  These tests 
include verifying that the RMS error in each six-minute 
data file is within the range produced by environmental 
noise, i.e. temperature variations and small wave 
loads.  If a single dolos repeatedly fails the 
reliability tests, then that dolos is dropped from the 
data acquisition system. 
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Displacement and Breakage Monitoring 

To better understand the overall behavior of the 
dolos field, the stress samples are supplemented by 
detailed surveys of dolos movement and breakage. 
Periodic aerial photography and low-altitude, 
high-resolution photogrammetry have been the primary 
tools used in this supplemental data collection.  In 
addition, available nearby National Oceanic and 
Atmospheric Administration (NOAA) buoy records have 
been retrieved to track wave power offshore of Crescent 
City. 

For the photogrammetric monitoring of displacement, 
targets were established on 26 dolosse.  Eighteen of 
these are located in the instrumented section and eight 
are distributed uniformly throughout the remainder of 
the dolos field.  Twenty two of these dolosse are 
located in the upper dolos layer and have been marked 
with three targets each; this allows their movement to 
be described with six degrees of freedom.  The 
remaining four dolosse, which are located in the lower 
dolos layer of the test section, have only one clearly 
visible surface.  Therefore, only a single target has 
been established on each of these. 

In addition to the data collected from targeted 
dolosse,  less precise data have been collected from 
dolosse which are not targeted.  The detection and 
quantification of movement among non-targeted dolosse 
has been done both by using photo overlays (Kendall, 
1988) and by using an application of time-lapse 
photography where the exposure from one flight is 
stereopaired with an exposure from a subsequent flight 
(Kendall and Melby, 1989). 

Further details of the survey techniques used to 
supplement the instrumented dolosse measurements are 
provided by Kendall (1988), Kendall and Melby (1989), 
and Howell, et al (in publication).  A recent 
improvement worthy of note is the use of extremely 
low-altitude photogrammetry acquired from a 
helicopter.  This is discussed briefly in the following 
paragraphs. 

Helicopter Photogrammetry 

To improve the accuracy of photogrammetric data 
acquired at Crescent City, extremely low-altitude 
photogrammetry has been recently acquired by using a 
helicopter as the photo platform (Davis and Kendall, 
1992).  A mapping camera has been mounted on a 
helicopter in such a way that vibration- and 
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motion-free aerial mapping photography can be 
collected.  The width of the breakwater literally fills 
the low altitude images allowing very rigid stereo 
models to be set.  The flight line is now along the 
breakwater axis with the helicopter flying at an 
elevation of around 60m.  Stereo images exposed from 
this low platform have scales on the order of 1:360 as 
compared to the 1:1200 scale obtainable from a fixed 
wing platform.  The larger scale imagery does require 
that roughly five times as many models be set, but the 
ease of interpretation and increased accuracy easily 
compensate for this. 

With a fixed wing platform, accurate readings to 
the nearest 3cm are possible.  However, comparisons 
between all retained target readings generated from 
simultaneous ground and photogrammetric surveys of the 
dolosse indicated that agreement between the two 
methods had averaged just better than 5cm.  With the 
helicopter as the photo platform, the total 
three-dimensional vectorial discrepancy never exceeded 
2cm.  A similar improvement is also being realized for 
the work with non-targeted dolosse. 

Using the helicopter as the photo platform produced 
such scale and resolution that the roughly 8-cm wide 
cross-shaped targets originally established on the 
dolosse were simply too wide.  To improve target 
definition, a smaller circular target divided into 
quadrants has been placed on top of each original 
target. 

MONITORING RESULTS THROUGH THE SIXTH YEAR 

This section summarizes the observations of dolos 
breakage, spatial distribution and types of dolos 
displacement, evidence of long-term nesting, evolution 
of static stress, and structural safety during the 
monitoring period between the fall of 1986 and summer 
of 1992. 

Breakage 

No above surface breaks nor significant movement of 
broken pieces have been observed since the second 
season; the breakage count remains that reported by 
Kendall (1988), i.e. seven post-placement broken 
dolosse, six of which broke during the initial nesting 
storm sequence.  The majority of the breaks have 
occurred at a shank-fluke interface. 

Refined measurements have been made of the 
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displacements experienced by broken dolosse.  These 
measurements have shown that three of the broken 
dolosse experienced single-point displacements as large 
as 3m.  However, these dolosse likely broke prior to 
experiencing the majority of the evident displacement 
and other broken dolosse clearly experienced minimal 
displacement while some unbroken dolosse experienced 
large displacements (Kendall, 1988).  Therefore, the 
general conclusion remains that dolos breakage, while 
typically associated with some amount of movement, at 
least from adjacent units, is not necessarily 
associated with significant movement and vice versa. 

Kendall (1988) suggested that, because of the high 
static stresses in many of these large dolosse, the 
magnitude of movement is not as significant in dolos 
breakage as the extent to which that movement causes a 
detrimental shift in boundary conditions (i.e. one that 
increases static loading).  The build up of static 
stress with subtle movements and dolos wedging will be 
discussed more in subsequent discussions of long-term 
nesting and static stress history. 

Spatial Distribution and Types of Dolos Displacement 

The spatical distribution and types of dolos 
displacement have been described previously by Kendall 
(1988) and Kendall and Melby (1989).  Generally 
speaking, the patterns have remained the same as those 
described earlier.  With the exception of the only two 
dolosse observed to have moved during the sixth year, 
the dominant movement has continued to be upslope with 
slight settling plus rotation about the vertical or 
z-axis of the dolos (yaw). 

Upslope movement has also been observed in the 
physical model for Crescent city and is believed to be 
an uprush dominated movement associated, at least in 
part, with the structures mild slope (Kendall, 1988; 
Jensen, 1984). 

Evidence of Long-term Nesting 

Long-term nesting has been documented by tracking 
the percent exceedence of single point displacements 
within the entire visible dolos field (approximately 
400 dolosse) by season as shown in Figure 2.  This 
necessarily includes untargeted dolosse so the 
measurement is limited to a determination of the 
magnitude of displacement experienced by a single 
identifiable point on each displaced dolos.  This 
presentation clearly suggests that dolos movement has 
generally continued to subside with the possible 
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exception of the  1991-92   season. 

PERCENT   EXCEEDENCE   OF   SINGLE   PD1NT   DISPLACEMENTS 
WITHIN   VISIBLE   DDLDS  FIELD   BY  SEASON 
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Figure 2 

0 12 3 

DISPLACEMENT  EXPERIENCED  BY  A  SINGLE   PDINT  ON A  DOLDS  <M> 

Percent exceedence of single point displacements within the visible 
dolos field by season.   Note the trend of generally fewer 
displacements in successive seasons with the exception of the 

1991-92 season. 

With few exceptions, once a unit moved it failed to 
register a significant subsequent displacement, i.e. 
the unit nested with the movement and appears to have 
remained relatively stable.  When a previously 
displaced unit did experience further movement, it was 
typically displaced a distance equal to or less than 
the initial displacement experienced.  Units which have 
been repeatedly displaced were rarely observed to do so 
in the same direction but tended to move in directions 
which were 90 to 180 degrees different than their 
original displacement direction, perhaps indicative of 
rocking. 

Overall, the general trend reflects nesting, 
especially in light of the wave power history shown in 
Figure 3(a) which suggests that the first winter 
season, when most of the movement occurred, was 
actually one of the milder ones.  The more extreme 
subsequent storms seasons have generally produced less 
movement. 

During the monitoring period, a small percentage of 
individual waves is likely to have approached the 
depth-limited design height.  However, the design storm 
which was used in the physical model has yet to be 
experienced at the site. 
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HjT.orf •: WEEKLY MAXIMUM RECORDED WAVE POWER 

Translation (cm) 
AVERAGE CUMULATIVE DOLOS DISPLACEMENT VERSUS TIME 

Rotation (deg) 

Stress in pei tt45psi=lMPaJ 
AVERAGE DOLOS STATIC STRESS VERSUS TIME 

Figure 3 -    (a)   Timing of dolos displacement surveys relative to offshore wave 
power; 

(b) time history of targeted dolos displacements; 
(c) time history of dolos static stress;   design splitting tensile 

strength is approx 700 psi. 
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The wave power history plot (Figure 3(a)) also 
indicates the timing of all targeted dolos displacement 
surveys; the results of these surveys are shown in 
Figure 3(b).  For the targeted dolosse (about seven 
percent of the visible dolos field), the displacement 
history is resolved into translations and rotations. 

The net or total rotation values shown represent 
the largest rotational displacement about the dolos 
centroid experienced by any point on the dolos 
surface.  Because a more thorough sampling of surface 
points has recently been conducted, the resultant 
rotational displacement values shown here are slightly 
higher than those reported earlier by Kendall, Davis, 
and Leach (1987) and Kendall and Melby (1989). 

The general pattern during the first few years also 
differs somewhat from that presented in 1989.  As 
explained in the earlier paper (Kendall and Melby, 
1989), the data set at that time contained some 
questionable readings which were still being verified. 
The subsequent filtering of many of these data has 
produced a slightly less patterned looking time 
series.  The previously suggested trend of a summertime 
reversal in dolos field movement is no longer apparent. 

The time series of Figure 3(b) tracks the average 
value of cumulative displacement of all targeted 
dolosse from their original location.  This reflects 
gross trends created by similar displacements occurring 
throughout the targeted dolos field, and masks some 
types of displacement experienced by dolosse which have 
repeatedly displaced.  While this produces a more 
smoothed time history, few dolosse have experienced 
repeated displacements of major significance and the 
plot is not considered misleading.  Figure 3(b) again 
suggests that the bulk of the structure's nesting 
occurred during the first season and that only minor 
adjustments have occurred since then with the possible 
exception of the 1991-92 season. 

The increased movement reflected in Figures 2 and 
3(b) for the 1991-92 season has actually resulted from 
only two dolosse, both of which happen to be in the 
targeted population.  These two units are located near 
the water line and were displaced downslope between .5 
and lm.  This movement could be wave induced but 
downslope has not been a typical direction; most 
wave-induced displacements have been uprush dominated 
or upslope.  Furthermore, the wave power, if 
responsible, was relatively low during the last year. 
Another potential explanation could be the 6.9 Richter 
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scale earthquake of April 1992 whose epicenter was 
approximately 150 km south of Crescent City.  However, 
large earthquakes do not necessarily cause dolos 
movement.  A 6.9 Richter scale earthquake which 
occurred about 100 km west of Crescent City in August 
1991 failed to produce a noticeable response in the 
visible dolosse.  Another scenario is that the supports 
were pulled out from beneath these units as a result of 
subsurface breaks.  Sonar records cannot be used to 
confirm the suspected subsurface breakage but an 
observed pattern of increasing static stress with time 
does suggest that some breakage is to be anticipated. 
The static stress history is discussed further in the 
following section. 

Static Stress History 

The history of average static stress is compared 
with the wave power and displacement histories in 
Figure 3(c).  In less than six years, sampled stress 
levels have risen over 80% while the average cumulative 
displacement of targeted dolosse has risen about 30%. 
The 1990, 1991 and 1992 data have shed new light on the 
post-nesting growth of static stress.  The best-fit 
curve is no longer suggestive of any tapering off of 
the post-nesting stress growth as indicated in 1989, 
but rather of a steady increase of about 26 psi (0.18 
MPa) per year.  The flexural strength of the concrete 
suggests a splitting tensile strength on the order of 
700 psi (4.8 MPa).  Therefore, the yearly increase 
reflected in the plot represents about 4% of the 
applicable concrete design capacity.  Increasing static 
stress with time has been attributed to subtle dolos 
movements and unit-to-unit wedging (Kendall and Melby, 
1989) . 

Its important to point out that the sample size for 
the static stress history has been variable and 
extremely small.  The number of reporting dolosse has 
fallen off from 14 to six (i.e. as little as 1% of the 
dolos population placed in 1986).  Each data point in 
Figure 3(c) represents the mean of all functional 
dolosse; an examination of just the six dolosse which 
have remained more or less faithful throughout the 
monitoring period suggests that the annual increase may 
be as much as 6% of the design capacity. 

Structural Safety 

The structural factor of safety applicable to the 
Crescent City dolosse is already something less than 
unity when applying a conservative approach based on 
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field results (Melby, 1992).  The pattern of increasing 
static stress with time is not yet factored into the 
design procedure.  Incorporation of this pattern 
further reduces the safety of the structure. 

The average reported static stress is now in excess 
of 350 psi (2.4 MPa) and one dolos is reporting static 
stresses in excess of 500 psi (3.5 MPa).  This leaves 
little residual strength for continued static stress 
growth, pulsating wave loads, and impact loads.  No 
impact loads have been recorded at Crescent City. 
However, the magnitude of pulsating loads has been 
reported to be as great as 70 psi (0.48 MPa) from the 
prototype data (Howell, et al, 1989) and as high as 110 
psi (0.76 MPa) in the physical model (Markle, 1989). 

CONCLUSIONS 

The procedures used to monitor movement and static 
stress in the dolosse at Crescent City have been 
revisited and updated and the monitoring results 
through the sixth year have been reported. 

Helicopter photogrammetry has produced significant 
increases in the accuracy with which dolos 
displacements are measured. 

Dolos movement has continued but at levels well 
below that experienced during initial nesting; static 
stress has been building approximately linearly as a 
result of subtle dolos movements and unit-to-unit 
wedging. 

Static stress is the most significant design 
parameter for these large dolosse and the increase in 
static stress with time has reduced the structural 
safety of the armor layer. 

Monitoring at Crescent City is scheduled to 
continue for at least the next three years.  Future 
proposed work includes collecting cores from select 
dolosse to test for any reduction in concrete strength 
due to fatigue. 
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CHAPTER 98 

IRREGULAR WAVE INTERACTION WITH PERMEABLE SLOPES 

Nobuhisa Kobayashi1, and Andojo Wurjanto2 

ABSTRACT: A one-dimensional, time-dependent numerical model is developed to simulate 
the flow over a rough permeable slope as well as the flow inside a permeable underlayer of 
arbitrary thickness for specified normally-incident irregular waves. The numerical model has 
been shown to be capable of predicting the time series and spectral characteristics of the re- 
flected waves and waterline oscillations on a 1:3 rough slope with a thick permeable underlayer. 
The computed results are examined in detail to quantify the hydrodynamic processes which 
are difficult to measure in experiments. The computed results for the rough permeable and 
impermeable slopes are also compared to quantify the differences caused solely by the thick 
permeable underlayer. 

INTRODUCTION 

The permeability effects on wave run-up and reflection as well as armor stability have been 
regarded by previous researchers to be important for the design of highly permeable coastal 
structures'such as berm breakwaters. Our quantitative understanding of the hydrodynamic 
processes involved with irregular wave interaction with permeable slopes is still rudimentary, 
although extensive hydraulic model tests have been performed. 

Kobayashi and Wurjanto (1990) developed a numerical model for predicting the flow on a 
rough permeable slope as well as the flow in a thin permeable underlayer for normally incident 
irregular waves. This numerical model was limited to a thin permeable underlayer because 
it neglected the region landward of the waterline on the rough slope and the inertia terms 
in the horizontal momentum equation for the flow in the thin permeable underlayer. This 
numerical model turned out to be of limited practical use since the permeability effects of the 
thin permeable underlayer were found to be minor or negligible. Wurjanto and Kobayashi 
(1992) developed an improved numerical model by eliminating most of the shortcomings of the 
previous model as explained in the next section. 

NUMERICAL MODEL FOR THICK PERMEABLE UNDERLAYER 

Fig. 1 shows the symbols used in the improved numerical model where the prime indicates 
the dimensional variables. In Fig. 1, x' = horizontal coordinate taken to be positive landward 
with x1 = 0 at the toe of the slope; z' = vertical coordinate taken to be positive upward with 

1Prof.  and Assoc.  Dir., Ctr. for Applied Coastal Res., Dept. of Civil Engrg., Univ.  of Delaware, Newark, 
DE 19716. 

2Lecturer, Dept. of Civil Engrg., Bandung last, of Tech., Jalan Ganesha 10, Bandung 40132, Indonesia. 
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incident 
waves 

Figure 1: Definition Sketch for Numerical Model for Thick Permeable Underlayer 

z' — 0 at the still water level (SWL); z'b = z' — coordinate of the upper boundary of the 
permeable underlayer excluding the primary cover layer whose roughness effect is included by 
the bottom friction factor /' for the flow over the rough slope; z' = z' - coordinate of the lower 
boundary of the permeable underlayer which is assumed impermeable; d't = water depth below 
SWL at x' = 0 where it is assumed that z'b = z'p at x' = 0; rf = free surface or water table 
elevation above SWL; x's = x' - coordinate of the upper water line defined as the location of 
rf = z'b; x'w = x'- coordinate of the lower waterline defined as the location of rf = z'; h' = 
water depth above the permeable slope given by b! = (rf — z'b) in the region 0 < x' < x's\ u' 
= depth-averaged horizontal velocity above the permeable slope; h' — water depth inside the 
permeable underlayer given by h'p = (z'b — z') in the region 0 < x' < x's and h'p = (r)''— z'p) 
in the region x's < x' < x'w; q'b — volume influx per unit horizontal area into the permeable 
underlayer which is taken to be positive downward; and u'p = vertically-averaged horizontal 
discharge velocity inside the permeable underlayer where the actual velocity is given by u'p/np 

with np — porosity of the permeable underlayer. 

Computation is performed using the dimensionless variables and parameters defined as 

t    = 
t'                  x'                       x's xw 

T> ' X~ T'vW ' '" ~~ T'-sfW1 ' -1"" - T'JW 
z'                  r'                  *'                  rV 
—   •    „   -       b     •    y     -    ~P    •   rl    -       * 

H"   " " H"   v ~ H> '   ' ~ H> 
i             h' 

u'                T'q'b                   u'p 

^7F ' ib ~ PqH> ' Up - Pq^IF 
,   Pq  — npPu 

h„ = 
H' 

(1) 

(2) 

(3) 
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Pu      = 
LA>(1 - n„) 

1/2 
«o(l • npfv 
PaPud'* 

(4) 

in which t1 = time; T" and H' = characteristic wave period and height used for the normalization, 
respectively; g = gravitational acceleration; pq and pu = dimensionless parameter expressing 
the order of magnitude of u'p/u' and (u'p/np)/u', respectively; v = kinematic viscosity of the 
fluid; d'p = characteristic stone diameter in the permeable underlayer; ct0 and /?0 = empirical 
constant associated with the laminar and turbulent flow resistance, respectively (Madsen and 
White 1975); and fi = dimensionless parameter expressing the order of magnitude of the laminar 
flow resistance as compared to the turbulent flow resistance. 

The numerical model of Wurjanto and Kobayashi (1992) computed m = uh, h = (rj-Zf,), qi 
and mp = puhpup in the region 0 < x < x„ where hp — (zj —2P), as well as mp and hp = (r) — zp) 
in the region xs < x < xw as a function of t and x using the one-dimensional, time-dependent 
equations of conservation of mass and ^-momentum for the flow fields over and inside the 
permeable underlayer. It is assumed that mp and hp are continuous at x = xs. The initial 
time t = 0 for the computation marching forward in time is taken to be the time when the 
specified incident wave train arrives at x = 0 and there is no wave action in the region x > 0. 
At the seaward boundary x = 0 where hp = 0 is assumed, the normalized incident wave train, 
rji — rf'jH', is prescribed as a function off and the normalized reflected wave train, t]r = rj'r/H', 
is computed as a function of t from the characteristics advancing seaward. 

The numerical model is compared with the three test runs denoted by runs PI, P2 and 
P3 conducted by Cox (1989). The upper boundary of the permeable gravel underlayer was 
located at z'b = (—d't + ai'tanfl') with d't — 0.40 m and cot0' = 3. Its lower boundary was 
situated at z'p = -d't for 0 < x' < 0.566 m and z'p = -d't + (x' - 0.566) tanO' for 0.566 m 
< x' where its thickness perpendicular to the impermeable base was 0.566sin(?' = 0.179 m. 
The single layer of the gravel whose thickness was the median gravel diameter d'p = 2.1 cm is 
regarded as the primary cover layer. The other input parameters associated with (4) are taken 
as np = 0.48, v = 0.01 cm2/s at 20°C, a0 = 1140 and /30 = 2.7. 

The significant wave height H's and the mean period T'm of the zero upcrossings of the 
measured incident wave train are taken as the height H' and the period T' used for the nor- 
malization of the governing equations. The values of H' = H's and T' = T'm for the three runs 
are listed in Table 1. The other values listed in Table 1 are as follows: £ = surf similarity 
parameter based on H1, T" and cot#' = 3; tmax = normalized duration of the measurement 
and computation; Hm0 = spectral estimate of the normalized significant wave height; TP = 
normalized spectral peak period; £p = surf similarity parameter based on the spectral parame- 
ters H'mo = HmoH' and Tp — TpT'; and /' = bottom friction factor estimated from the rough 
impermeable slope tests. The values of Hmo and Tp are obtained from the normalized incident 
wave spectrum Si(ft) with /„ = normalized frequency defined as /» = f'tT' computed from 
rji(t) for 0 < t < tmax for each run. The frequency range of resolution of the measured incident 
and reflected waves based on three wave gages was 0.12 < /* < 1.6 for run PI, 0.15 < /» < 2.0 
for run P2, and 0.19 < /„ < 2.6 for run P3 (Kobayashi et al. 1990). Table 1 also lists the values 
of p, and fi defined in (3) and (4). For these runs, the discharge velocity inside the permeable 
underlayer is generally small relative to the fluid velocity over the permeable slope, while the 
laminar flow resistance in the permeable underlayer is small as compared to the turbulent flow 
resistance. 

Wurjanto and Kobayashi (1992) has shown that the numerical model can predict the time 
series and spectral characteristics of the measured reflected waves and waterline oscillations 
on the 1:3 permeable slope where the waterline meter measured the temporal variation of the 
elevation Z'r above SWL of the intersection between the instantaneous free surface z' = rf and 
the straight line z' = (z'b + S'r) with S'r ~ 2.75 cm in the experiment. As a result, additional 
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Table 1: Three Test Runs Compared with Numerical Model 

Run 
No. (cm) 

V 
(sec) 

t tmax limo TP if /' Pq V 

PI 
P2 
P3 

6.85 
5.35 
4.57 

1.08 
1.36 
1.74 

1.72 
2.44 
3.39 

170.98 
268.98 
210.01 

1.01 
1.03 
1.06 

1.09 
1.56 
1.58 

1.88 
3.75 
5.22 

0.05 
0.05 
0.10 

0.043 
0.041 
0.038 

0.074 
0.088 
0.104 

computed results are presented hereafter to elucidate the interaction processes of irregular 
waves with the rough permeable slope with the thick permeable underlayer. In the following, 
the computed results for run P2 are shown as typical results but the computed results for runs 
PI and P3 are similar unless stated otherwise. 

Fig. 2 shows the computed spatial variations of r), u, pqqt and mp = puhpup at t = 125.0, 
125.5 and 126.0 where the shaded area shown with the variation of rj corresponds to the per- 
meable underlayer. Comparison of the variations of t) and u reveals the sequence of water 
uprushing and downrushing on the permeable slope from t = 125.0 to t = 126.0. The variations 
of pqqb indicate water flowing into the permeable underlayer during wave uprush and water 
outflow in the region below the trough of the free surface. The variations of mj show the flux 
inside the permeable underlayer which appears to be driven mainly by the hydrostatic pressure 
gradient related to —drj/dx as is the case with the thin permeable underlayer (Kobayashi and 
Wurjanto 1990). 

Fig. 3 shows the computed normalized spectra S" and S% of the upper and lower waterline 
oscillations, respectively. The upper waterline is taken as the normalized waterline elevation 
Zr = Z'r/H' on the permeable slope, whereas the lower waterline corresponds to the normalized 
elevation above SWL of the intersection between the instantaneous water table z = r\ and the 
straight line z = (zp + 6'r/H') with 6'r = 2.75 cm parallel to the impermeable slope z = zp. 
Fig. 3 reveals that the permeable underlayer attenuates the high-frequency wave components 
significantly but damps the low-frequency wave components little as expected. 

Fig. 4 shows the spatial variations of ra = uh, pq ql and np m^ = pq uphp where the 
overbar indicates the time averaging over 0 < t < tmax • The time-averaged volume flux per unit 
horizontal area, </j, is into or out of the permeable underlayer above or below the still waterline 
located at Zj = 0, respectively, where z\, = 0 at x — 1.22 for run P2. Correspondingly, the time- 
averaged volume flux m and tn^ above and inside the permeable underlayer are landward and 
seaward, respectively, in the vicinity of the still waterline. The overall mass balance requires 
that q~b, m and m^ must approach zero at x = 0. In Fig. 4, m approaches a very small 
negative value at x = 0. This implies that the numerical model may not predict the small time- 
averaged quantities very accurately partly because they are small relative to the corresponding 
time-varying quantities. 

COMPARISON BETWEEN PERMEABLE AND IMPERMEABLE SLOPES 

The additional computed results for the 1:3 rough permeable slope are presented hereafter 
in comparison with the computed results for the corresponding impermeable slope without the 
permeable underlayer. These runs corresponding to runs PI, P2 and P3 are denoted by runs II, 
12 and 13. The numerical model for impermeable slopes was shown to be capable of predicting 
the time series and spectral characteristics of the reflected waves and waterline oscillations on 
the 1:3 rough impermeable slope (Kobayashi et al. 1990). The measured reflected waves and 
waterline oscillations on the permeable and impermeable slopes were compared by Kobayashi et 
al. (1991) who found it very difficult to generate identical incident wave trains for the permeable 
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Figure 4: Time-Averaged Volume Fluxes m, pqqi and n. 
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Table 2: Computed Values of r, Zr, R3, Rmax and Nse for Permeable (P) and Impermeable 
(I) Slopes. 

Run 
No. 

r Zr Rs ftmax Nsc Ns 

P I P I P I p I P I 
1 
2 
3 

0.09 
0.15 
0.26 

0.20 
0.55 
0.66 

0.06 
0.05 
0.05 

0.12 
0.14 
0.11 

0.57 
0.78 
0.94 

0.91 
1.52 
1.72 

1.01 
l.n 
1.85 

1.48 
2.20 
3.24 

1.16 
1.49 
1.43 

0.49 
0.38 
0.45 

2.29 
1.78 
1.52 

and impermeable slope tests in a wave tank. In the present comparisons, the measured incident 
wave train for run PJ with J = 1, 2 and 3 is specified as input to the computation for run IJ 
so that the incident wave trains for runs PJ and IJ become identical. Moreover, the numerical 
models allow us to examine the permeability effects on the quantities which are very difficult 
to measure. 

Fig. 5 compares the computed spatial variations of i]maxt fj and r}min as well as umax, u 
and umin for runs P2 and 12 where the subscripts max and min indicate the maximum and 
minimum values with respect to t over 0 < t < tmax. The presence of the thick permeable 
underlayer reduces the vertical range of the free surface elevation rj and the magnitude of the 
depth-averaged horizontal velocity u on the slope. The wave setup fj on the impermeable slope 
approaches r\max asymptotically since h = (fj — zb) > 0 in the region reached by uprushing 
water during 0 < t < tmax, whereas the wave setup fj on the permeable slope is connected to 
the wave setup inside the permeable underlayer. The negative value of u on the impermeable 
slope is related to undertow on a beach (Kobayashi et al. 1989), whereas the time-averaged 
fluxes for the permeable slope shown in Fig. 4 result in the positive value of u above the still 
waterline located at x = 1.22 for runs P2 and 12. This suggests that the permeability may 
affect the net cross-shore transport of gravel and sand. 

Fig. 6 shows the computed reflection coefficient rasa function of the normalized frequency 
/» for runs P2 and 12 where r is defined asr= [Srif^/Siif,)]1/2 with Sr = normalized reflected 
wave spectrum calculated from r/r(t) for 0 < t < tmax. The computed values of r exceeding 
unity for run 12 may not be correct since r should not exceed unity unless additional waves 
propagating seaward are generated in the region x > 0. Fig. 6 indicates that the permeable 
underlayer dissipates the incident high-frequency wave components but damps the incident low- 
frequency wave components little. This is consistent with the computed results shown in Fig. 
3. The average reflection coefficient f may be defined as r = [(mjf/ra,]1'2 where m0 = zero 
moment of 5j(/»); and (m0)r = zero moment of 5r(/»). The computed values off for the six 
runs listed in Table 2 increase with the increase of the surf similarity parameter £ and (p given 
in Table 1. Comparison of the values of f for the permeable and impermeable slopes for given 
£ and £p indicates that the thick permeable underlayer reduced f by a factor of more than two. 
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Figure 5: Computed Spatial Variations of rjmax, r\ and r\min as well as umax, u and um{n. 
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Figure 6: Reflection Coefficient r as a Function of Normalized Frequency /„. 

Fig. 7 shows the computed spectrum S¥ of the normalized upper waterline elevation above 
SWL, Zr(t), for 0 < t < tmax. The permeable underlayer reduces both high-frequency and 
low-frequency wave components unlike the computed results shown in Figs. 3 and 6. The 
interaction of uprushing and downrushing water on the impermeable slope seems to generate 
additional low-frequency wave components, whereas the permeable slope appears to absorb the 
incident waves with little water uprushing as shown in Fig. 2. The computed time series Zr(i) 
for 0 < i < tmax are also analyzed using the zero upcrossing method described by Kobayashi 
et al. (1990). Table 2 lists the computed values of Zr, Rs and Rmax for the six runs where 
Zr = time-averaged upper waterline elevation above SWL; R, = normalized significant run-up 
defined as the average of the highest one- third run-up elevations above SWL; and Rmax = 
maximum run-up elevation above SWL during 0 < t < tmax. R, and Rmax increase with the 
increase off and £p given in Table 1. Moreover, the thick permeable underlayer reduces Zr, R, 
and Rmax by a factor of slightly less than two. Fig. 7 also shows the exceedance probability P 
as a function of Rp/Rs with Rp = normalized run-up corresponding to the specific value of P 
together with the Rayleigh distribution. The probability distribution of the normalized run-up, 
Rp/Rs is affected little by the permeable underlayer whose effect on run-up may be accounted 
for by R„ only. 

Fig. 8 shows the computed spatial variations of E, F, Dp and D = (Dj + D%) for the 
flow over the permeable and impermeable slopes where E = normalized specific energy; F 
— normalized energy flux per unit width; Dp = normalized energy flux per unit horizontal 
area into the permeable underlayer which is zero for the impermeable slope; Dj and Dg = 
normalized rate of energy dissipation per unit horizontal area due to bottom friction and wave 
breaking, respectively. The one- dimensional energy equations and associated quantities have 
been explained by Kobayashi and Wurjanto (1990) and Wurjanto and Kobayashi (1992). For 
the permeable slope as compared to the impermeable slope, E does not increase much near 
the still waterline and the decrease of F starts from x = 0, while Dp is dominant as compared 
to D calculated from D = (-dF/dx - Dp). For the impermeable slope with Dp = 0, the 
comparison of DB and Dj for runsjl, 12 and 13 indicates that DB is dominant for run II and 
Dj is dominant for run 13, while DB and Dj are equally important for run 12 as shown in Fig. 
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Figure 8: Time-Averaged Energy Fluxes and Dissipation Rates for Flow over Permeable and 
Impermeable Slopes. 
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Finally, the permeability effect on armor stability is examined. Kobayashi and Wurjanto 
(1990) expressed the hydraulic stability condition against sliding or rolling of an armor unit on 
a rough permeable slope in the form 

Ns = H'(s - l)"1 {ps/W')1'3 < NR(t, zb) (5) 

where N$ = stability number; H' — characteristic wave height taken as the significant wave 
height H's, s = specific density of the armor units; p — fluid density; W' = median mass of 
the armor units; and NR = armor stability function varying with the normalized time t and 
the armor location on the slope represented by zj. For the gravel used in the experiment, s = 
2.7, W' = 14.8 g and (W'/ps)1/3 = 1.76 cm. The values of NR at given t are computed in the 
region h' > d'p since the armor units are assumed to be fully submerged. The local stability 
number NSx(zb) is defined as the minimum value of JVR(<,Z}) at given zj, during 0 < t < tmax. 
The critical stability number Nsc is defined as the minimum value of N,x(zi,) for the region 
z6 > — dt. Table 2 lists the computed values of Nsc for the six runs together with the measured 
value of N, for each run. Fig. 9 shows the spatial variations of Nse(zh) for runs P2 and 12 with 
N, = 1.78. 

The numerical model predicts that the gravel units in the region N$x < N, should slide 
or roll. Cox (1989) observed that loose gravel units on the permeable slope remained at their 
initial locations, whereas those on the impermeable slope were dislodged during the tests. Fig. 
9 indicates the intense movement of loose gravel units in the wide region of the impermeable 
slope but the limited movement of loose gravel units on the permeable slope. As a result, the 
computed results are qualitatively consistent with the observations and the empirical formula 
of van der Meer (1988), although the sliding or rolling of gravel units may not result in the 
dislodgement of the gravel units from their initial locations. Fig. 9 also shows the spatial 
variations of rj, u, du/dt and NR at the time t = tsc when the minimum value of NR with 
respect to zj, equals the critical stability number Nsc. For run 12 with tsc = 91.83, the critical 
armor stability occurs during wave uprush when the landward fluid velocity and acceleration 
are very large. For run P2 with tsc = 197.66, the critical armor stability occurs during wave 
downrush when the seaward fluid velocity and acceleration are large. It is noted that the 
stability analysis of Kobayashi and Wurjanto (1990) neglects the direct effect of qi, on the 
armor stability and may not be very accurate. 

CONCLUSIONS 

The numerical model developed for predicting the flow over a rough permeable slope and 
the flow inside a permeable underlayer has been used to elucidate the interaction processes 
of irregular waves with a thick permeable underlayer. The computed results have also been 
compared with those for the corresponding rough impermeable slope to examine the differences 
caused solely by the permeable underlayer. The thick permeable underlayer has been shown 
to increase the armor stability considerably and reduce the wave reflection and run-up signifi- 
cantly. Most of the computed results presented herein have been observed visually or described 
qualitatively by previous researchers. The numerical models yield quantitative data with high 
spatial and temporal resolutions. The numerical models also allow one to perform sensitivity 
analyses easily by changing only one input parameter in each numerical simulation. For exam- 
ple, it may be important for the design of berin breakwaters to examine the sensitivity of the 
computed results to the thickness, porosity and stone diameter of the permeable underlayer. 
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CHAPTER 100 

VERTICAL WAVE BARRIERS: WAVE TRANSMISSION AND WAVE FORCES 

David L. Kriebel1 

ABSTRACT 

Wave interaction with a vertical slotted wave barrier, also called a wave 
screen or slit-type breakwater, is considered. A theoretical analysis is presented 
based on application of the continuity, momentum, and energy equations to flow 
through the slots in the breakwater, accounting for head losses associated with 
flow constriction and re-expansion. As a result, relatively simple expressions are 
found for the wave transmission coefficient and for the wave forces on the wall. 
These are then verified by laboratory experiments with regular waves. 

INTRODUCTION 

Vertical-wall breakwaters are sometimes used to protect marinas and 
small boat harbors from both wind waves and boat wakes. These breakwaters 
encompass a variety of structures and have many names in the literature, 
including wave barriers, wave screens, and even wave "fences". In the 
Chesapeake Bay and other locations in the United States, these structures are 
most often built from marine lumber in the form of vertically-slotted walls 
extending to either full or mid-depth. Despite the growing use of such structures, 
however, relatively little comprehensive design information is available on either 
their wave transmission characteristics or on the wave forces that they would 
experience. As a result, these breakwaters have performed poorly in some 
instances, since even small gap spaces between the wall members allows a 
significant transmission of wave energy. 

1 Associate Professor of Ocean Engineering; Naval Architecture, Ocean, and 
Marine Engineering Dept.; United States Naval Academy; Annapolis, MD 21402 
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A definition sketch showing the plan-view of a slotted or slit-type vertical 
wave barrier with rectangular wall elements is shown in Figure 1. The primary 
variable defining the structure permeability is the porosity of the cross-section, 
P, defined as the ratio of the gap space, s, to the centerline-to-centerline spacing 
of the wall elements, s+b. Assuming that the wall is subjected to plane long- 
crested waves of height H{ with crests parallel to the wall, it is then of interest 
to describe the transmission coefficient, Kt =HJH{, and the reflection coefficient, 
K^HjHp in terms of the porosity and in terms of the relative water depth and 
wave steepness. In addition, it is of interest to describe the wave force on one 
wall element, F, in either the positive or negative directions. 

P = s/(s+b) 

Kr 

-}t- 

Kt 

(a) (b) 

Figure 1. Definition sketch showing plan view of: 
(a) wall cross-section and (b) detail of flow through breakwater gap. 

Vertical slotted or slit-type wave barriers have been actively studied for 
more than thirty years. Wiegel (1961), for example, estimated the transmission 
coefficient by assuming that the transmitted wave energy flux over width s + b was 
equal to that portion of the incident wave energy flux passing through the gap 
over width s. Asa result, a simple expression for transmission was proposed as 
Kt=P1/2. It is known, however, that this approach underestimates the transmission 
because it neglects the effects of wave reflection. In actuality, the pressure 
gradient across the wall is increased by the presence of the reflected wave and 
this drives more flow through the gap than is accounted for in Wiegel's method. 
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Recent analyses of these slit-type vertical wave barriers have been made 
using a variety of more complete analytical techniques. The most advanced 
solutions are based on potential flow methods and examples include the works 
of Kakuno (1983), Kojima et al. (1988), and Fugazza and Natale (1992). In these 
methods, the velocity potentials are found for the linear incident and reflected 
waves by applying both far field boundary conditions and matching conditions at 
the wall boundary. While solutions have been obtained for the wave transmission 
coefficient based on this approach, results have not been presented for the wave 
forces on the wall. 

In contrast, simpler solutions based on fundamental hydraulics principles 
have also been proposed by Hayashi et al. (1966), Hayashi et al. (1968), Mei et 
al. (1974), Kondo (1979), and Urashima et al. (1986). These methods, also 
summarized by Mei (1983), have been developed for shallow water waves where 
wave pressures are hydrostatic and where flow velocities are uniform over depth. 
As a result, the equations for conservation of mass, momentum, and energy may 
be applied directly in two-dimensions in order to find the wave transmission 
coefficient. In most of these cases, solutions are also presented for the wave 
forces imparted on the wall by shallow water waves. 

In the present paper, a hydraulic model similar to that of Hayashi et al. 
(1966) and Mei et al. (1974) is proposed for conditions of arbitrary water depth. 
It is assumed that both the wave transmission and wave forces are determined 
primarily by the strong horizontal fluid velocities that are driven through the 
breakwater gaps by the large pressure gradients that occur over the width of the 
wall. These maximum pressure gradients, and the associated maximum horizontal 
velocities, are largest during both the crest and trough phases of the wave. 
Because of this, it is assumed that the conservation equations can be applied first 
in horizontal layers and then depth-integrated to obtain the total wave 
transmission or the total wave force. Experimental verification of this simplified 
hydraulic theory is then presented based on recent laboratory experiments 
conducted at the U.S. Naval Academy. 

SIMPLIFIED HYDRAULIC THEORY 

Consider the flow between two streamlines located along the centerline 
of adjacent wall elements and separated by width s + b as shown in Figure lb. 
Conservation of mass requires the net discharge to be identical at each of the 
three sections shown in Figure lb. As a result, the velocities at each of the three 
sections are related as: 

u. + u-CPV-u, (1) 
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where Vc is the velocity in the contraction and where Cc is the contraction 
coefficient, taken as CC=0.6+0.4P3 following Mei (1983). Based on linear wave 
theory, the velocities at the wave crest phase may then be given by 

H. H H ,~. 
u, - Q—lu        ur - -o—Zu        u, - a-^Zu (2) 

'        2   u 2 '2 

where Zu = cosh(kh+kz)/sinh(kh), k is the wave number, h is the water depth, 
and a is the wave frequency. Because all velocities oscillate in time as cos(ot), 
the wave heights are then related as 

Hi -Hr-Ht (3) 

and the reflection and transmission coefficients are related as 

K-l-K, (4) 

Application of the momentum and energy equations then allows the 
pressure gradient across the wall to be determined. The momentum equation, 
applied between sections 2 and 3 in Figure lb, is first used to find the pressure 
in the contraction in terms of the transmitted wave pressure and velocity. The 
energy equation, applied from section 1 to 2, is then used to relate the incident 
and reflected pressures to the pressure in the contraction. Combining these 
expressions, and using equation (1), finally yields the pressure drop across the 
wall as 

P^Pr-pt = {-~-lf\?u2
t (5) 

The right-hand-side of equation (5) represents the head loss through the gap as 
a quadratic function of the transmitted wave velocity. Following the method of 
equivalent linearization, e.g. Mei (1983), this may then be approximated as 

Pi +Pr~Pt- KWSS •=- P Um U, <6> in 

where utm is the magnitude of the transmitted wave velocity and where i^LOss is 

the head loss coefficient. This is given as ^"LOSS=((7/CcP)-l)2 based on the flow 
constriction and expansion but will be modified later to account for other effects. 
As a result of the linearization, the velocities and pressures in equation (6) may 
be given by linear wave theory but the head loss on the right-hand-side will still 
retain a nonlinear effect of wave steepness. 
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SOLUTION FOR WAVE TRANSMISSION 

The results presented above may now be extended into three dimensions 
to allow for variable pressures and velocities over the water depth, and to 
determine the overall transmission coefficient. Referring to Figure 2, it is first 
assumed that equation (6) models the pressure drop across the wall in any 
horizontal layer. It is further assumed that the dynamic pressures at any elevation 
are given by linear wave theory as 

Pi " 98-+Z, 5 
2' P, (7) 

where Z = cosh(kh+kz)/cosh(kh). Substitution of these expressions into equation 
(6), making use of equations (2) and (3), and integrating over depth then gives 
the following expression for wave transmission 

pg Ht (1-K) /° Zp dz - Kws± p o2 H) K) f°h Z
2

H dz (8) 

The vertical integrations in this expression, from the seafloor z = -h to the still 
water level z=0, are consistent with linear wave theory and account for the 
variable head losses over depth. As may be seen in Figure 2, the head losses are 
much larger near the surface than at the seafloor. It is also noted that by 
integrating to Z=0, the head losses are assumed to be identical during both the 
crest and trough phases. 

Hi + Hr 

Pi+Pr ut 

V/ /\\ 77 / / \/      /\\\ 

Figure 2. Illustration of vertical distribution of pressure and velocity. 
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Carrying out the operations in equation (8) ultimately yields a simple 
quadratic equation for the wave transmission coefficient as 

T, K2
t + Kt - 1 - 0 (9) 

where the variable Tt may be termed the transmission function and is equal to 

T - K       — — s*nh2M+2feft (10) 
6   L       smh2kh 

The solution for wave transmission in arbitrary water depth is then found to have 
a form similar to that given by Mei (1983) in shallow water as 

_  -1,(1*47?* (n) 

' 27; 

The solution £orKt in equations (10) and (11) contains the effects of both 
the relative water depth and the wave steepness, in addition to the breakwater 
porosity as reflected in the head loss coefficient. Figure 3 shows the variation in 
Kt as a function of porosity and relative depth for a fixed value of wave 
steepness. This shows that transmission is lower in shallow water than in deep 
water, because of the uniform velocities and therefore larger head losses over 
depth in shallow water. In addition, the transmission is essentially equal to that 
in deep water once h/L > 0.3 or so. Figure 4 then shows the variation with wave 
steepness for deep water conditions. This illustrates that the head losses increase, 
and that the transmission decreases, for waves of higher steepness. 

The functional dependencies on wave steepness and porosity may be 
displayed more clearly by considering deep water conditions, consistent with the 
experimental phase of this study, where Tt=KLOSSHi/3L0 and where LQ is the 
deep water wavelength. As shown by Mei (1983, p. 263), the solution for wave 
transmission may be simplified based on series expansions of equation (11). For 
small amplitude waves or large gap spaces (small values of Tt), it is found that 

K, -1 - T, -1 - *io4r (12) 

On the other extreme, for large amplitude waves and narrow gap spaces (large 
values of Tt), it may be shown that 

«,- 
1/2 

3    L.) 

^LOSS "i 

1/2 
(13) 
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Figure 3. Example of wave transmission as a function of relative depth. 
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Figure 4. Example of wave transmission as a function of wave steepness. 
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SOLUTION FOR WAVE FORCES 

The wave force per unit length on one wall element,/, may be determined 
by applying the momentum equation from section 1 to 2 as shown in Figure lb. 
Wave forces are then found from the differences in the specific forces on either 
side of the wall, assuming that the pressure in the contraction is impressed over 
the wake behind the wall. In water of arbitrary depth, this is applied to each 
fluid layer and the force per unit length is found to vary as 

/ - (P,+P,-P) (s+b) ' P8 Hi V~K) ZP (*+fo) <14> 

Depth integration from the seafloor to the still water surface, consistent with 
linear wave theory, then gives the total force on one wall element, F, as 

F - pg —'- tanh(kh) (l-K) (s+b) (15> 

This expression is similar to the force exerted by linear standing waves on a solid 
wall of width b, denoted by F0 and given by 

Fo- pg-i twh(kh) b (16) 

As a result, the normalized force on one wall element of a slotted or slit- 
type vertical wave barrier may be expressed in the form 

— '- - (1 - JQ(1 + P) (17) 
F       1 - P ' o 

where P is the wall porosity. According to equation (4), it is also found that the 
forces are directly proportional to the wave reflection coefficient. The maximum 
wave force reduces to the usual solution for linear standing waves when the wall 
porosity and the transmission coefficient approach zero. In general, however, the 
force on a permeable wall depends on the wall porosity, the relative depth, and 
the wave steepness, due to the dependence of the transmission coefficient on 
these parameters. 

In the experimental phase of this study, wave forces were measured on 
walls with large gap spaces in some tests; and, in fact, some tests were performed 
on a single rectangular wall element placed in the center of the wave tank such 
that the porosity was essentially equal to unity. Under this extreme condition, the 
force on the wall element predicted by equation (17) is equal to zero. However, 
non-zero forces were measured and these measured forces were, as expected, 
well-represented by the Morison equation as the sum of drag and inertia forces. 



VERTICAL WAVE BARRIERS 1321 

Therefore, two empirical modifications of equation (17) were introduced. 
First, the inertia force on a rectangular wall element was included so that the 
total force on the wall was actually modelled as 

— - (l-JQCl+F) cosof - itCj-K, sinof (18) 
Fo L 

where t is the wall thickness and Cm is the inertia coefficient, assumed to equal 
Cm = 1 + 0.3257rb/t or 4.06 for rectangular members with a width-to-thickness ratio 
of 3 as used in this study. In addition, the head loss coefficient was modified as 

Kwss - ^CD + (-^ - l)2 (19) 
c 

where CD is the viscous drag coefficient on a single rectangular element, 
assumed to equal two in this work. As the porosity approaches unity, the second 
term in equation (19) goes to zero and the first term then leads to the same drag 
force as would be found from the Morison equation, as may be shown based on 
the series expansion introduced in equation (12). On the other hand, as the 
porosity approaches zero, the second term governs and may be an order-of- 
magnitude larger than the first term. 

EXPERIMENTAL VERIFICATION 

Verification of the theoretical results is based on physical model tests 
conducted at the United States Naval Academy Hydromechanics Laboratory in 
a wave tank 36.6 m long, 2.4 m wide, and 1.55 m deep, equipped with a flap-type 
wavemaker. A full-depth vertical wave barrier was constructed of wooden wall 
elements having a width, b = 7.62 cm, and a thickness, t = 2.54 cm. Five gap 
spacings were then tested, with.? = 0.84,1.27, 2.54, 3.81, and 7.62 cm. Single wall 
members were also tested. As a result, data is available for wall porosities P of 
0.10, 0.14, 0.25, 0.33, 0.50, and 0.97. 

Test were conducted using regular waves with four different wave 
frequencies, three of which produced deep water waves with h/L > 0.5. Deep 
water waves were considered here because many wave barriers are constructed 
in or adjacent to marinas or navigation channels where they are subjected to 
short-period wind waves or boat waves that are actually in deep water relative 
to their wavelength. At each frequency, up to three values of wave height were 
tested producing values of wave steepness of H/L = 1/40, 1/20, and 1/15. 
Incident and transmitted waves were measured with fixed wave gages located 
near the wavemaker and 1 to 3 m behind the wall respectively. Wave forces were 
measured by attaching one of the vertical wall members, manufactured out of 
aluminum to provide additional stiffness, to a force gage. 
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EXPERIMENTAL RESULTS 

Examples of theoretical and experimental results for deep-water regular 
wave transmission are shown in Figure 5. In Figure 5a, transmission coefficients 
are shown for each of the four wave frequencies tested for a constant wave 
steepness of 1/40. Figures 5b and 5c show similar results for a constant wave 
steepness of 1/20 and 1/15 respectively, although only three wave frequencies 
were actually tested at the higher steepness due to wavemaker limitations. As 
can be seen, the theory provides reasonable predictions of the transmission at all 
values of wall porosity and at all three values of wave steepness. In general, 
there was no discernable dependence in the data on wave frequency at a given 
value of porosity, consistent with the theoretical predictions. In addition, despite 
the linearizing assumptions made in the theory, predictions are quite good even 
for the higher wave steepness. One notable aspect of these results, however, is 
that for low steepness waves in deep water, wave transmission may be as high as 
70 or 80 percent even for wall porosities of just 0.15 to 0.25. 

Typical results for wave forces on the instrumented vertical wall element 
are shown in Figure 6. Figure 6a shows results for a wave steepness of 1/40 
while Figure 6b shows results for a steepness of 1/20. Measured forces reported 
here are actually the average of the positive and negative maximum forces, since 
the linear theory does not distinguish between force magnitudes at the crest or 
trough phase of the incident wave. The forces are then given in dimensionless 
form as the average measured force divided by the force predicted by linear 
standing wave theory. One result of this normalization, however, is that results 
differ for each wave frequency as porosity increases so that forces at different 
relative depths do not collapse to a single curve. 

In Figure 6, it may be seen that the simplified hydraulic theory provides 
a reasonable estimate of measured forces for all values of porosity and for both 
values of wave steepness. Interesting features of the force predictions are that: 
(1) for very low values of porosity, predicted forces are mostly independent of 
relative depth and collapse to a single curve and that (2) once porosity exceeds 
about 0.5, dimensionless forces are nearly constant but differs for each relative 
depth. Reasons for this behavior may be seen in equation (18). At small values 
of porosity, the first term in equation (18) governs and, since the transmission 
coefficient is not a function of relative depth for these deep water conditions, the 
predicted dimensionless force is therefore the same for all frequencies tested. On 
the other hand, as the porosity becomes large, the second term in equation (18) 
governs and leads to a dependence of the dimensionless force on the wall 
thickness-to-wavelength ratio. It is noted that there is more scatter in the force 
data at the lower wave steepness since the measured forces for some of these 
conditions, particularly for h/L = 1.20, were very small and influenced by the 
sensitivity of the force gage 
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Figure 5. Comparison of measured and predicted deep water wave transmission, 
(a) H/L = 1/40 and (b) H/L = 1/20, and (c) H/L = 1/15. 
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Figure 6. Comparison of measured and predicted deep water wave forces: 
(a) H/L = 1/40 and (b) H/L = 1/20. 

Some tests were also performed with random waves; however, space 
limitations prevent a complete discussion of these results. In general, it was 
found that the simplified hydraulic theory worked well for random wave 
transmission and wave forces when the significant wave height and peak wave 
period were used to characterize the random sea. As a single parameter, the 
significant wave height seemed to characterize the random sea better than the 
root-mean-square wave height. Apparently, the significant height gives a larger 
overall head loss that more closely approximates the actual head losses of the 
larger waves in a random sea. 
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CONCLUSIONS 

Methods presented in this paper allow a straightforward calculation of 
wave transmission and wave forces for a vertical slotted or slit-type wave barrier. 
As shown by both theory and experimental data, wave transmission decreases as 
the wave steepness increases and as the porosity decreases. However, wave 
forces increase under these same conditions. As a result, wave transmission can 
be decreased only at the expense of a large increase in the wave force on the 
wall. This trade-off between wave transmission and wave forces often leads to 
wall designs that are too porous and allow too much wave transmission in order 
to be economical to construct, particularly if the wall is to be attached to an 
existing pier as is often the case. 

Under the assumption that both high wave transmission and high wave 
reflection are undesirable near marinas or entrance channels, the wall porosity 
associated with the maximum energy dissipation may be found. Based on an 
energy balance, the dissipated wave energy will equal 

EBBS-El-Et-Er-lEtKl(X-K) (20) 

where equation (4) has been used to related Kc to Kt. As a result, it is found that 
the maximum wave energy dissipation occurs when Kt = 0.5. For values of wave 
steepness considered in this paper, and for deep water waves, this requires wall 
porosities in the range of 0.09 to 0.17 to maximize the energy dissipation. Based 
on constructed vertical wave barriers that the author has visited, porosities are 
generally larger than this by a factor of two or even three in some cases. Thus, 
the wave transmission coefficient is often more than 0.70 and is usually higher 
than intended or desired. Smaller gap spaces are therefore recommended when 
possible and where increased wave forces will not jeopardize the integrity of the 
supporting structure. 
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CHAPTER 101 

INTERACTION OF NONLINEAR WAVES WITH 
COASTAL STRUCTURES 

J.J. Lee } C. Chang ? F. Zhuang 2 

ABSTRACT 

Interaction of transient nonlinear waves (modeled by solitary waves with 
moderate wave height) with submerged breakwater has been studied both 
numerically and experimentally. The emphasis is on the comparison be- 
tween the numerical solution and the laboratory experiments on the wave 
transformation and the water particle velocity of the induced flow field. 

For the numerical analysis, the Boundary Element Method (BEM) has 
been used for analyzing the wave field induced by the coastal structure. For 
the laboratory experiments the wave profiles are obtained by resistance type 
wave gauge; the two dimensional water particle velocities are obtained by a 
four-beam Laser Doppler Velocimeter (LDV) equipped with frequency shift- 
ing and with a fiber optics system. The LDV measurements are directed to 
obtain the detail of the wave kinematic properties important for ascertain- 
ing the dynamics of the modified wave field in the vicinity of the submerged 
breakwater. This serves as a critical check for the validity of the numerical 
computations. 

Results of the numerical model have been found to compare well with 
the experimental data for the conditions studied in both the wave profiles 
and the water particle velocities beneath the waves as they interact with the 
breakwater. 
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1    Numerical Analysis 

For the numerical analysis, the problem is formulated as a two-dimensional 
boundary value problems. The fluid in the solution domain is assumed to 
be incompressible and the flow irrotational, the viscous force is neglected. 
Potential theory is used for such flow condition and the Laplace's equation 
is obtained as the governing equation: 

V2<Kx,i) = 0 x 6 n(<). (1) 

The solution to the Laplace's equation is expressed as a boundary integral 
using the free space Green's function G(x,,Xj) = — ^log |x,-—Xj| and Green's 
theorem: 

a(x;)</>(x;) =   / 
*> „,       *      ,/ ^5G(x, x,-) 

dn dn 
dT(x) (2) 

where x,- and x are position vectors for position on the boundary (x; can also 
be any where within the domain), T(x) is the boundary of the fluid domain 
ft, n the unit outward normal vector and a(x;) a geometric coefficient. 

The kinematic and the fully nonlinear dynamic free surface conditions 
are considered, i.e., on the free surface Fs, </> satisfies the following kinematic 
and dynamic boundary conditions: 

^ = (f+u.V)r = u = V^ (3) 

g^ + I|V,p_^ (4) 
with r the position vector of a fluid particle at the free surface, g the acceler- 
ation due to gravity, y the vertical coordinate, pa the pressure at the surface, 
p0 a reference pressure and p the fluid density. 

The method used to update both the new position of the free surface 
and the potential function <j> on the free surface at the next time step was 
first suggested by Dold and Peregrine (1986). Similar procedure was also 
used by Grilli, Skourup & Svendsen (1989). Based on the Taylor expansion 
in a Lagrangian formulation (following a fluid particle on the surface), the 
explicit expressions for the position vector r(t+At) and the potential function 
4>{t + At) can be expressed as an infinite series as follows: 

r(< + At) = r(t) + ± ^^ + 0[(Atr+1] (5) 

#r(* + At),t + At) = <Kv(t),t) + t (Afcf
J*^),f) + 0[(At)"+1].  (6) 
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The terms containing the material derivatives of r and <j> in the above two 
equations are determined by first expressing them in terms of the potential 
function <j> and its time and spatial derivatives (g^, g^, • • •) and then solve 
the time and spatial derivatives by solving successions of Laplace's problems 
for the velocity potential <f> and its time derivatives. Each solution provides 
the nonlinear free surface boundary conditions for the next one. This is 
applicable because the Laplace's equation is indeed valid for all the time 
derivatives of <j>. The repeated solution of the Laplace's equation is actually 
quite simple after the coefficient matrix of the boundary element method has 
been formed and decomposed into an upper and a lower diagonal matrix. 
This is so because the coefficient matrix is only a function of the geometry 
and remain unchanged throughout the repeated solution process. 

The Boundary Integral Equation is solved by using the so called Bound- 
ary Element Method which discretize the boundary into a finite number of 
elements. The boundary integration is performed on each element for a given 
Xj, l        1, Z, . . . , iv , 

«(x,.)«(xO = E {IfeG - u-W + jr[-G - u-\dT (?) 

This produces a system of N linear algebraic equations for N unknowns. The 
integral equation is solved twice in the present study for both <j> and dfyjdt. 
This gives a second order accuracy in the time marching scheme. 

Interior solutions at the interior point Xj can be obtained using 

2-K^XJ) = j[<j>{xi) — {\nr) - }nr — <j>(Xi)]ds (8) 

when all the potential values and normal potential derivatives on the bound- 
ary (for all Xi) are known. Normally the value of the potential function inside 
the domain is not as important as its derivatives with respect to x and y be- 
cause these values represent the velocity components at the interior points. 
The calculation of these velocity components can be performed by making 
direct derivatives of Equation 8 with respect to x and y, respectively, 

2ir—t(Xj] 

'|-(-f^)--|-(ln')/-#*.•)]<** (9) ox  r on       Ox On - Jr[<K*i. 

Only (j> at the interior point Xj is differentiated since that is where the deriva- 
tives are wanted. From Equation 9 & 10 it is seen that the values of 0, |^ 
inside the integral are those on the boundary and they are not involved in 
the differentiation of the function. 
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2     Experimental equipment and experimen- 
tal procedures 

Experiments involving propagation of solitary waves over various submerged 
breakwater configurations are conducted in a wave tank 15.2 meter long, 
39.4 centimeter wide, and 61 centimeter deep. The side-walls of the wave 
tank are made of glass and offer excellent transparency for laser beams. A 
programmable piston type wave generator is installed at one end of the tank 
and a sloping beach is installed at the other end of the wave tank. 

Two different breakwater configurations are used in the experiment. The 
first breakwater is 45 inch wide, 4.5 inch high and is made of plywood. The 
second breakwater is of one third in width with the same height and is made 
of lucite. The breakwater is sunk and fixed to the bottom of the wave tank 
by adding lead weight. 

The wave generating device is a piston type wave generator. It is powered 
by a hydraulic piston whose motion is controlled by a personal computer. 
The computer determines a voltage time history which defines the trajectory 
of the wave plate through a hydraulic-servo system. The wave generation 
program used by the computer allows motions of the wave machine to be 
prescribed for generating small amplitude periodic waves, finite amplitude 
periodic waves, and solitary waves. 

Tap water is used to fill the wave tank to the desired depth. The depth is 
measured using a point gage which is mounted to a movable carriage traveling 
on a rail system installed at the top of both side walls of the wave tank. 
Resistance type wave gages are used to measure water surface elevations as a 
function of time. Three wave gages are installed at desired locations to make 
simultaneous wave profile measurements. The wave gages are connected to a 
Sanborn four channel oscillograph recorder which records the measurements 
on an oscillograph paper. 

The water particle velocities are measured using a portable four-beam, 
two-component, fiber optic Laser Doppler Velocimeter (LDV) manufactured 
by TSI, Inc.. The LDV system used in the experiment consists of a 100 
mW argon-ion laser, transmitting and receiving optics, a fiberoptic probe, 
frequency shifting and signal processing instruments. A multicolor beam 
separator separates the incident laser beam into four beams, two blue beams 
and two green beams. The four laser beams are focused into one point within 
the flow field to form a two-component system. Figure 1 provides a flow chart 
of the LDV system used for the present experiment. Two photomultipliers 
convert optical signals into electric signals. Two frequency shifters help attain 
accurate flow measurements in applications where high turbulence or flow 
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reversals are anticipated. A fiberoptic probe which features focusing and 
receiving optics in one compact unit offer considerable ease for setting up 
the LDV system. Two IFA550 signal analysis systems are used for signal 
analysis. This is done by using a personal computer which manages the 
LDV measurements, stores velocity measurements, and displays the velocity- 
time history on the monitor. The whole LDV system is installed in a room 
close to the wave tank. When velocity measurements are needed, only the 
portable fiberoptic probe is moved to the measuring station and is mounted 
to a traversing mechanism which offers three dimensional positioning of the 
measuring point. Seeding is one of the key elements affecting the performance 
of the LDV measurements. Seeding particles must be small enough to move 
with the flow yet large enough to scatter sufficient light for ideal signal quality. 
Titanium Dioxide powder (TiOa) is used in the experiment and is proved to 
be a good seeding agent for water in the wave tank used for the present 
experiments. 

3    Presentation and Discussion of Results 

Figure 2 shows the wave profiles obtained from the numerical model at dif- 
ferent time steps as the incident solitary wave propagates over a submerged 
breakwater which is at one-half of the water depth. The wave height/water 
depth ratio is 0.2, still water depth is 9 inches and the breakwater width is 
ten times the breakwater height. It should be noted that the vertical scale in 
Figure 2 is greatly distorted for easy visualization of the wave profiles. From 
Figure 2 it is seen that the frontal slope of the solitary wave is steepened 
when the propagating wave approaches the shallower water depth region. It 
is evident that the submerged breakwater acts to breakup the solitary wave 
with significant oscillatory tails. 

Figure 3 shows the wave profiles computed at three locations: five water 
depth upstream, five water depth downstream, and on the top of the break- 
water. The wave profiles computed from the present numerical model are 
compared with the wave profiles recorded from the present experiments. It 
should be noted that the wave profiles shown in Figure 2 are for the La- 
grangian system and the time history of the computed wave profile shown 
in Figure 3 has been converted to the Eulerian reference system so that the 
computed wave profiles can be compared with the experimental wave profile 
directly. A comparison of the numerical results and the experimental wave 
profiles at the three locations shown in Figure 3 clearly demonstrate that the 
numerical model predicts the wave profile well. It is interesting to note that 
the peak amplitude of the transmitted solitary wave at the location five water 
depth downstream of the breakwater is actually larger than the amplitude of 
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Figure 2: Transformation of solitary wave over submerged 
breakwater 
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the incident solitary wave before interacting with the breakwater. The shape 
of wave profile is different at the three locations showing the different degree 
of interaction with respect to transmission, reflection, and the varying water 
depths effect. 

Figure 4 shows the numerical model and the experimental data on the 
horizontal and vertical water particle velocity at the same three horizontal 
locations and at 0.1 water depth below the still water level. In each of the 
three figures shown the horizontal velocities are significantly larger than the 
vertical velocities. Comparing the numerical and experimental results one 
can see that the agreement is quite good even though there is some scattering 
when the velocity is very small. The good agreement between the theory and 
experiment for the two components of the water particle velocities provides 
another critical check of the reliability of the numerical model. 

Experiments for different water depths resulting in several cases for dif- 
ferent relative submergence of the breakwaters have been conducted. LDV 
measurements for horizontal and vertical components of the water particle 
velocities have also been conducted at many different locations. However, 
space limitation does not permit presentation of these additional results. 

Experiments have also been conducted for the case of breakwater crest 
height exactly at the still water level. Thus the incident solitary wave will 
travel across the top of the breakwater as if wave is traveling at zero water 
depth. A sketch of this series of experiments is shown in Figure 5. Wave 
profiles are measured at three stations: one at 10 water depth upstream of 
the breakwater (45" upstream), another at 3.33 water depth downstream of 
the breakwater (15" downstream) and the third station at 10 water depth 
downstream of the center of the breakwater (45" downstream). 

The incident solitary wave height is H/h = 0.2. The measured wave 
profiles are presented in Figures 6-8. The ordinates of these three figures 
represent the wave height (H) normalized with respect to the water depth 
(h). The abscissa represents the real time in seconds. 

From Figure 6 it is clear that the majority of the first wave represents 
the incident solitary wave and the second wave represents the reflected wave 
from the upstream edge of the breakwater. The shape of the reflected wave 
is quite similar to the solitary wave also. The wave profile shown in Fig- 
ure 7 represents the transmitted wave profile at 15" downstream after the 
solitary wave has traveled above the breakwater crest region (at zero water 
depth). It shows that the primary wave is followed by a series of oscillatory 
tails. These oscillatory wave trains have been reformed into more regular 
oscillatory waves as they traveled further downstream as evidenced in the 
wave profile presented in Figure 8. It is interesting to observe the physical 
nature of the transmitted wave as it travels above the breakwater crest at 
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Figure 5 
Sketch of an experimental set up showing the 

breakwater height, still water depth and locations 
of three wave profile measurement stations (not to scale) 
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Figure 6:   Wave record at 45" upstream of the center of 
breakwater (station 1) 
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0.25 

Figure 7: Wave record at 15" downstream of the center of 
breakwater (station 2) 

0.25 

Figure 8: Wave record at 45" downstream of the center of 
breakwater (station 3) 
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zero depth. The jet like water mass is translated into the shoreward region 
of the breakwater. This water mass which is above the still water level then 
plunge into the shoreward region by the continuous effect of the gravity forces 
causing the water mass in the shoreward region to exhibit significant undu- 
lations. Velocity measurements in this region have also been performed but 
due to space limitation they are not presented herein. Comparing the wave 
profiles shown in Figure 6, 7, and 8, it is clear that the breakwater serves 
to break up the incident wave resulting in significant higher frequency wave 
components in the shoreward region. This physical phenomenon is significant 
for the assessment of basin response of the shoreward coastal region. 

4     Conclusions 

The interaction of solitary wave with submerged breakwater has been studied 
both experimentally and numerically using a boundary element method. For 
incident solitary wave with moderate wave height and when the breakwater 
is deeply submerged the numerical results have been compared with the 
experimental data. It is shown that the agreement between the numerical 
results and the experimental data has been excellent. The comparison was 
performed in terms of the wave profiles at various stations and the horizontal 
and vertical components of the water particle velocities in the vicinity of the 
breakwater. The LDV measurements of particle velocities are shown to be 
effective in resolving the velocity time history. 

A series of experimental data is also presented for solitary wave interact- 
ing with the breakwater which has the same height as the still water depth. 
Only the experimental data is available for this aspect of the study. Since 
the incident wave actually travels in a certain region of zero water depth be- 
fore propagating toward the shoreward region, the present numerical method 
would not be able to simulate this flow condition. The experimental data 
show that a series of higher frequency oscillatory tails is generated in the 
shoreward region. This transmitted wave is reformed to become a series of 
well defined oscillatory wave as they propagate further away from the break- 
water. 
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CHAPTER 102 

Ponta Delgada Breakwater Rehabilitation 
Risk Assessment with respect to Breakage of Armour Units 

H. Ligteringen \ J.C. van der Lem \ F. Silveira Ramos 

Abstract 

The outer portion of the Ponta Delgada Breakwater in the Azores 
was constructed in the sixties, applying an armour layer of 25 t Tetrapods 
on a slope of 3 in 4. After two decades of recurring damage and repairs, 
a redesign and rehabilitation were undertaken. 
An armour layer of 40 t Tetrapods on a slope 1 in 2 proved to meet the 
more severe design wave conditions established for the rehabilitation. This 
was the most attractive solution from cost and constructability viewpoint. 
To check the risk of breakage of these units under design conditions, the 
rocking was analysed both in hydraulic model and by means of an 
analytical simulation program. This allows to assess the actual impact 
velocities of rocking units and the percentage breakage under given wave 
conditions. 

1 Frederic R. Harris B.V., Badhuisweg 11, 2587 CA The Hague, 
The Netherlands 

2 Consulmar, Rua Joaquim A. de Aguiar 27, 1000 Lisbon, 
Portugal 
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Introduction 

Since the major failures of some large rubble mound breakwaters in 
the period 1978 - 1982 the importance of concrete strength of armour 
units has become evident. Research was undertaken into this aspect and 
a joint-industry research project in The Netherlands succeeded in 
developing algorithms for impact velocities of rocking armour units and the 
stresses in the concrete. A simulation program was developed to compute 
the percentage breakage in the armour layer, using these algorithms. 
(Ligteringen et al, 1990). 
The simulation program ROCKING was validated on the basis of several 
failure cases. One of the first applications in design was for the 
rehabilitation of the Ponta Delgada breakwater and is presented in this 
paper. 

After a description of the original design and the general approach followed 
for rehabilitation, the details of the ROCKING analysis are presented. 

Breakwater Extension at Ponta Delaada 

The port of Ponta Delgada on the island of San Miguel in the Azores 
is protected by a breakwater of which the outer 1000m is located in over 
20 m water depth (Figure 1). This new part was designed and built in the 
sixties as a rubble mound structure, using an armour layer of 25 t 
Tetrapods at a slope of 3 in 4 (Figure 2). 

APPROX   1000 M 

Figure 1. Ponta Delgada Breakwater Lay-out 
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The design wave height for the project was determined at Hs = 6.5 m, 
having a return period of 50 year. Using a mass density of 2.5 t/m3 for the 
concrete, this meant a stability coefficient of 7.5, which is considered to 
be acceptable for a Tetrapod armour layer. 
The head of the breakwater was built as a vertical wall structure, 
composed of 5 caisson elements. 

Unlike the older part of the breakwater, which had required relatively little 
maintenance, this new extension gave several problems, including 
displacement of Tetrapods, settlements of and cracks in the large 
superstructure, and settlements of the caissons at the head. 
Consecutive repair works were carried out in 1977/'78, 1983/'84 and in 
the period 1986 till 1988. It was after this rather extensive repair that the 
Portuguese Government ordered a detailed study into the causes of damage 
and the necessary improvements. This study was awarded to Consulmar 
in Portugal, with specialist assistance provided by Frederic R. Harris in the 
Netherlands. 

DESIGN Hs - 6.5 m 

—i 3 ^— 25f TETRAPODS 

l-6tROCI< 

Figure 2. Original Breakwater Design 

Rehabilitation Study 

The study comprised re-analysis of the wave climate at Ponta 
Delgada, assessment of the main causes of the damage to the existing 
structure, generation and evaluation of alternatives for rehabilitation and 
selection of the concept for detailed design and construction. 

The deep-water wave climate at the Azores was established by using 
hindcast storm data for the area covering a period of 8 years, obtained 
from the U.K. Meteorologic Office, refraction computations and in-situ 
measurements by a wave buoy. Because the execution of the 
measurements was delayed, a two-step approach was followed: a 
preliminary wave climate was defined for the first phase of the study, while 
for the detailed design the wave measurements and additional hindcast 
computations would provide the final design conditions. 
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The preliminary results indicated the 100-years wave height at the site to 
be about Hs = 10 m. Spectral periods could range from Tp = 10 to 18s. 

Relevant wave directions for Ponta Delgada were in the sector 90 - 270°. 
The refraction analysis did not show significant concentrations of wave 
energy. As an example one such computation has been shown on Figure 
1. 

The great difference with the original design wave height explained most 
of the damage. Since its construction the structure had seen several storms 
with wave heights at or above design level. Along the older part of the 
breakwater the water depth had provided a natural limitation of the wave 
height to levels at or below the original design value, but along the new 
part much higher waves could reach the structure. Hydraulic damage to the 
armour layer at the seaward and leeside slopes (due to overtopping), but 
also higher forces on the superstructure and on the end- caissons were the 
result. 

The development of alternatives was based on the following criteria: 

small damage was acceptable for the 100-yrs wave conditions (Hs = 
10 m, Tp = 10-18s) 
run-up and overtopping should be reduced to avoid ongoing damage 
to the superstructure. 
minimum cost for the rehabilitation and improvement. 

Four basic solutions were developed, as shown on Figure 3: 

A. A berm placed directly in front of the existing structure, with its 
crest at -5.0m CD and a small slope towards -10.0m CD. 

B. A submerged breakwater at 150m distance seaward of the existing 
structure. 

C. A strengthening of the seaward face of the existing breakwater, 
maintaining the slope of 3 in 4. 

D. A strengthening of the seaward face at a reduced slope of e.g. 1 in 
2. 

Preliminary designs were made for each solution, based on test data for 
comparable structures, e.g. alternatives studied for the Sines and San 
Ciprian rehabilitations. Also aspects of constructability and future 
maintenance were taken into account. The main results are indicated on 
Fig. 3. Subsequently cost estimates were prepared for each solution. 
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401 ANTIFER CUBES 

SOLUTION A 

601 ANTIFER CUBES 

SOLUTION B 

rl10-°9 • 40t TETRAPOOS .40t TETRAPODS 

SOLUTION C SOLUTION D 

Figure 3. Basic Solutions 

Comparison of the four solutions showed that A and B would be far more 
expensive than solution D, which in turn was slightly more expensive than 
solution C. Notwithstanding the latter price difference, the overall 
evaluation led to selection of solution D, for several reasons: 

(i) in both solutions the application of large size Tetrapods should be 
checked during detailed design on possible breakage of these units. 
In this respect Solution D gave some "reserve" strength, which 
Solution C did not have. 

(ii) the overtopping of Solution D was estimated to be lower, due to the 
larger volume of the seaward body. 

(iii) the new layer of Tetrapods will underwater be entirely placed on a 
new secondary armour and hence more reliable. Above water the 
preparation of the existing Tetrapod layer and placing of the new 
units could be achieved accurately. 

A more detailed cross-section of the selected concept is given on Figure 4. 
The proposed solution for the head was to place a rubble mound structure 
around the caissons. For the primary armour of this round head 70 to 80 
ton Antifer Cubes were selected, because Tetrapods of this size were 
considered to be too vulnerable with respect to breakage. 
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QUARRY RUN 

Figure 4. Selected Concept 

Detailed Design 

Based on the selected concepts, the tasks for detailed design were to 
check and optimize both trunk and roundhead in modeltests, and to analyse 
the rocking and potential breakage of the 40 t Tetrapods on the trunk. 
The procedure followed during this phase of the project is given on Figure 
5. 

DETAILED DESIGN PROCEDURE 

WAVE ANALYSES - 1 YEAR WAVE BUOY 
- HINDCAST MAJOR STORMS 
- COMPARISON BUOY/HINDCAST 

MODEL TEST - 2D AND 3D TESTS 
- HYDRAULIC STABILITY, 

ROCKING AND OVERTOPPING 

TETRAPOD STRENGTH - ROCKING SIMULATION 
ANALYSIS - COMPARISON MODEL/COMPUTER 

- BREAKAGE ASSESSMENT 

Figure 5 

As mentioned before the results of 1 year of buoy-recordings came only 
available during the detailed design. The final determination of the design 
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wave climate included the following analyses: 

from the measurement a total of 35 storm records were selected of 
which the  highest reached a  peak wave  height of Hs   =   9.0 
(December 1989). 
execution of additional hindcast computations by UKMO of the 
selected storm periods using the same model applied for the earlier 
hindcast analysis. 
comparison of measured and computed wave conditions, to evaluate 
the accuracy of the hindcast results and to correct for a possible 
bias in the computed wave climate. 

It was fortunate for this analysis that some severe storms occurred during 
the year of measurements. The buoy kept functioning and an exceptional 
good basis for validation of the hindcast-model was obtained. The 
comparison between measured and computed wave heights for the most 
severe storm is shown on Figure 6, other records gave a similar good 
comparison. It could be concluded that the hindcast model gave an 
accuracy of the peak wave heights within 10%. 

-~-    BOIA (BUOY) 

-0- U.K.M.O. 

2 

w 
X 

'T- 

IS 20 

DEC. 1989 

25 
DAYS 

30 4 

JAN. 1990 

Figure 6. Comparison Measurements with Hindcast 
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Figure 7. Gumbel distribution of extreme wave heights 

The extreme values of wave heights at the breakwater location (original 
series and additional storms, including refraction effects) were analysed, 
using several distributions. The best fit was obtained from a Gumbel 
distribution. As shown on Figure 7, a 100-years wave height Hs = 9.6 m 
is obtained. Taking into account the above mentioned uncertainty of the 
hindcast results the value Hs = 10.0 m was maintained as the design 
wave height. 

As the next step in the design process model tests were carried out at the 
Laboratorio Nacional d'Engenharia Civil (LNEC) in Portugal. Two-and three 
dimensional tests were carried out on a combined model of trunk and head, 
scale 1 to 58. The model was subjected to storm sequences, comprising 
runs with Hs = 4, 6, 8, 10 and 12 m. Other parameters varied are the 
wave period: Tp = 10, 13 and 18s; and the waterlevel: Lowest Low Water 
Level (0 m CD) and a high level due to tide and storm set-up ( + 2m CD). 
Measurements included recording of wave conditions, hydraulic damage, 
overtopping and the rocking of armour layers and berms. The latter 
measurements were made by observations during the tests and by black- 
and- white photograph overlays after each test run. 

The results of the tests on the trunk confirmed the preliminary design to be 
adequate, but for the level of the toeberm at the seaward face. This had 
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to be lowered to -10.0mCD. 

1349 

Of importance for the evaluation of the design with respect to rocking and 
breakage of Tetrapods was the comparison of hydraulic model with the 
corresponding results of the simulation model, as presented below. 

Rocking Analysis 

A schematic representation of the simulation program ROCKING is 
given on Figure 8. Input parameters for the simulation are: 

(i)        loads:   Hs, Tp and number of waves N. 

(ii)       structural parameters: relative mass density A and nominal diameter 
of the armour unit, Dn. 

(iii)      concrete quality:  characteristic tensile strength f. 

ROCKING ANALYSIS 

CONCRETE 

QUALITY 

RISK OF BREAKAGE 

MONTE CARLO 

SIMULATION 

NUMBER OF BROKEN ELEMENTS 

Figure 8.       Schematic representation of ROCKING 
Analysis 
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For the determination of wave-structure interaction analytical formulae are 
used, which calculate the number of displaced units in the primary armour 
layer (Nod) for a given set of input parameters. Based on extensive tests 
on the correlation between hydraulic damage, rocking intensity and 
acceleration (Van der Meer and Heydra, 1990), the model generates the 
following results: 

(i)        the sum of displaced and rocking units (Notot), from which the 
number of rocking units can be deduced. 

(ii)       Impact velocity at collision of two  adjacent units,  given as a 
distribution function. 

The latter distribution function is combined with the tensile strength of 
units (also given as a distribution function) in a stochastic determination of 
the risk of breakage for the applied input parameters. This is done by 
means of Monte Carlo simulation. For a large number of collisions the 
sampled value of impact velocity is translated into a peak-load exerted by 
the colliding units, applying a non-linear elasto-plastic impact model. (Van 
Mier and Lenos, 1991). Loads are converted into stresses, assuming at 
random one of a number of typical orientations for each of the two units. 
The calculated stresses are compared with the tensile strength, sampled 
from the distribution, and if the stress exceeds the actual tensile strength 
the unit is assumed to be broken. 
The Monte Carlo simulation gives the percentages of rocking units, that will 
break in the pertaining wave conditions, or the risk of breakage. By 
multiplication with the number of rocking units the number of broken units, 
is obtained. 

The actual simulation for the 40 t Tetrapods was carried out for the design 
wave conditions only, as shown on Figure 9. The concrete characteristics 
were taken in accordance with Portuguese standards, but for the relation 
between compression and tensile strength different expressions were 
applied, to test the sensitivity of the results for this value. 

On Figure 10 a first comparison of measured results and computed 
displacement and rocking is presented. This gives a check on the validity 
of the empirical models for hydraulic displacements and rocking used in the 
simulation program. 

The observed values show the range obtained from the model tests for the 
different wave periods. The percentage displaced units is very well 
predicted by the formula for Tetrapods, while the percentage rocking units 
is slightly overpredicted by the formula. 
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ROCKING ANALYSIS 

BREAKAGE OF 40 T TETRAPODS 

* Hs =  10 m 
* Tp =  10, 13, 18 s 

* COMPRESSION STRENGTH: 

f   = 33.9 MPa 
oY =   5.4 MPa 

* TENSILE STRENGTH: 

f    =   1.0 + 0.05-f = 2.70 MPa 
ar =   0.1 f = 0.27 MPa 

* SENSITIVITY ANALYSIS 

f = 1.5 + 0.05 f = 3.20 MPa; ar = 0.1 f MPa 
f = 0.5 + 0.05 V = 2.20 MPa; av = 0.1 f MPa 
f = -2.4 + 0.15 f = 2.70 MPa;     a, = 0.1 f MPa 

Figure 9. Boundary Conditions Rocking Analysis 

The final results of the simulation are presented on Figure 11, depicting 
percentage of broken Tetrapods for Hs = 10m and the 
total damage, including the hydraulic damage given on Figure 10. The main 
conclusion is that the maximum percentage of total damage (3.5%) for the 
design wave condition is acceptable. Further it can be observed that the 
long wave periods are more critical for the hydraulic damage as well as for 
breakage. Finally the sensitivity of the results for the applied variations of 
the tensile strength is very limited (this does not mean that tensile strength 
is not important). 
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Figure 10.     Comparison ROCKING    Figure 11.     Results     ROCKING 
results     with     test analysis:     risk     of 
results breakage. 

Discussion of Results 

The simulation program ROCKING allows to assess the additional damage 
to an armour layer due to breakage of the concrete units caused by 
rocking. The model proves to be a valuable design tool in cases such as 
presented in this paper, namely when the breakwater is protected by 
armour units of a size, which makes them susceptible to breakage. 

The present version of ROCKING still has a number of limitations: 

(i) it can only handle primary armour layers comprising Cubes and 
Tetrapods. 

(ii) the empirical formulae describing wave-structure interaction are 
based on limited test data. Further testing is needed on influence of 
slope angle. 

(iii) the model assumes broken units to be eliminated from the slope, 
while in actual fact broken units may either cause further damage or 
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wedge themselves and contribute to the strength. 

Further research will be needed to improve the range of application and the 
accuracy of the prediction. 

Finally it is stressed that the model only describes breakage due to rocking. 
Other breakage may occur during placing or due to the static load on units, 
in particular those in the lower part of the armour layer. 
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CHAPTER 103 

DURABILITY AND TESTING OF STONE 
FOR USE IN RUBBLEMOUND STRUCTURES 

O.T. Magoon,1 W.F. Baird,2 J.P. Ahrens,3 B.Edge,4 H.D.Converse,5 

D.D. Davidson,6 S.A. Hughes,7 H.F. Burcharth,8 D.D. Treadwell,9 

C.I. Rauw,10 and A.W. Sam Smith11 

Rubblemound structures protected from wave action by a layer of 
quarried rock (stones) are the most common form of breakwaters. While 
extensive guidelines and procedures exist to select the size of stone there 
is very little information available on procedures to be followed to assure 
the quality of the in-place stone. This subject is not covered in depth in the 
principal breakwater design manuals such as the U.S. Army Corps of 
Engineers Shore Protection Manual (1984). 

However, review of existing breakwaters show that deterioration of 
the stone is a common problem and some projects have experienced very 
serious difficulties in assuring the placement of durable stone. 

Review of construction specifications used throughout the world 
shows considerable variability in testing procedures required to define 
properties of the stone and different criteria to measure acceptability of a 
stone. 

In response to these issues a two-day seminar was held in Cleveland, 
Ohio on 22 and 23 May 1991, sponsored by the Rubblemound Structures 
Committee of the Waterways, Port, Coastal, and Ocean Division of the 
American Society of Civil Engineers. Cleveland was an important location 
because of the serious deterioration of some of the stones placed on the 
Cleveland breakwater. 

1. President, American Shore & Beach Preservation Association, 2. Principal, W.F. Baird & 
Associates, 3. Engineer, Sea Grant Program, NOAA 4. Principal, Edge & Associates 5. 
Coastal Engineer, U.S. Army Corps of Engineers, 6. Engineer, U.S. Army Corps of Engineers, 
7. Engineer, U.S. Army Corps of Engineers 8. Professor, University of Aalborg, 9. Principal, 
Treadwell & Rollo Inc., 10. Consulting Engineer, Creegan & D'Angelo, 11. Consulting 
Engineer 
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Contractors, researchers, geologists, and design engineers were invited 
to discuss their common concerns associated with the durability of quarried 
rock on a breakwater. The results of this seminar are presented in the 
conference proceedings by Magoon, et.al.(l) 

Some initial observations by the participants were as follows: 

-Problems associated with stone durability are relatively 
widespread, based on the number of problem breakwaters 
described. 

-Problems of stone durability may be as much a result of 
blasting and handling practices as they are the result of 
weaknesses in the properties of the rock. 

-There are no reliable, systematic procedures for assuring 
rock of acceptable durability exists on the completed 
structure (other than to involve a geologist or engineer 
with considerable experience both with the type of rock 
and its use in the marine environment, and with construct- 
ion procedures). 

-In general, specifications addressing stone quality, as well 
as the handling and placement of stones on the breakwater, 
vary considerably from project to project and, in some 
instances, are unsatisfactory.   It appears that inspection 
and quality assurance has on many breakwater projects 
been unsatisfactory. 

The experience of all the participants, as discussed at the seminar, 
represent an extremely valuable source of information. 

Some of the principal conclusions and overall observations for this 
seminar are as follows: 

-There are considerable differences between North 
American and European procedures for defining the 
quality of rock. 

-For any given procedure, there is not demonstrated 
criteria that will assure acceptable quality of 
stones on a breakwater. 

-The stone type is not necessarily a useful guide. 
There is considerable variability in the quality of 
a particular type of stone. 
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-Previous successful use a a quarry does not assure 
acceptable    stone.  Stone quality may vary within a 
quarry and different production practices may limit 
stone durability. 

-There must be coordination between laboratory invest- 
igations, production procedures and the design effort, 
field inspections, in order to achieve acceptable quality 
for breakwater stone. 

-Stone quality may be, in some instances, achieved by re- 
designing production procedures which may, in turn, 
require different designs.  For example, cut stones can 
be produced in some locations relatively inexpensively 
and with minimum damage to the stone. However, a 
rubblemound structure design using cut stones in a reg- 
ular pattern requires considerable attention and more 
information than exists in current literature. 

-The subject of stone durability is receiving considerable 
attention for researchers at Queen Mary College, London, 
the U.S. Army Corps of Engineers, Ohio River Division 
Laboratory, Cincinnati, and the Waterways Experiment 
Station, Vicksburg, Mississippi.  However, it will take 
time before field data will substantiate recommended pro- 
cedures. 

In summary, there needs to be as much care expended in determining 
the in-place quality/durability of stone as there is in designing the structure. 
Considerable guidance is provided by the various authors in the seminar 
proceedings on methods of selecting and producing durable stone for coastal 
structures. However, there is no completely reliable testing method to assure 
that the stone's performance will be satisfactory. 
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CHAPTER 104 
Dynamic Response of Vertical Structures 

to Breaking Wave Forces 
- Review of the CIS Design Experience- 

J.G. Marinski1); H. Oumeraci2) 

Abstract 

The necessity of a dynamic analysis and the dynamic approaches available 
in the CIS, formerly Soviet Union, for the stability of vertical structures subject to 
breaking wave impact loads are first briefly discussed. The different steps of the 
dynamic method recommended by the Russian Design Guidelines VNIIG-77 are 
presented. The results obtained by using the different static and dynamic methods 
for a numerical example are compared. Finally the effect of the nonlinear 
behaviour of the foundation of the structure under impact loads is discussed. 

Introduction 

A large experience is available in the CIS, formerly Soviet Union, on 
prototype measurements, hydraulic model investigations and dynamic analysis of 
vertical breakwaters. The stability of these structures has long been recognised as 
being a purely dynamic problem when subject to breaking wave impact loads. In 
this case, the widely accepted (particularly in Japan and western countries) static 
approaches using static loads and static stability analysis is not sufficient and 
should be supplemented or replaced by dynamic approaches. 

It is the main objective of this paper to review and discuss the CIS design 
experience in this field. Emphasis will particularly be put on dynamic analysis, as 
compared to the commonly used static analysis. 

Necessity of Dynamic Analysis 

The failures experienced all over the world by vertical breakwaters have 
clearly shown that the traditional design approach (static stability analysis) can 
neither explain nor predict the most relevant failure modes and mechanisms 
observed in the field (OUMERACI et al., 1991). 

Some of the further reasons for accounting for the effect of impulsive 
loading due to breaking waves in the stability analysis of vertical structures are 
given below. 

In Fig. 1, wave loadings and accelerations of a caisson breakwater 
simultaneously measured in large-scale model tests are shown (OUMERACI et al., 
1991). 

x) Dr.-Ing., Senior Researcher, Bulgarian Academy of Sciences, Institute of Water Problems, 
Sofia, Bulgaria 

2) Dr.-Ing., Senior Researcher, Franzius-Institut, University of Hannover, Germany 
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FIG. 1: EFFECT OF IMPACT FORCE ON CAISSON BREAKWATERS 

By comparing the effect of impact force 1 and that of the quasi-static 
force 2 on the response of the structure, it is seen that the commonly suggested 
opinion that only quasi-static pressure forces are relevant for the stability of 
vertical structures cannot be confirmed. 

On the other hand, the rocking motions of the caisson breakwater are 
transmitted to the rubble mound foundation and to the seabed which may result in 
an accumulation of irreversible deformations, and thus in the initiation of failure. 
These rocking motions are expected to be particularly high for breaking waves 
with large entrapped air pockets, since this generally results in force oscillations 
with periods in the range of the natural period of oscillations of the structure 
(OUMERACI et al, 1992). 

Furthermore, the local impact pressures with high magnitude and relatively 
short duration may be important for the structural stability of the components of 
the structure in the impact zone. 

Brief Review of Methods for Dynamic Analysis of Vertical Structures 

In the CIS, the application of dynamic methods for the stability analysis of 
vertical breakwaters subject to breaking wave loads already started in the fifties 
(PETRASHEN, 1956). 

Most of the methods developed in the CIS for the dynamic analysis of 
vertical breakwaters are generally based on a lumped parameter model of a rigid 
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body on a homogenous, elastic and isotropic half space. The difference between 
the various methods mainly consists in the type of soil parameters used in the 
conceptual model. 

By briefly reviewing the available literature in this field, three schools of 
thoughts appear to emerge which are represented by PETRASHEN, SMIRNOV 
and LOGINOV, respectively. 

PETRASHEN (1956) was certainly the first to suggest dynamic methods for 
the stability analysis of vertical breakwaters. His first suggestion concerns a 
rigorous mathematical formulation which is difficult to apply to a practical 
problem. His second suggestion, however, was almost fully empirical 
(PETRASHEN, 1956). Since the latter was essentially based on the results of very 
small-scale model tests (empirical design diagrams), it was not accepted in the 
design practice. 

In the model of SMIRNOV & MOROZ (1983), the vertical structure is 
considered as a rigid body with three degrees of freedom, and the elastic half 
space is described by the JOUNG Modulus Es and POISSON's ratio v of the 
foundation soil beneath the structure. This method has also found no acceptance in 
the design practice, although it generally leads to much larger stress and 
deformation in the soil than the static approach. 

The model of LOGINOV (1962) is the 
recommended for design practice by VNIIG-77. 
standards generally 
reflect to a great extent 
the state of the art in the 
related field and 
country, this method 
(called here "VNIIG 
Method") will be 
discussed below in more 
detail. 

VNIIG Method for 
Dynamic Analysis of 
Vertical Structures 

As already men- 
tioned, the dynamic ana- 
lysis recommended in 
the Design Guidelines 
VNIIG (1977) is prin- 
cipally based on the 
method developed by 
LOGINOV (1962). The 
latter makes use of the 

only   one   which   has   been 
Since design  guidelines  and 

FIG. 2: DYNAMIC SYSTEM CONSIDERED BY VNIIG-77 
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large experience available in the field of the dynamics of maschine foundation, 
particularly the methods introduced by SAVINOV (1955) and BARKAN (1948). 
In these methods, the subsoil is considered as an elastic half space. This means 
that the structure on an elastic foundation described by coefficients of subgrade 
reaction according to SAVINOV (1955) exhibits horizontal and rocking motions. 
The vertical motions which is assumed to be uncoupled is not considered. 

In addition, the damping is neglected in the equations of motion, since only 
the first maximum amplitude is considered to be of interest for the stability of the 
structure. The dynamic system considered is given by Fig. 2, showing that the 
structure may rotate around point Ol and 02 located on the vertical axis through 
the centre of gravity C of the structure; i.e. the rotating and swaying motions have 
been replaced by the rocking motions around 01 and 02. The different steps of 
the procedure recommended by VNIIG (1977) are described below. 

Step 1: Evaluation of Force Impulse and Load Durations 

The typical impact pressure history is schematised in Fig. 3 where tr is the 
rise time up to pmax , tD the duration of the impact pressure and ps the maximum 
quasi- static pressure. 

Pim 
= Dynamic 

Pressure Impulse 

Quasi - Static 
Pressure Impulse 

—A s 

t[s] 

FIG. 3: TYPICAL PRESSURE HISTORY     FIG. 4: PRESSURE IMPULSE DISTRIBUTION 

The distribution of the pressure impulse on the structure front is given in 
Fig. 4 where: 

K1* 

(0.55rf3 + O.ltf) 

yw • a1 • v   =   0.065 a' v 

(1) 

(2) 

with g = acceleration of gravity [m/s2] 
k =6.17 empirical coefficient [-] 
Yw = specific weight of water [t/m3] 
v    = velocity of the impinging wave  [m/s]  according to the  following 

formula: 
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v   =   1.2yF4 (3) 

a'    = height  of  the  wave   impact  zone   [m]   which   is defined   by   the 
relationship: 

SL   -   l.etanhfM-iJsin^   =   , 1.1               (4) 
H \d3 

H = wave height [m] 
L = wave length [m] 
d3   = water depth at the wall [m] 

The force impulse Rim [ts/m] is then obtained by: 

where    ka'    = empirical coefficient which accounts for the irregularity of the 
distribution of the pressure impulse along the wall (length lc): 

, ka-a' + \3ka{dl+z' -a') (6) 
Ka     - - - 

d2 + z' 

ka   =   0.55 + 0.15 tanh-^ (7) 

lc     = length of the caisson [m] 

The point of application of the resultant force impulse Rim is located at a 
distance rim: 

4 + z'd2 + z'-\ (8) 

2d2 + z' 

from the caisson base (Fig. 4). 

The relative rise time tr and the relative impact duration tD/T of the resultant 
force corresponding to the impulse Rim is obtained from Fig. 5 as a function of 
the relative depth d3/a (T = wave period). 

Step 2: Calculation of Natural Periods of Oscillations 

The swaying and rotating motions of the structure are combined to give 
rocking motions around Oj and 02 located above and under the centre of gravity 
C, respectively (Fig. 2). 
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FIG. 5: IMPACT DURATION AND RISE TIME OF HORIZONTAL FORCE 

The points 01 and 02, located at a distance rj and r2 from the centre of 
gravity C, are determined according to the following formula: 

>*o w* 
'1,2 

(9) 
w. 

2 
Wl,2 

where:   h. 'o 

Jl,2 

1,2 

distance of the centre of gravity from the caisson base 

j      angular frequency of the free oscillation around Oj and 

02, respectively [rad/s] which is determined by: 

y^ H + w*) ± /(u» + <4f -4*(»* (10) 

where: 

(11) 

9C    = mass moment of inertia around the centre of gravity C [tm ] 
0n    = 8r + mh, 0 Mass moment of inertia around the centre of caisson 

base O [tm 

«,. (12) 
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to- 
m 

(13) 

where:    m 
Af 
lc 
I 
(JO 

mass of the structure 
a-lc = Area of the caisson base [m ] 
length of the caisson [m] 
moment of inertia of surface Af [m ] 
natural angular frequency of rotation around centre of caisson 
base O [rad/s] 
natural angular frequency of swaying motion [rad/s] 
coefficient of subgrade reaction for swaying motion [t/nr ] which 
is defined according to SAVINOV (1955): 

C     =   0.7 • C. 04) 

with 

1 + 2 
V \] 2a 

„3i 

(15) 

where:    Cz    = coefficient of subgrade reaction for vertical motion [t/nr1] 
a      = width of the caisson base [m] 
lc     = length of the caisson [m] 
W'    = submerged weight of the caisson [t/m] 
C0 = coefficient of subgrade reaction determined from field 

measurements or from Tab. I as a function of the thickness of 
the rubble mound foundation d   the width of the caisson base a 
and the type of the subsoil [t/m 
coefficient  of subgrade  reaction 
according to SAVINOV (1955): 

for  rotational  motion   [t/nr] 

l + 2 
a + 3lr 

2a 
(16) 

Step 3: Calculation of Maximum Amplitude of Oscillations 

The angle of rotation around O^ and 02 are q1 and <p2, respectively. These 
angles and the resulting horizontal motion 6 at the base of the caisson are shown 
in Fig. 6. 

2 kJ   • M; 

<Pi 
im,l 

2      „ 
(0,    •  tr 

[rod] (17) 
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Characteristics of foundation C0 [kN/m3] 

1 • Rubble with small thickness dr/a < ,0.25-0.30 on 
sandy subsoil, silty clay, peaty clay, peat or very soft 
clay 

• on silty sand or very soft clay 

1250 - 1500 

2 • Rubble with small thickness d/a = 0.25-0.30 on sand 
or relatively stiff clay 

• Rubble with medium thickness dr/a = 0.35-0.40 on 
soft soil (clay and sand) 

2000 - 3000 

3 •   Rubble with medium thickness dr/a = 0.40 on 
relatively compact subsoil (sand and clay) 

2500 - 4000 

4 •   Rubble with large thickness dr/a > 0.45 on subsoil 
with medium stiffness (sand and clay) 

4000 - 6000 

5 •   Rubble mound with large thickness dr/a > 0.45 on 
compact soil (gravel, compact sand, hard clay) 

6000 - 8000 

6 •   Concrete bags or concrete blocks 11000 - 13000 

7 •   Rock 30000 - 50000 

TAB. l: EVALUATION OF COEFFICIENT OF SUBGRADE REACTION Cr 

M,m,l =   Rim ' r: 

Force Impulse R:„ 
 • 

o u 

V//V 

Force Impulse R^ 
 ». 

I      S 

8,l=ffi(fi-hoQ) 

V7T 

Mim?= R, im    i2m 

M. im,2 

;//;\Jvr. 

FIG. 6: DEFINITION OF ROTATION ANGLE <pj AND (pn AND DISPLACEMENT 6 

<P2   =        *    . Irad] (18) 
dO,   " W2  • tD 

The horizontal motion at the base of the caisson is given by: 
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where    Mjm> v Mim> 2 

The 
those shown 

8    =   <p2 (r2 - h0) - <p, (rx + A0) d») 

=   moment of the force impulse around 01 and 02, 
respectively [tsm/m] 

dynamic coefficient kdl and kd2 are obtained from response curves like 
vn in Fie. 7 as a function of the ratio 1

D/T       and h/t . 

2,0 3,0 

Relative Load Duration tD/TNi 

FIG. 7: RESPONSE CURVES AND DYNAMIC COEFFICIENT kD 

Step 4: Evaluation of Stability against Sliding 

The safety coefficient T]SL against sliding of the caisson is given by: 

i si 
R. + nR„ 

(20) 

where    ju « 0.6 friction coefficient (concrete - rubble mound) 
Ru = uplift force [t/m] 
W = submerged weight of the caisson [t/m] 
Rs = shear resistance [t/m]: 
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R.   =   C-b-a (21) 

VTN * ! 
time of occurrence of the maximum amplitude of motion [s], t1 is 
obtained from Fig. 8 as a function of *D /j   and lr L 
impact force duration 

2.0 3.0 

Relative Load Duration tD / TNi 

FIG. 8: TIME OF OCCURRENCE OF MAXIMUM OSCILLATION 

Step 5: Evaluation of Maximum Normal Soil Stress 

The normal soil stress induced by the oscillation of the caisson in the 
foundation is given by: 

W - nR 
(<Pi + <P2) -f -c„ + 

w. 
(22) 

where:    Wr  =   a2/6 [m3] 
2M =   moments around the centre O of the caisson base due to W, Ru 

and Rp 

H/T    from Fig. 8 
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JL2: max. normal soil stress under the caisson edges (c^ 
and o2 = seaward) 

shoreward 

Discussion of the Methods 

a)  Comparison of Existing Standard Design Methods 

In order to compare the existing standard methods for the analysis of the 
stability of vertical breakwaters, the numerical example and the structure shown in 
Fig. 9 are considered. 

Wave Conditions: H = 5.0m; T = 7.8s 
4 a = 8,Qm • 

St 
o 

s o 

v  MWL 

oo 

*o o v>UiJ 

rTBl=2.3t/m: 

y&Mtitf. 

4-°+^ ><TK      rei-> ^^ 

^   MWL 

FIG. 9: STRUCTURE FOR COMPARISON OF STANDARD DESIGN METHODS 

The results of the calculation by using the methods of SNIP-82 (static 
approach), VNIIG-77 (static and dynamic approach), PETRASHEN (dynamic 
approach) and GODA (static approach) are summarized in Tab. 2 showing that: 

GODA method appears to be more conservative than the existing 
standard methods in the CIS with respect to the bearing capacity of the 
rubble mound foundation. 
The static approach of SNIP-82 appears to be the most conservative 
method with respect to the stability against sliding. 

b) Comparison of Linear and Nonlinear Calculation 

A model which accounts for the nonlinear behaviour of the foundation of a 
vertical structure subject to breaking wave impact loads has been suggested by 
LOGINOV (1969). In order to compare the results obtained by this model and the 
dynamic approach of VNIIG-77, the structure and the numerical example shown 
in Fig. 10 are considered. 
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Method 
SNIP-82 VNIIG-77 PETRASHEN GODA 

(1982) (1977) (1956) (1974) 

Dynamic Force [kN/m] - 316 1045 - 

Rise Time [s] - 0.39 0.075 - 

Static Force [kN/m] 610 496 620 495 

Uplift Force [kN/m] 120 140 71.4 140 

Pmax [kN^2] 76.5 62.4 220.0 52.0 

Mh [kNm/m] 3254 2730 - 3400 

Mu [kNm/m] 640 746 380 746 

Mt [kNm/m] 3894 

1.07*) 

3476 

1.30*) 
1.58**) 

1.10*) 

4166 

1.30*) 

Tlov ["] 
o1 [kN/m2] 

1.24*) 

5091) 

1.39*) 

3201) 

- 1.17*) 

6461) 

o2 [kN/m2] -165 32 - -380 

<p [rad] - 1.69-10"3 - - 
6max [mmJ - 3.5 - - 

TN[s] 
~ 0.56 

0.14 
1.35 " 

*)           According to static analysis 
* *)         According to dynamic analy sis 

1)           Admissible stress 500 kN/mz 

t]ov =     Safety coefficient for overturning stability 

TAB. 2: RESULTS OF COMPARISON BETWEEN STANDARD DESIGN METHODS 

Wave Conditions 

H = 4.5 - 4.8m 
L=75m 
T=8s 

^7 SWL        |Ad=0,3m 

"4" 
i'CG. 

:l: 

FIG. 10: STRUCTURE FOR COMPARISON OF LINEAR AND NONLINEAR 

CALCULATIONS 

The results of this comparison are summarized in Tab. 3, showing that much 

larger amplitudes of oscillations of the structure (and thus larger soil 
deformations) and slightly larger periods of oscillations are obtained by using a 
linear model instead of a nonlinear one. 
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Description 
of 

RESULTS 

Prototype Nonlinear Linear 

Parameters Measure- Calculations Calculation 
ments (LOGINOV, 1969) (VNIIG 77) 

Rim kNs/m 130 102 102 

Pim kNs/m 14.5 - 16.5 15 15 

h,max kN/m 715 497.3 497.3 

Pmax kN/m2 160 62.4 62.4 

(r2 ' hCG) m 1.50 1.67 1.34 

Periods of 
oscillations 

Ti s - 0.155    } 0.158 **) 

T2 s - 0.50    > 0.55 "> 

tD 
s 1.0 1.0 1.0 

lr s 0.4 0.5 0.5 

<P rad - 0.54110"3 **) 0.73310"3 "^ 

6 mm 1.0- 1.1 1.2 '> 1.63 *> 

*)     By using static ca 
**)   linear description 

+10%) as compar 

culations 6 = 
yields overest 
ed to nonlinea 

4 mm 
mated results for deform 
r description 

ations (by +35%) and oscillation periods (by up to 

TAB. 3: RESULTS OF LINEAR AND NONLINEAR CALCULATIONS 

Concluding Remarks 

As the stability of vertical breakwaters against sliding and the bearing 
capacity of the rubble mound foundation are concerned, GODA method and 
further standard static methods used in the CIS are more conservative than the 
dynamic approach recommended by the Russian Design Guidelines VNIIG-77. 
However, this so-called "dynamic approach" appears to have some limitations 
which may be due to a) uncertainties in the impact load characteristics used for 
the calculations and b) uncertainties of the measurement (prototype and model 
tests) of the structure motions used for model validation (low natural frequency of 
the accelerometers). 

Furthermore, it is suggested that nonlinear behaviour of the foundation of 
vertical structures should be accounted for in the case of breaking wave impacts 
for which soil deformations larger than 0.1 mm are expected. However, the use of 
linear model appears to yield conservative results with respect to soil 
deformations. 
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CHAPTER 105 

A ROBUST ARMOR DESIGN TO FACE UNCERTAINTIES 

Josep R. Medina,1 Member ASCE 

ABSTRACT 

A new rubblemound breakwater cross section design named D-armor 
breakwater is presented. The D-armor cross section shows a significantly larger 
active armor area than the conventional cross section. The D-armor breakwater 
shows a similar resistance to the initiation of damage, but a significant increase of 
resistance to total failure. The observed structural response has a wave height range 
about 30% wider than the range corresponding to the conventional breakwater; the 
new section reshapes to an efficient S-shape armor near the total failure point. The 
D-armor breakwater appears to be a reasonable first step towards a convenient 
evolution from the conventional breakwater to more efficient designs; the wider 
structural response makes it appropriate for construction sites with large uncertainties 
in the estimation of the worst wave conditions in its lifetime. 

INTRODUCTION 

During the last decades, a continuous effort has been developed towards a 
better understanding of the structural and hydrodynamic factors affecting the stability 
of rubble-mound breakwaters. There are two main goals of the research effort: a) 
New calculation procedures for a more reliable and accurate estimation of the 
structural response in lifetime to optimize the designs; and b) New designs to reduce 
the construction cost, maintenance and risk of failure in its lifetime. 

The design waves of a variety of maritime projects can only be decided 
assuming large uncertainties (see Goda, 1988). On the other hand, there are still 
significant differences in the calculation procedures proposed by different authors to 
estimate the structural response of conventional breakwaters for given wave 

'Profesor Titular, Director del Laboratorio de Puertos y Costas, Dep. Transportes, 
Univ. Politecnica de Valencia, Camino de Vera s/n, 46022 Valencia, SPAIN. 
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conditions (see SPM, 1984; Van der Meer, 1988; Bruun et al., 1990; Teisson, 1990; 
and Medina et al., 1990). Additionally, a number of concrete armor unit designs 
have been proposed and used in conventional cross sections; however, some of the 
most costly failures involved the use of special concrete armor units (Sines, San 
Cipriani, Tripoli, Arzew, Giona Tauro, etc.). Finally, some new breakwater cross 
sections are being proposed to reduce construction cost or to increase armor 
resistance; however, some failures have been reported recently (St. Paul berm 
breakwater) with only a few unconventional breakwaters actually built. This paper 
focuses the attention on a new breakwater cross section which may be considered a 
rational alternative design to allow a safe evolution from the conventional section 
used worldwide to more economically efficient unconventional designs. 

A variety of alternative designs to the conventional rubblemound breakwater 
cross section have been proposed; the S-shape and berm type breakwaters are the 
most popular unconventional designs. In spite of the limited number of prototypes 
built according to these new designs, there is an increased number of laboratory 
results which indicate some of their advantages. However, the current practice for 
the design and construction of mound breakwaters is conservative; the frequent 
breakwater failures, and the unknown risks associated with designs that lack 
experimental verification, may explain the general opposition of designers to adopt 
radical changes in the classic mound breakwater cross section. 

This paper describes a new rubblemound breakwater design: the D-armor 
breakwater. A comparative tentative analysis of the functional performances of the 
conventional, the S-shape, the berm, and the D-armor breakwater cross sections is 
given. The D-armor design appears to incorporate most of the best features of the 
different alternatives. It has a failure function that covers a wider range of wave 
heights than the conventional breakwater making the new design a robust solution 
to face large uncertainties associated with long term wave actions at a construction 
site. 

D-ARMOR: A ROBUST DESIGN 

From a structural point of view, the D-Armor breakwater is similar to a 
conventional design with a significant increase of the armor thickness in the area 
where the mean water level crosses the external armor profile of uniform slope. 
Figs. 1-a and 1-b show the cross sections corresponding to the conventional and D- 
armor breakwaters. Before damage, the external profile is the same; however, when 
armor erosion increases the D-armor design progressively transforms to an S-shape 
breakwater (see Fig. 1-c). Because of this characteristic, the structural performance 
is similar to the conventional breakwater at low levels of armor erosion, but the 
reshaping process significantly increases the resistance capacity as an S-shape 
breakwater. Therefore, the D-armor design has the large structural response 
flexibility required to face the high levels of uncertainty usually associated with the 
design wave storms. Contrary to the conventional or S-shape breakwaters, the D- 
armor breakwater may be designed to reshape significantly during its lifetime. 
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Although the D-armor design is expected to reshape in its lifetime, it is 
totally different than the berm or reshaping breakwater illustrated in Fig. 1-d. The 
berm type breakwaters also have failure functions covering a wide range of wave 
heights and extremely high acceptable armor erosion levels. However, the berm 
breakwaters have large rock movements along the breakwater which are not present 
in the D-armor breakwater. The armor elements may be compacted in the reshaping 
process, but the rock displacements in the D-armor design are very short in 
comparison with the displacements observed in berm breakwaters. 

Figure 1.-      Rubble-Mound Breakwater Cross Sections: a) Conventional; b) 
D-Armor; c) S-Shape; and d) Berm Type. 

The methodology used by Medina et al.(1990) to study the stability of the 
armor layer of rubble-mound breakwaters has been applied to experiments in the 
wave flume at the Universidad Politecnica de Valencia (30x1.2x1.2 m). The wave 
flume was divided in two parts to check simultaneously a conventional and a D- 
armor breakwater cross section. The stability of a deep water model with W50= 130g 
was analyzed and a preliminary test result using regular waves is given in Fig. 2, 
and compared to the data provided by Ergin et al.(1989), by Torum and 
Naess(1988), and by the SPM(1984). The D-armor breakwater shows a start of 
damage limit similar to a conventional breakwater. It shows an acceptable damage 
limit (reshaping) similar to the S-shape breakwater. The D-armor design is more 
resistant to total destruction than a conventional breakwater, it is more flexible than 
the S-shape breakwater, and it shows far shorter rock displacements in the reshaping 
process than the berm type breakwater. 

Most breakwaters are built at a construction site where the long term wave 
climate or the maximum water depth (MSL to sea bed) can only be estimated with 
large uncertainties. In those cases, low risk and economically-efficient solutions 
demand robust designs with a flexible structural response having a wide margin 
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between start of damage and total destruction. To face large uncertainties in wave 
action, economic optimization leads to very conservative and expensive designs for 
brittle structural responses, and to less expensive and safer designs for flexible 
structural responses. 

Figure 2.-      Normalized Failure Functions Corresponding to Conventional, 
D-Armor, S-Shape, and Berm Breakwaters. 

DESCRIPTIONS OF EXPERIMENTS 

In order to analyze the structural performance of the D-armor breakwater, 
series of 2-D experiments were conducted at theUPV wave flume (30x1.2x1.2 m), 
divided in two parts to test simultaneously a conventional and a D-armor cross 
section. A transparent glass divider was used for the verification of the same wave 
attack on the two cross sections during the experiments. Two capacitance wave 
gauges were placed in front of the model to analyze the incident and reflected wave 
train using a modified version of the method of Goda and Suzuki(1976). Fig. 3 
shows the longitudinal cross section and plan view of the wave flume used in the 
experiments. The piston type wave paddle, hydraulically controlled with a 
servomechanism, was able to move according to the desired time series given by a 
PC used for the wave generation, recording, and analysis. 

Fig. 4 shows the cross section of the conventional and D-armor breakwaters 
used for the experiments. Fig. 4a describes a typical deep water conventional section 
similar to that proposed by SPM(1984), with a cap on the top of the structure to 
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minimize overtopping. On the other hand, Fig. 4b describes a deep water D-armor 
section in which the armor thickness has been significantly increased in the area 
where the MWL crosses the armor, while the maximum armor water depth has been 
reduced from 2Hd to 1.5Hd. 
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Figure 3.-      UFV Wave Flume: a)Longitudinal Cross Section, and b)Plan 
View. 
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Figure 4.- Breakwater Model Cross Sections: a)Conventional, and b)D-Armor. 

The armor was built of angular quarrystones with a uniform gradation, a 
median weight of W50=130 g, and a maximum deviation of 25% according to the 
SPM recommendations. The mean mass density was pr=2.65, the slope was 2/1, 
and the zero-damage design wave height according to SPM(1994) was Hd = 12 cm 
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(KD=4). The mean weight of the filter material and core was WF=7.5 g and 
Wc=4.3 g, respectively; the corresponding equivalent cube sizes (Iribarren's 
terminology) or nominal diameters (Van der Meer's terminology) were 
D„=(W50/pr)

1/3=3.66 cm, DnF=(WF/Pr)
,/3 = 1.42 cm, and DnC=(Wc/Pr)1/3=1.18 

cm. The armor thickness was 2Dn in the conventional section, while it varied from 
2Dn to 3.5Dn in the D-armor section. The filter thickness was about 3.5DnF in both 
sections. The stability of the cap was not analyzed, but its stability was guaranteed 
using extra lead ingots to avoid cap displacements. The stones of the armor were 
painted with different colors and placed in five bands of 3Dn width above the SWL, 
and two bands of width 4.5Dn and 7.5Dn below SWL. The conventional section had 
an additional stone band to complete the armor section. 

Regular Waves and Random Waves 

To evaluate the structural response of the D-armor breakwater, 10 tests with 
regular waves and 10 tests with random waves were conducted in the UPV wave 
flume from the no damage level to the total failure point of both the conventional 
and the D-armor breakwater models. The conventional section reached the total 
failure point first in all the tests; therefore, it was necessary to protect the destroyed 
conventional armor to continue the test with the D-armor model, in order to avoid 
a total collapse of the overall conventional structure. Once both armors were 
destroyed, all the armor stones were removed and classified by colors, to rebuild the 
profiles of both filter layers to put the armor units in their corresponding place for 
a new test. 

The tests with regular waves were planned to be free of paddle reflected 
waves. The Iribarren's number (Ir=[tan 0]/[2jrH/gT2]0-5) was kept constant for all 
the runs of each test; different values of Ir were used for each test in the range 
1.7<Ir<4.2. Starting from the zero-damage design wave height, Hd = 12 cm, the 
wave height was increased 10% each run (H=Hd [l.l]

k; k=0,l,2,...) until total 
failure of the armor layer. Only a few waves were generated each run to avoid 
reflections on the paddle; therefore, the run of each energy level was repeated many 
times until an equilibrium profile was obtained in both breakwater models. 

The tests with random waves were planned for not being free of paddle 
reflected waves. Seven minutes of random wave generation of JONSWAP spectra 
(Y = 1 and Y = 10) using the DSA-FFT method produced between 200 and 300 waves 
depending on the Ir value of the run. An Iribarren's number for random waves 
defined as Ir=[tan /?]/[27rHm0/gT02

2]0-5 was constant for all the runs of each test; 
different values of Ir were used for each test in the range 2.2<Ir<3.5. Starting 
from the zero-damage design wave height, HI0=Hd=12 cm, the wave height was 
increased 10% each run (H10=Hd [l.l]

k; k=0,l,2,...) until total failure of the armor 
layer. 

The measured characteristics of the incident wave trains do not exactly fit the 
desired waves;  therefore, the results shown in this paper refer to the wave 
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characteristics actually measured and not the theoretical characteristics indicated as 
generated waves. According to the planned experiments, each test should keep 
constant the Iribarren's number (Ir); however, the measured value of Ir for each run 
in each test showed small variations about the mean value, most of them in the 
interval +1 %. The mean value of the measured Ir, of all the runs of each test, was 
taken as the actual measured Ir of the test. 

EXPERIMENTAL OBSERVATIONS 

For a first evaluation of the D-armor versus the conventional breakwater, 10 
tests with regular waves were carried out with 1.7<Ir=[tan 0]l[2iiWgT1fs <4.2. 
Fig 5 shows the stability numbers (Ns=H/ADn) corresponding to the start of damage 
and total failure point for both sections. SPM(1984) indicates a stability number for 
start of damage of Ns=2 (KD=4), and a stability number for maximum damage 
(40% to 50%) of Ns=3.12 ; the Ns values suggested by SPM(1984) are near to the 
minima of the stability curves represented in Fig. 5, in agreement with the fact that 
the design method proposed by the SPM(1984) does not take into consideration the 
design wave period. The D-armor breakwater shows a start of damage curve similar 
to the conventional breakwater, but the total failure curve is qualitatively different, 
showing in all the cases analyzed a significantly higher resistance to total failure. 

Figure 5.-      Stability  Numbers  for  start  of Damage  and   Total   Failure 
Corresponding to the Conventional and D-Armor Breakwaters. 

According to the structural performance characteristics represented in Fig. 
5, the D-armor breakwater shows a minimum stability number for total failure 15% 
higher than that corresponding to the conventional breakwater. However, the sea 
wind waves are not regular waves but irregular waves; a more realistic analysis of 
the structural response may be achieved using random waves. 
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Criteria for the Measurement of Armor Damage 

There are significant discrepancies in the literature about the quantitative 
definitions of the start of damage, the partial damage, and the total failure criteria. 
Therefore, it is convenient here to define first the concept of armor damage used in 
this paper. 

Iribarren(1965) used the equivalent cube size, (W/pr)"
3, to normalize armor 

damages. Iribarren defined the total failure point as the erosion of the armor section 
affecting 100% of (his definition) the active zone, which had an area of 9 Dn

2. Van 
der Meer(1988) also used the same concept re-named as nominal diameter, 
Dn=(W/pr)1'3, to normalize the measurements of the erosion of the armor layer. The 
erosion corresponding to the failure criterion given by Van der Meer(1988) was 8 
Dn

2 (filter layer visible, slope: cotan(j8)= 2/1). On the other hand, SPM(1984) 
defined the damage as a percent of the armor units displaced from its breakwater 
active zone. However, while Iribarren(1965) defined his active zone as 9(W/pr)

2/3 

(two layer armor), SPM(1984) defined its active zone as that one which "extends 
from the middle of the breakwater crest down the seaward face to a depth equivalent 
to one zero-damage wave height below the still water level". Therefore, Medina et 
al.(1992) found that the total failure criterion is equivalent to an erosion of the 
armor layer of 8 Dn

2, 9 Dn
2, or 14 Dn

2, depending of who is the author in the above 
referred publications. On the other hand, Medina et al.(1990) presented a large scale 
experiment with partial armor damages higher than 20 Dn

2. It is evident that the total 
failure point is quite subjective in the literature. In this paper, the total failure point 
is defined as the level of armor erosion which suddenly shows a sharp decrease of 
armor resistance with significant displacement of stones from the filter layer. 

The start of damage point is also difficult to define. Van der Meer(1988) 
considered the start of damage point as an erosion of 2 Dn

2; however, SPM(1984) 
indicates an erosion of 0 to 5% of the active armor zone (0 to 1.6 Dn

2)as a no- 
damage condition. In this paper, the start of damage is defined as the point with a 
minimum, but detectable erosion of the armor. After 20 subjective evaluations of 
start of damage points, it was found that 1.0 Dn

2 is a reasonable estimation of the 
minimum detectable damage: the start of damage point. This quantitative definition 
of the start of damage point is in agreement with the no-damage condition in 
SPM(1984) because 1.0 Dn

2 « 3% of the active armor zone. 

Between the start of damage and the total failure points, the armor damage 
was calculated as the eroded area of the armor profiles corrected for errors and 
settlement. Single profiles centered in both the conventional and the D-armor models 
were obtained using rods separated 1.25 Dn with articulated circular feet having a 
diameter of 0.75 Dn. A flexible aluminum chain mat was placed on the eroded 
armor to regularize the penetration of the rods into the armor. The distances in the 
profiles were normalized by Dn=(W/pr)"

3. The origin of coordinates was located 
at the waterline where the SWL crossed the original armor profile. The normalized 
dimensionless profiles obtained in this experiment were similar to those shown by 
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Medina et al.(1990) from the large scale experiment conducted in the O.S.U. Wave 
Research Facility. For the lower damage levels, damages were estimated counting 
colored stones moving among bands of different color (assuming 38% porosity), and 
high levels of damage were estimated from the rod profiles. 

Experimental Results 

In this experiment, and in the large scale experiment described by Medina et 
al.(1990), the erosion profiles show an almost constant neutral point between the 
erosional and the accretional armor areas. The water depth of that neutral point, hn, 
was observed to be about hn=Hd independently of the level of armor damage. Fig. 
6 shows the maximum depth of the neutral points, hn, for both D-armor and 
conventional breakwaters. The depth of the neutral points appears to be independent 
of Ir with an 80% confidence band covering the range 0.8Hd to 1.5Hd. The D-armor 
breakwater was built with filter stones below h = 1.5Hd, and no significant movement 
of those small stones were observed during the tests; therefore, there seems to be no 
activity of the armor stones below h = 1.5Hd. 
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Figure 6.-      Maximum Depth of the Neutral Point. 

Fig. 7 shows the maximum damage measured, Dmax, in both the conventional 
and D-armor breakwaters. The maximum damage seems to be independent of Ir; the 
D-armor breakwater showed Dmax larger than the conventional breakwater, and the 
difference roughly corresponds to the increase of the D-armor thickness (area: 
11.8Dn

2). The extra volume of armor stones used to increase the armor thickness of 
the D-armor breakwater appears to be fully active during the armor erosion process 
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before the total failure of the structure, contrary to the armor stones placed below 
h = 1.5Hd (area: 7.3Dn

2) in the conventional section, which appear to be inactive 
during the erosion process. From both Figs. 6 and 7, the inefficiency of the 
conventional breakwater is apparent, as is the possibility of improving the 
breakwater cross sections by concentrating the volume of armor stones in the active 
zones where the wave action is more intense. 
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Figure 7.- Maximum Armor Damages Measured During the Experiment. 

Although it is evident that the D-armor breakwater has as many as 50% more 
active armor stones than the conventional breakwater, it is convenient to present the 
measured failure functions with random waves, in order to give an appropriate 
description of both structural responses. The first problem to be solved concerns the 
definition of variables in the representation of failure functions of breakwaters under 
random waves. A simple representation of damage versus Hm0=4[m0]0-5 is not 
appropriate because it is well known that the damage depends also on the number 
of waves in the run, the value of Ir, etc. Therefore, it is necessary first to normalize 
the variables used in the representation of failure functions. 

In this paper, the damage D is a dimensionless variable of the armor erosion 
because the magnitudes of lengths and distances have been normalized by the 
nominal diameter D„. Taking into consideration the fifth power relationship between 
damage and wave height shown by the failure functions given by SPM(1984), Van 
derMeer(1988), and Medina etal.( 1990) for conventional breakwaters, theordinates 
in the failure functions of this paper have been transformed using the expression 
[D/1.6]0,2. According to Medina et al.(1992), the failure function suggested by 
SPM(1984) for rough quarrystones fits the line 
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H10 

1.6 
5 (1) 

The runs of random waves had different number of waves, Nw, Iribarren 
number, Ir, and groupiness parameter, a. In order to normalize the characteristic 
wave heights (abcisa), the formulas of Van der Meer(1988) and the preliminary 
conclusions given by Medina et al.(1990) were used. According to Van der 
Meer(1988), the damage D is proportional to Hm0

5, [NJ05, and [Ir]25 if Ir<3.5. 
The minimum armor stability using the Van der Meer's formulae is obtained for 
Ir=3.5; if Nw=1000 and Ir=3.5, the estimation of damage provided by this 
formulae is fairly coincident with the estimation given by the SPM(1984). On the 
other hand, according to Medina et al.(1990), the damage D is proportional to Hm0

5, 
and [a]05, in which a is the envelope exceedance coefficient used by Medina et 
al.(1990) to characterize the wave groupiness of irregular wave trains attacking 
rubblemound breakwaters. Therefore, the standard characteristics of the irregular 
wave train to represent failure functions were: Nw=1000, Ir=3.5, and a = l. 

In the conditions for normalization given above, the failure functions of the 
conventional breakwater fairly showed the expected fifth power relationship between 
dimensionless damage and wave height for the complete wave height range, but the 
observed mean stability numbers for all the damage levels were about 7% lower than 
the stability number predicted by the Van der Meer's formula. On the other hand, 
the D-armor breakwater showed two radically different parts in the failure functions: 
a)A fairly fifth power relationship between damages and wave heights for low and 
moderate damages up to 50%Dmax, and b)A higher resistant upper tail of the failure 
function. The stability numbers of the start of damage point, and the low levels of 
damage, appear to be 5% to 10% smaller than the conventional breakwater; 
however, the stability number corresponding to the total failure point is 10% to 15% 
higher than the conventional breakwater. 

Analyzing the results obtained from the tests using regular and random 
waves, the global structural response patterns are clear. In all the cases tested, the 
D-armor was significantly more resistant to total failure than the conventional 
breakwater. The difference in resistance to total failure depends on Ir for regular 
waves, and is relatively constant for random waves. The stability number of the D- 
armor for total failure and random waves is 10% to 15% higher than the 
conventional breakwater. In most cases tested, the D-armor was less resistant to the 
start of damage point and to low levels of damage. The stability number of the D- 
armor for the start of damage point and low damage levels appears to be 5 % to 10% 
lower than the conventional breakwater. 

The above described behavior of the D-armor breakwater suggests an 
alternative definition of armor damage, appropriate for these kind of structures with 
as much as 50% more armor erosion capability before total failure. One could 
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consider only "initiation of damage" the identifiable damage levels below the extra 
active armor area of the D-armor section (11.8 Dn2 in this experiment), which 
approximately corresponds to the difference between the maximum damage of the 
D-armor and the conventional breakwaters. The new definition of the armor damage 
applicable to D-armor breakwaters in this experiment is D*=D-11.8. One could also 
reduce the stability numbers corresponding to the D-armor breakwater by a factor 
of 1.15 to fit the total failure point of both breakwaters, which is equivalent to a 
reduction of the weight of the armor stones by a factor of 2/3. With this new 
definition of armor erosion to equalize the maximum armor damage, and with the 
reduction of median armor mass to equalize the total failure point, the new failure 
functions are those represented in Fig. 8. 

Using lighter armor stones (factor 2/3), and the definition of damage which 
equalizes the maximum armor erosion, the D-armor breakwater shows fairly the 
same failure function as the conventional breakwater. This D-armor breakwater 
would show identifiable minor damages (D*=[D-11.8] <0) for values of H10 in the 
range: 0.65Hd <H10< 1.15Hd; and the same structural response until total failure as 
the conventional breakwater with heavier stones. Therefore, a prototype based on the 
D-armor concept is expected to be significantly cheaper than the conventional 
breakwater with the additional advantage of having a wider wave height range of 
acceptable minor damages. These properties make the D-armor breakwater a. cost- 
efficient design especially indicated for construction sites with large uncertainties on 
the design wave condition. 
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All the cases were tested with approximately constant mean water level; 
therefore, appropriate designs for construction sites with large tide ranges may 
require a modification of the D-armor breakwater shown in Fig. 4b. On the other 
hand, the results are consistent with the intuitive concept on which the D-armor 
design is based: it is structural and cost efficient to concentrate the armor volume 
in the area where maximum erosion is expected. Therefore, the first tentative D- 
armor design shown in Fig. 4b should be adapted to the specific tidal range and 
overtopping conditions to get full advantage of the new concept. As a matter of fact, 
some preliminary tests not shown in this paper indicate that a D-armor breakwater 
may be extremely cost-efficient with respect to conventional breakwaters, if 
significant overtopping is acceptable for the design conditions. 

CONCLUSIONS 

A D-armor mound breakwater cross section is presented and conceptually 
compared with conventional, S-shape, and berm breakwaters. A systematic 
comparison between a conventional and the corresponding D-armor design is given. 
The UPV wave flume (30x1.2x1.2 m) was divided in two parts to test 
simultaneously both sections with exactly the same wave attack. The results were 
obtained from 10 tests with regular waves and 10 tests with random waves, all of 
them developed from the no damage level to the total failure of the armor layer. The 
observed damages are consistent with the interpretation that the increase of the armor 
volume near the SWL fairly corresponds to the increase of the active volume of the 
armor layer. Considering this extra volume of armor stones as an acceptable 
erosionable part of the D-armor (minor, but identifiable damages), the D-armor 
structural performance is similar to the conventional breakwater with two clear 
advantages: 1SI)A 15 % higher stability number for moderate and high levels of armor 
erosion, and 2nd)A 50% wider wave height range of acceptable damages about the 
SPM design wave condition. The first advantage allows the design of a cheaper 
armor layer in prototypes using lighter stones and achieving the same stability; the 
second advantage makes the design appropriate to face large uncertainties in the 
design wave action in its lifetime. 

The global view of the results noted above points out the inefficient design 
of the conventional breakwater. The deep water cross section proposed by 
SPM(1984) indicates the use of armor stones in inactive areas (h > Hd), while critical 
armor areas near the MWL are only protected by a 2Dn thick armor layer. New 
structural and cost-efficient breakwater cross sections are necessary to surpass the 
old conventional design. However, any unconventional design implies new and 
unknown risks due to new problems like control of construction versus design, new 
and unexpected modes of failure, etc. The uncertainty to new and unknown risks due 
to any new design, and the reasonable aversion to risk of most designers, 
constructors, and decision makers, breaks down the application in practice of new 
laboratory tested efficient designs. Therefore, the migration from the conventional 
design to new cost-efficient designs will be an step by step process, in which each 
step does not imply an excessive jump on the generally accepted designs. The D- 
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armor breakwater is a new concept which has shown in the laboratory to have 
significant economic advantages over the conventional design, and does not appear 
to be an excessive conceptual and constructive jump from the conventional 
breakwater. 

As noted above, the D-armor breakwater may be a reasonable first step for 
a safe migration from the inefficient conventional breakwater to new structural and 
cost-efficient designs. It shows less inactive armor area, and 50% more active area 
with a wide acceptable wave height range of minor damages (initiation of damage) 
and 15% higher stability number for high damage levels up to total failure. It 
appears to have the same or low construction cost with higher stability. On the other 
hand, it has a reasonably low risk to unknown aspects. The D-armor design shows 
a structural response with extremely high flexibility, making it appropriate to face 
high uncertainties in the design wave conditions at the construction site; therefore, 
it seems to be a reasonable economically-efficient alternative to the conventional 
design in both deep and shallow waters. 
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CHAPTER 106 

Dolos Design Using Reliability Methods 

Jeffrey A. Melby and George F. Turk * 

Abstract 

Historically, concrete armor unit design has not included conventional structural 
design methods. The primary reason is the lack of knowledge of the loads and 
the resulting structural response. Also, complex and random boundary conditions 
and wave loading made the engineering problem difficult. With recent advances in 
concrete armor unit stress prediction and measurement methods, we can begin to 
utilize conventional structural design methods in concrete armor design. This paper 
adapts conventional structural reliability design methods in the Load and Resistance 
Factor Design (LRFD) format to allow a unified approach to both reinforced and 
unreinforced dolos design. Stress prediction methods are validated for several well 
known structures. Then LRFD methods are described and applied generically for 
both unreinforced and reinforced dolos design. The reliability methods described 
herein are adaptable for general concrete armor unit design. 

1     Reliability Methods 

Conventional land-based concrete structures are typically designed using Load and Re- 
sistance Factor Design (LRFD) methodology. It has been argued that conventional 
structural design methods are not applicable to the dolos structural design problem be- 
cause the random and highly variable wave loading and boundary conditions cannot yet 
be specified. With recent advances in concrete armor unit stress prediction and mea- 
surement methods, the reliability methods appear to be readily adaptable to concrete 
armor design. The primary advantages of the LRFD format are: 

• follows conventional structural engineering practice 

• provides measures of the uncertainty for both the loads and the strength 

• permits robust, unified unreinforced and reinforced concrete design 

The LRFD methods are particularly appropriate for breakwater armor design because 
the large uncertainties associated with breakwater armor hydraulic and structural re- 
sponse can be quantified and presented in a familiar format.- Also, historically, breakwa- 
ter armor designers often put structural steel reinforcement in armor without knowledge 
of the loads or internal response and without reasonable analysis methods. Typical con- 
crete armor designs were therefore not economical when designed with reinforcement. 
But even with current dolos stress prediction methods, efficient reinforcement design 

•Research Hydraulic Engineers, Coastal Engineering Research Center, U. S. Army Engineer Water- 
ways Experiment Station, Vicksbuig, MS, 39180 
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could not previously be done because of the need to specify component forces. But con- 
ventional structural engineering techniques provide the means to distribute this armor 
layer design stress to the component forces. The existing armor layer stress prediction 
methods along with the component force relations enclosed within the LRFD framework, 
therefore, provide a complete procedure for concrete armor design. 

The LRFD methods outlined herein are based on reliability methods as described in 
Ellingwood, et al (1980). The balanced LRFD design equation can be expressed as the 
equilibration of a factored load with a factored strength or 

iQn = 4>Rn (1) 

where 7 and <f> are the load and strength factors and Qn and Rn are the nominal load 
and resistance, respectively. The strength coefficient and load factor take into account 
the appropriate uncertainties. 

The loads on breakwater armor units are difficult to determine due to the complex- 
ity and randomness of both hydrodynamics and boundary conditions. Therefore, the 
methods currently used to describe the loads on concrete armor units are indirect, speci- 
fying the maximum armor layer stress as a function of environmental parameters such as 
wave height, structure slope, and armor weight. Previous publications show methods for 
determining the design stress level using probability of exceedance curves and expected 
levels of exceedance (Howell and Melby 1991). To couple these previously described 
methods and the LRFD method, the load factor is chosen so as to preserve the design 
probability of exceedance as follows. 

E = *(-/J) (2) 

where $ is the unit normal cumulative distribution and j3 is the reliability index. The 
load factor can be determined as 

, RnQ 

where Qm and Rm are the mean load and resistance and VQ and VR are the load and 
resistance coefficients of variation, respectively. The limit states are given by ACI (1989) 

and Ellingwood (1980) as <j> = 0.85, Rm/Rn = 1, and VR = 0.2 for torsion and <j> = 0.90, 
Rm/Rn = 1.05, and VR = 0.11 for flexure (ACI 1989). 

In this report, previously published dolos stress prediction methods are used to pre- 
liminarily define the loads. The stress is distributed to the component forces which are 
then used as the loads in the LRFD formulation. The result is a comprehensive design 
methodology for dolosse that includes strength enhancement specification and conforms 
with present structural engineering design practice. The methods allow the designer to 
compare the economies of different strength enhancement options including high strength 
concrete, shape modification, and steel bar reinforcement in a unified format to achieve 
the most efficient dolos design. The basic methods outlined herein are general and can 
be adapted to any armor unit shape. 

2    Design Stress Prediction 

Concrete armor unit design has progressed a great deal during the last few years. This 
rapid progress is, in large part, due to the prototype dolos structural response data set 



RELIABILITY METHODS FOR DOLOS 1387 

and associated research accomplished under the Crescent City Prototype Dolos Study 
(CCPDS). Figure 1 shows 38-tonne dolosse being placed on the breakwater at Crescent 
City. In the prototype study, dolos structural response data and numerical models were 

Figure 1: 38-tonne Dolosse at Crescent City, CA 

used to link design parameters such as dolos size, shape, and material specifications 
to the measured stress statistical moments. Using these methods, the Crescent City 
stress distributions could be extended to other structure geometries (Howell and Melby 
1991). The dolos small-scale-model load cell was verified as a tool to measure pulsating 
stresses in the physical model (Markle 1990). The CCPDS has been widely reported and 
other primary publications include Howell (1988), Melby and Howell (1989), Kendall and 
Melby (1990), and Rosati and Howell (1990). 

The dolos stress prediction methodology is based on stochastic methods because of 
the random nature of both the loading and the boundary conditions. Separate distribu- 
tions for static and pulsating stresses have been generated and are combined using the 
methods that follow. The result is a single maximum design stress for the armor layer 
for a specified probability of occurrence. 

In general, the static stress will be much larger than the pulsating stress (Melby 
and Howell 1989). The static nondimensional stress log-normal distribution is given 
in Equation 4 with mean and standard deviation given in Equation 5 and 6 and shift 
parameter given in Equation 7 (Howell and Melby 1991). The original distribution based 
on measured stress statistics has been extended for the general design case by modifying 
the statistics for the dolos size, density, waist ratio, and stacking depth. The waist 
ratio is the ratio of the depth of the shank (center section) to the length of a fluke (end 
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sections). 
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In the above equations, acc = 26 and ficc = 12 are the Crescent City prototype nondi- 
mensional mean and standard deviation, being nondimensionalized by the product of 
fluke length and weight density, ~/cc = 2456fc<?/m3 is the Crescent City dolos weight 
density, and NL is the number of armor layers. The waist ratio coefficient, given by 

kr = 5.14 - 28.74r + 66.07rJ - 52.08rJ 
(8) 

was determined using a fully deterministic FEM analysis with several representative 
boundary and loading conditions. 

The maximum pulsating or wave-induced stress is a function of the design wave 
height, Hn and a wave stress constant, kps. The Rayleigh distribution of the form 

p((Tp) •• -exp 
4VCT„ 

-y (9) 

best describes the dolos pulsating response. The mean of the maximum pulsating stress, 
which is linearly related to the average of the highest one-tenth of the waves can be 
expressed by the empirical relationship 

—   fc«sJi 

where 

1/10 

kps = 0.036MPa 

(10) 

(11) 

per meter of wave height and -ffi/io is computed using the zero-downcrossing method of 
analysis, i.e., the difference between the maximum and the preceding minimum between 
two successive zero downcrossings in a time series. Note that during the prototype data 
acquisition period, the maximum pulsating stress was approximately o\ = 1 MPa, which 
occurred during a design event. 

The modified static and pulsating distributions are convolved, assuming they are 
independent, to get a combined stress distribution which is integrated to get a stress 
exceedance distribution. This distribution is used along with a design probability of 
exceedance, E, to determine a design stress. This stress is interpreted as that which will 
be exceeded in E percent of the armor units. Note that this is a hydraulically stable 
design stress because the impact stress is not yet included in the calculations. We do not 
include impact stresses because of the unknown scale effects in the instrumented impact 
tests and because of the uncertainties associated with uninstrumented drop test results. 
All of the calculations for stress prediction are performed within a PC computer-based 
program called CAUDAID. 
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Extensive physical model tests utilizing the small-scale load cell instrumentation were 
used to validate the static log-normal distribution (Melby 1992). But, as noted by Melby, 
the mean for the prototype data is significantly greater than that of the scaled physical 
model data. There are several reasons for this difference including the flat slope of the 
prototype breakwater, surface friction scale effects, and overly stiff instrumented cross 
sections in the small-scale units. Utilization of the modified prototype static distribution, 
rather than the load cell measured results, is likely to be conservative. But as shown 
later in this paper, these modified prototype distributions appear to predict the design 
stresses well. 

The data reported in Burcharth et al. (1991) and Anglin et al. (1990) are based, for 
the most part, on scale model results utilizing the load cell structural instrumentation 
scheme. The results published by these two authors were accomplished through careful 
laboratory examinations and their results appear to be very reliable. As noted above, 
this load cell instrumentation scheme has also been employed by the present authors 
but has only been validated for pulsating response. Scale effects in both static and 
impact load cell measured responses may introduce unconservativeness in the dolos load 
prediction process. Thus the load cell measured results are not included in this paper. 

2.1     Application of Maximum Stress Prediction Methods 

The stress predictions described in the previous section have been applied to several 
dolos armored breakwaters (Table 1). The LRFD methods were not used in this section 
so that actual computed stress levels could be shown clearly. Each example breakwater, 
with the exception of Cleveland and Sines was physically surveyed by the authors within 
the last 6 months. Cleveland and Sines breakwaters have been thoroughly studied by 
others and therefore provide excellent examples. The 1974 rehabilitation of the Crescent 
City breakwater was not used as an example because many of the dolosse were broken 
due to storms that occurred during construction. In Table 1, Age is the difference in 
years between original construction and the last survey; H, the wave height in meters; 
W, the weight in tonnes; N, the number of dolosse placed; S, the specific gravity; r, the 
waist ratio; cot(a), the breakwater slope; E, the probability of exceedance used in the 
calculation of the design stress, which is the surveyed number of broken dolosse as a 
percentage of the total number of dolosse placed; al, the maximum principal stress as 
computed in CAUDAID in MPa; and ft, the concrete tensile strength in MPa. 

Each structure has its own design peculiarities which effect the design stress as fol- 
lows. 

• Crescent City:  Flat structure slope makes structure extremely stable and limits 
breakage; conservative stress estimates will always be high. 

• Humboldt:   Conventional reinforcement adds approximately 20% to resistive ca- 
pacity as reflected in high /(. 

• Nawiliwili: No peculiarities; relatively simple application of stress prediction meth- 
ods. 

• Waianae: Wide fronting reef limiting wave energy; E = 1 does not include 170 
construction related breaks. \ 
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Table 1: Application of Design Methods 

SITE Age H W N S r cot(a) E ff\ ft 
Crescent City 7 11 38 680 2.46 0.32 5 1 8.1 7.0 

Humboldt 10 12 38 4772 2.46 0.32 2 1 8.5 8.4 
Nawiliwili 15 7 10 485 2.30 0.32 2 8 3.6 3.8 
Waianae 13 4 1.8 6633 2.30 0.32 2 1 3.5 3.8 

Honolulu, H 16 8 5.5 4516 2.30 0.32 2 4 3.5 3.0 
Honolulu, T 16 8 3.6 13790 2.30 0.32 1.5 4 3.0 3.0 

Cleveland 5 4 1.8 29500 2.30 0.32 2.0 4 2.4 2.5 
Sines 1 14 42 19000 2.55 0.35 1.5 5 6.2 5.0 

• Honolulu: Wide fronting reef; estimated concrete strength is low by U.S. construc- 
tion standards. 

• Cleveland: Estimated concrete strength is very low. 

• Sines: Damage primarily due to single storm, long slope, deep water. 

Given no peculiarities, the stress prediction methods will reasonably predict long-term 
cumulative damage of a relatively stable structure (Nawiliwili) but will overpredict short 
term damage (Sines) and damage on a extraordinarily stable structure (Crescent City). 
Although the stress prediction methods do not include impact response, the conserva- 
tiveness in the predicted stress appears to allow enough safety to account for all loading 
over the structure life. Because the design goal is to achieve an armor layer design that 
does not require periodic rehabilitation and has an extremely low probability of catas- 
trophic failure during its design life, the stress prediction program is appropriate for 
conservative design load determination and it was used as input to the following LRFD 
methods. 

3     LRFD - Optimizing Design Methods 

3.1    Strength Enhancement Options 

As shown in Table 1, the design stress for the large dolosse at Crescent City exceeds the 
tensile strength. Also, because these dolosse were built without significant reinforcement 

and because the average stress level is increasing over time (Kendall and Melby 1990), the 
dolos breakage is expected to continue and a rehabilitation will likely be required before 
the design life is reached. For the Crescent City breakwater, a strength enhancement 
of the design dolosse is required. Melby (1992) showed that, as a general rule, for 
dolosse exposed to design wave heights above 7m, the stress exceeds the commonly used 
concrete strength of 3.6 MPa and strength enhancement is required. The designer has 
several strengthening options including fiber reinforcement, increased concrete strength, 
modified shape, and steel reinforcement. 



RELIABILITY METHODS FOR DOLOS 1391 

Metal fiber reinforcement was used in Crescent City and Humboldt, California dolosse. 
The Crescent City dolos tensile rupture strength was very high (Kendall and Melby 1990) 
using approximately 1 % fibers; but this high strength is likely attributable to the con- 
crete mix characteristics and not the fiber. With approximately 50 kg of steel added 
per cubic meter of concrete, a mere seven percent tensile strength increase was reported 
from tests conducted during trial mix designs. One of the major problems encountered 
during prototype casting was the tendency for the steel fibers to congregate or "ball up" 
during concrete mixing. Recent evidence indicates that fiber reinforcement is not likely 

to increase the strength enough to make it economical. 
Increasing the concrete tensile strength can be practical in the U.S. because high 

strength concrete is now commonly used. Also, recent tests of high strength silica fume 
concrete indicate that the ratio of tensile to compressive strength is maintained for com- 
pressive strengths up to about 107 MPa (Saucier 1984). But the compressive strength 
can only be increased economically to about 70 MPa at this time. The corresponding 
tensile strength of this concrete mix is approximately 7 MPa. 

For armor unit design, the primary design input site parameters include directional 
wave energy, water depth, breakwater slope, and position on breakwater. The designer is 
free to optimize the design by varying the dolos weight, shape, density, packing density, 
and material strength. In practice though, the dolos shape and concrete properties are 

fixed, with a waist ratio of r = 0.32, a packing density of k& = 0.94, a specific weight 
of approximately 2.3, and a compressive strength of f'c = 36 MPa. This leaves only 
the dolos weight as a variable. But in order to achieve an optimized design, none of 
these parameters should be fixed. Also, for some designs it may be more economical to 
reinforce slender dolosse than use unreinforced stout dolosse. 

Utilizing the previous stress prediction methods, it is a simple process to minimize 
the stress level by varying the dolos shape, packing density, and material properties. For 
a given waist ratio, incorporating reinforcement in the optimizing process is straight for- 
ward, as will be shown. But our ability to fully optimize the dolos design by maximizing 
dolos strength and hydraulic stability is limited because knowledge of dolos stability and 
stress versus waist ratio is still needed. Also, no research has been done to determine the 
response of very slender dolosse (r < 0.31). Yet with efficient reinforcement schemes, 
slender reinforced dolosse may be a viable option because the amount of concrete is 
reduced and the wave energy dissipation of the armor layer is increased. Integrating re- 
inforcement, shape modification, and stability analysis into a general optimizing design 
procedure using existing knowledge is therefore a great challenge. 

In order to explore the advantages of shape modification on stability, previous re- 
search results were used. Zwamborn et al. (1988) provided stability results for dolos 
waist ratios of 0.33, 0.36, 0.38, and 0.40. In the following analyses, these stability data 
were highly simplified by averaging multiple curves for various surf similarity parameters 
and extrapolating to slender waist ratios. Figure 2 shows the resulting Hudson (1958) 
stability coefficient versus waist ratio curve. This curve is simply used in the general 
optimization process herein and is not intended for design purposes. 

3.2    LRFD Formulation 

The design stress is a result of combined bending and torsion loads. To resist combined 

loading, the strength due to torsion is generally different than the strength due to flexure. 
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Figure 2: Hydrodynamic Stability from Zwamborn et al.(1988) 

Also, reinforcement schemes must be designed for torsion and flexure separately in order 
to maximize efficiency. Therefore, a strength failure criterion in the form of a moment- 
torque circular interaction curve has been adopted for both unreinforced and reinforced 
dolos design, i.e., 

£)'+(£)'=' 
Mcr = Sniftf is the flexural cracking moment in the absence of torsion and T„ = Srfct 
is the torsional cracking moment in the absence of flexure. Here SM and ST are the 
flexural and torsional section moduli and fct is the tensile splitting strength. Mc and Tc 

are the respective moments at failure in the presence of combined bending. 
The principal stress as computed by CAUDAID can be used as the loading criterion 

if the statistical variability of the torsional and flexural contributions to this principal 
stress are known. For this analysis, we assumed M = SMkM°i and T = Srhr^i, 
where the torsional and flexural section moduli are given by ST = 0.2105(rC)3 and 
SM = 0.10526(rC)3, respectively. Here C is the fluke length and r the waist ratio. The 
stress contribution factors are taken from Crescent City prototype data as fcy = 0.6 and 
hp[ = 0.6. These values require further refinement and will be addressed in the future. 

Using Equation 12, the torsional and flexural concrete strength in combined loading 
can be expressed as 

Tc = - ,     Tcr   — (13) 

Mc = 

l + 4(f) 
Mcr (14) 

1 + 0.25 



fSjkTTi =   <j>0.7Tcr 

1.0(0.6)<ri =    0.85(0.7)/c( 

ffi ~     fct 

T^M^M^l =   4>0.7Mcr 

1.0(0.6)(j1 =   0.9(0.7)/d 

ffi ~     fct 
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With fcy and fcjw equal to 0.6, Mc/Tc = 0.5, and the combined loading torsional and 
flexural strengths are 70 % of the respective pure torsional and flexural strengths. Also, 
design fluke stress levels are conservatively estimated to be equivalent to those in the 
shank, although they are assumed to be created from pure flexural loading. This is 
perhaps overly conservative but is done here in order to illustrate the general analysis 
procedure. 

The load factor in Equation 1 has been determined using Equation 3 and the values 
given in Section 1 for the limit states. The load factor was found to range from 1.0 
to 1.2 over a range of typical values of the exceedance probability. A value of 7 = 1.0 
was used herein because of the conservativeness inherent in the calculation of the design 

stress. With the strength and loading defined, the LRFD balanced equation, ~yQ = <j>R, 

becomes for torque 

(15) 

(16) 

(17) 

and for moment 

(18) 

(19) 

(20) 

The approximation is done in order to show the basic methodology as simply as possible 
in this brief format. 

3.3     Unreinforced LRFD 

The preceding stress prediction methods, shape modification and high-strength concrete, 
waist ratio stability and combined loading strength reduction have all been incorporated 
into the LRFD design formulation above to determine the optimal unreinforced dolos 
weight for a given design wave height. For the unreinforced dolos analysis, stable dolos 
weights were computed for several waist ratios using the Hudson equation with a given 
wave height, structure slope of cot a = 2, specific gravity of S = 2.34, packing density 
of K& = 0.94, and KD of half the value shown in Figure 2 (i.e., no-rocking). These 
stability coefficients were chosen to be conservative. Using the Hudson stable weight, 
the design maximum principal stress, which is the load side of the LRFD Equations 17 
and 20, was computed using CAUDAID with E = 5%. On the resistance side of the 
LRFD formulation, concrete splitting tensile strengths were estimated using compressive 
strengths of 35 MPa and 70 MPa and the ACI splitting strength recommendation of 

fa — 6\Z7c- Note that the strengths and loading moments were reduced for combined 
loading in Equations 13, 14, 15, and 18 but the final LRFD equations reduced to equating 
the design stress to the splitting tensile strength (Equations 17 and 20). 

Figure 3 shows the hydraulically and structurally stable weight for unreinforced 
dolosse as a function of wave height for the three waist ratios and two concrete strengths. 
Note that the maximum wave height that can be successfully resisted for unreinforced 
dolosse over the design life of the structure is approximately 7.5m using high strength 
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concrete. For larger wave heights it is necessary to reinforce with structural steel. The 
effects of waist ratio can be clearly seen in this figure. The more slender the dolos, 
the less the required weight. But the figure shows that, for a given wave height, high 
strength concrete might be required for a more slender design dolos while not for the 
stouter dolos. It is clear that dolos design optimization could save a considerable amount 
of money through minimizing the concrete costs. 
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Figure 3: Unreinforced Structurally and Hydraulically Stable Dolos 

3.4    Steel Reinforced LRFD 

Two options exist for the steel reinforcement; deformed bars and ptestressed tendons. 
In the U.S., the Corps of Engineers has placed conventionally reinforced dolosse on 
the Humboldt, Ca. Jetties; Manasquan Inlet, N.J. Jetties; and on several Hawaiian 
breakwaters. In most cases, no information was available about the magnitude of flexural 
and torsional loading. This resulted in inadequate hoop steel to resist torsional moments 
and improperly sized longitudinal reinforcing. With appropriate information about the 
nature of the loading, proper amounts of steel can be used to greatly strengthen dolosse. 

Conventional reinforcement corrosion can be a significant problem. As a unit is 
loaded, tensile stresses within the concrete are transferred to the steel dowels along 
their development length only after the concrete cracks. Depending on the nature and 
severity of the loading condition, these cracks often extend through the concrete cover 
layer. Also, if the steel bars deform outward during concrete pouring then the amount 
of bar cover can be reduced. In the marine environment, cracks provide a conduit for 
seawater intrusion and subsequent chloride ion attack. This results in corrosion of the 
steel, and ultimately the eventual failure of the unit. 

For the moderate to severe wave climate, prestressed concrete offers a solution for 
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strengthening dolosse that would otherwise crack. Prestressed concrete also has an 
enhanced ability to resist impact loads and fatigue. 

3.4.1     Conventional Steel Bar Reinforcement Design 

With conventional steel bar design, the torsional steel is specified first, and then the 
flexural steel. As per ACI (1989), resistance to torsional loading is computed as Tn = Tc+ 
Ts, where Tn is the nominal torsional strength, and Tc and Ts are the nominal concrete 
and steel torsional strengths, respectively. Thus, the torsional resistance provided by 
the hoop steel is computed by 

Ts = ihl^L (21) 
<p 

and the area of steel by As = Ts/Rhfy where R^ is the distance from the center of 
section and fy is the steel yield strength. To offset pure torsional forces, an equivalent 
amount of longitudinal steel is placed in the spacing between hoops as is contained in a 
single hoop. 

Contrary to the preceding torsional reinforcement design, resistance offered by the 
concrete tensile strength is not considered in flexure. Nominal strength is reached when a 
crushing strain at the extreme fiber occurs as the tension steel yields. Strains in the steel 
and concrete are assumed directly proportional to the distance from the neutral axis. 
Unlike conventional structures where ductile failure indicates imminent collapse, armor 
unit design benefits from a brittle failure where a high steel-to-concrete ratio reduces 
crack width and formation under service loading. Although the stress-strain distribution 
across the section is nonlinear, a rectangular distribution is used to facilitate design. 
A concrete stress intensity of 0.85/^ is assumed to be uniformly distributed across an 
equivalent compressive zone. With the compressive force defined, an equivalent tension 
force comprised of the sum of forces generated by symmetrically placed steel is assumed. 
These forces become the components of a moment couple dependent on an unknown 
neutral axis location, requiring an iterative solution. The procedure to specify flexural 
steel is straight forward and the reader is referred to ACI (1989). 

Using the aforementioned conventional reinforcement analysis methods, it was found 
that the reinforcement scheme of 12 equally spaced #6 bars in 16-ton dolosse at Man- 
asquan, NJ provided approximately a 20% increase in flexural capacity and little increase 
in torsional capacity. 

Figure 4 shows the results of a more general analysis with the weight of reinforcing 
steel required within a stable dolosse versus design wave height. fs is the steel yield 
strength. Note that while the packing density is held constant, the porosity of the armor 
layer varies with waist ratio. Therefore to permit comparison of differing strengthening 
schemes, the amount of steel is given per 100m2 of breakwater surface. Again, the 
effects of waist ratio can be clearly seen. The more slender the dolos, the less the 
number required to armor the breakwater. This significantly offsets the increase in steel 
required for slender units. Also note that, although high strength concrete was analyzed, 
the resulting curves are not shown because they do not differ significantly from those 
of normal strength concrete. This is because most of the resistance in a conventionally 
reinforced dolos comes from the steel. It must be noted that even though a substantial 
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amount of steel is specified, conventionally reinforced dolosse are still susceptible to 
cracking and, hence, a possible reduction in service life. 
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Figure 4: Conventional Reinforcing Steel Required 

3.4.2     Prestressed Steel Reinforcement Design 

Prestressing is a means of applying a precompression load to a structural member regard- 
less of the dead or live loads acting on the structure. For the plane stress assumption, 
as precompression is added, the failure plane becomes more vertical and the section less 
susceptible to pure shear related inclined cracking. 

Prestressed concrete design methodology differs from that of conventional reinforce- 
ment because both the torsional and flexural tensile strength of the concrete must be 
considered. Prestressing acts to directly apply an axial compressive force. The mag- 
nitude of the prestressing force is governed by the loading mode. The principal stress 

reduction factor as a function of a given precompression stress is 

£ = 0.5 (kM - A + \J{kM - A)2 + Ak2
T (22) 

where A is the ratio of applied precompressive stress to design principal stress, as com- 
puted by CAUDAID, and UM and kr are 0.6. Substituting the moment-torque interac- 
tion relation into Equation 1 yields 

7c>T<7i = 0.5</> 

\! 

f'c 

!+4(W 
(23) 

for torsion with a similar relation for flexure. Again, ACI (1989) standard design practice 
methods were used to determine the amount of steel required. 
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Figure 5 shows the amount of steel required for the given design wave for the same 
100m2 of breakwater surface as used in the conventional reinforcement design. fpu is 
the steel strength. Again, the slender reinforced dolos appears to be more efficient than 
the stouter one. Comparing Figures 4 and 5 shows that the prestressed dolos made with 
normal strength concrete requires slightly less steel than the conventionally reinforced 
dolos. But, using high-strength concrete, it is clear that the combination of prestressing 
and high-strength concrete is a much more efficient than conventional reinforcement. 

CO 

< 
E 
o o 

z 

OQU- 

r=0.36 

300- 

250- /         r=0.32 

/      /  r=0.28 

200 / // r=0.36 

///      r=0.32 
150- //'  // r=0.28 

100-1 
/ /// 

50-1 Ar    /y   f'c = 35 MPa 

0^ i " i •    i     i     i 

   f'c - 70 MPa 
fpu = 1035 MPa 

i         i         i-        i         i 

8       9       10      11 
Wave Height, m 

12     13     14     15 

Figure 5: Prestressed Steel Required 

4    CONCLUSIONS 

In this paper conventional structural reliability methods have been adapted to the de- 
sign of dolos. The loading was specified using a PC-based stochastic stress prediction 
algorithm incorporating Crescent City prototype dolos stress distributions. These site 
specific static and pulsating stress distributions are modified in the program according 
the user specified dolos weight, armor unit density, number of layers, waist ratio, and 
wave height. The static and pulsating stress distributions are combined to get a design 
distribution which is used along with a design probability of exceedance to get a maxi- 
mum probable stress level for the design armor layer. The LRFD methods are formulated 
so as to preserve this exceedance probability or the expected amount of breakage on the 
breakwater over the design life. It is shown that these methods predict the stress levels 
in dolos armored breakwaters well. The LRFD methods are further employed to allow 
the design of steel bar reinforcement. 

The new design methodology is used to compare various strength enhancement op- 
tions for dolosse including shape modification, high strength concrete, conventional steel 
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rebar reinforcement, and high strength prestressed reinforcement. It is shown that for 
wave heights below about 7.5m stouter dolosse and high strength concrete can be used 
effectively. Steel bar reinforcement may be required in dolosse for wave heights above 
7.5m. It is shown that in some cases it may be economical to use slender dolosse with 
reinforcement than to use stouter dolosse without reinforcement. Finally, prestressing 
was found to be slightly more efficient than conventional steel bar reinforcement when 
used with normal strength concrete but superior when used with high strength concrete. 
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CHAPTER 107 

LABORATORY INVESTIGATION ON THE STABILITY OF A 
SPHERICAL ARMOR UNIT OF A SUBMERGED 

BREAKWATER 

N. MIZUTANI,1 K. IWATA, 2 T. M. RUFIN JR.,3 and K. KITRATA i 

Abstract 

The stability of the armor unit in relation to the wave force acting 
on a spherical armor unit of a submerged breakwater was discussed 
experimentally in this paper. Stability models were derived to relate the 
stable weight of the spherical armor unit with the wave forces acting. 
The proposed models were in good agreement with the experimental 
results. And the vicinity around the leading crown-edge was revealed 
to be the most critical location of the submerged breakwater. 

1. INTRODUCTION 

The submerged breakwater is one type of coastal structure that can compen- 
sates the demerits of a detached breakwater in the prevention of beach erosion. 
In the design of submerged breakwater, stable weight of the armor unit must 
be properly evaluated. The critical stable weight of the armor unit depends 
largely on an accurate estimation of the wave forces and on a complete un- 
derstanding of its generating mechanism and the wave characteristics; thus, 
it is necessary to estimate the stability in relation to wave forces in assessing 
the overall effectiveness of such structure. A number of researches has been 
conducted on the stability of armor units and many estimation methods have 
been proposed, such as Hudson (1959) and Van Der Meer (1987). Uda et al. 
(1989) developed an estimation method of stable weight of armor units of an 
artificial reef based on the laboratory experiment of armor stability. However, 
previous researches show that very few studies about wave force acting on ar- 
mor units have been conducted; although there has been some study on wave 
forces acting on an armor rubble of a rubble-mound slope breakwaters (Iwata 
et al., 1985), still its wave force characteristics are not fully clarified. Hence, 
this paper aims to present experimentally the stability of a spherical armor 
unit of a submerged breakwater in relation to the wave forces acting on it. 
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2M. ASCE, D. Eng., Professor, Dept. of Civil Eng., Nagoya Univ., Nagoya, JAPAN 
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4D. Eng., Researcher, Toyo Construction Co. Ltd., Nishinomiya 663, JAPAN 

1400 



BREAKWATER SPHERICAL ARMOR UNIT 1401 

2. EXPERIMENTAL PROCEDURE 
The stability tests and the laboratory observations of wave forces acting 

on a spherical armor unit on a submerged breakwater were carried out using 
an indoor wave tank (25 m long x 0.7 m wide x 0.9 m deep). The submerged 
breakwater, as shown in Fig. 1, was installed on a horizontal bed. The model 
of the breakwater was prepared using spheres, diameter D = 0.03 m, to ex- 
clude complexities due to shape complexity of natural stones. The porosity of 
the submerged breakwater was 26%. Two separate sets of experiments under 
different water depths were performed in this study, hereafter to be referred 
to as EXPT90 and EXPT91 respectively. 

h   (in) 
t 

d(m) 

EXPT90 0.30 0.10 

EXPT91 0.27 0.07 

Fig. 1 Schematic diagram of submerged breakwater. 

2.1 Stability Measurement 
Eight and 12 samples of spheres of the same diameter but varying in weight 

were prepared for EXPT90 and EXPT91, respectively. Regular waves with 
different wave periods (EXPT90: T = 1.0, 1.41, 1.60 s; EXPT91: T = 1.0, 
1.4, 1.80 s) were generated in this experiment. For every designated locations 
on the submerged breakwater, the critical wave height of each sample in each 
period were determined. Critical wave height is defined as the minimum wave 
height required to move a given sample of sphere. The determination was 
made by generating series of experimental trials with different values of wave 
height until the critical wave height is attained. Then, the corresponding 
water surface elevations and horizontal and vertical water particle velocities 
(u and w) were measured with electric capacitance-type wave gauges and an 
electromagnetic-type velocimeter. For EXPT91, wave forces in horizontal and 
vertical directions (Fx and Fz) were also measured with cantilever-type wave 
force meters.   Measurements were conducted for both embedded and non- 

wave force 
meter 

(a) non-embedded    (b) embedded(EXPT90)    (c) embedded(EXPT91) 

Fig. 2 Methods of wave force and velocity measurements. 
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embedded conditions and the methods of stability measurement for each set 
of experiment are given in Fig.   2.   However, the half-embedded condition 
was adopted in EXPT90 since few movements in embedded conditions were 
observed. 

2.2 Wave Force Measurement 
Wave force measurements were also performed in this study to determine 

the fundamental characteristics of wave forces under a given wave conditions. 
Regular waves with the same periods as in the stability measurements were 
generated. Four different values of wave height (Hi = 0.03, 0.05, 0.07, 0.10 m) 
which include both non-breaking and breaking wave conditions were assigned 
in this experiment. For each wave condition, the water surface profile, hori- 
zontal and vertical water particle velocities and wave forces were measured for 
both non-embedded and embedded conditions using the same instruments as 
in the previous experiments. The methods of wave force and velocity measure- 
ment are shown in Fig. 2. 

Figure 3 shows the schematic illustration of the wave force meter devised for 
this experiment. It consists of a supporting rod and a cantilever with a sensing 
sphere on its head. The cantilever was covered with shield of appropriate shape 
to minimize the flow-turbulent effect. The wave force acting on the sphere 
causes strain on the cantilever and the output signal of the strain gauge on 
the cantilever together with the calibration table gives the magnitude of the 
wave force. The natural frequencies of wave force meters are more than 10Hz, 
which are much higher than the incident waves but its effect on wave forces 
is negligible and is removed using a low pass filter. The same diameter of 
sensing sphere was chosen for the non-embedded condition , however, a smaller 
diameter, D — 0.025 m, of sensing sphere was used for the embedded condition 
in order to prevent contact with the surrounding spheres. 

15mm <£—- 

Sensing  sph 

Fig. 3 Schematic diagram of cantilever-type wave force meter. 
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3. Stability of the Armor Unit 
The relationship between the dimensionless critical stable weight of the 

armor unit W^/pgD3 and the dimensionless maximum velocity um/^/gcl is 
shown in Fig. 4, where W'c is the critical stable weight of the armor unit in 
water, p is the density of water, g is the gravitational acceleration and subscript 
m indicates the maximum value. In the figure, the dimensionless maximum 
velocities corresponding to KCX number equal to 10 and 20 are also indicated, 
where KCX = umT/D is the Keulegan-Carpenter number. It it shown that 
the dimensionless critical stable weight is proportional to the velocity when 
KCX is less than 10. On the other hand, it is proportional to the maximum 
velocity squared for KCX larger than 10. 
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Fig. 4 Relationship between Wcl/pgD3 and um/y/g3. 

Figure 5 shows the relationship between the dimensionless maximum wave 
force Fxm/p(uy/u2 + w2)mD2 and KCX. In the figure, the mean value obtained 
for an isolated sphere (Iwata and Mizutani, 1989) is also plotted.  It can be 
observed that Fxm/' p{u\/u2 + w2)mD2 is inversely proportional to KCX when 

D.—,—.-,., 1 , 1 1—,—[ ~r-i •! 1 1 1 1—i—i— 
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(a) non-embedded(EXPT90) 

Fig. 5 Relationship between Fxm/p(uVu2 + w2)mD2 and KCX. 
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KCX < 10. The inclination becomes mild when 10 < KCX < 20 and it 
approaches a constant value when KCX > 20. These tendencies are quite 
similar to those of isolated spheres. This clearly shows that the drag force is 
dominant over the inertia force when KCX > 20; conversely, the inertia force is 
a significant component when KCX < 20, especially when KCX < 10. And this 
causes the difference in the inclination of variation as given in Fig. 4. Thus, it 
can be concluded that the inertia force is also an important force component 
for the stability of the armor unit. Furthermore, this result suggests that a 
more accurate estimation of stable weight of an armor unit will be attained if 
it is expressed in terms of the wave forces acting rather than by its velocity. 

4. STABILITY MODEL 
In all stability trials, the motion of all samples was observed to be a 

rotating-type. This signifies that the spherical armor units starts to move 
when the overturning moment overcomes the restoring moment. Thus, the 
relationship between the stable weight and the wave force acting is obtained 
from the equilibrium state of moments. The force components considered in 
the system are the wave forces, gravitational force, buoyant force and frictional 
force. However, the frictional force between spheres is not considered in the 
analysis; since, the contact area between spherical armor units is very small 
and its contribution is considered to be negligible as compared to the other 
forces. This treatment, however, leads to a conservative estimation in the 
engineering point of view. The schematic diagram of the equilibrium state is 
shown in Fig. 6, and the following equations are obtained from this balance of 
moments. 
For the non-embedded condition: 

Wc   = 2^2 Fpm      _B^_     Fn^ 

pgD3     (cos9-2^2 sin 6' PgD3     pgD3     pgD3 

For the embedded condition: 

Wc Fz„ 
+ • 

Bt + Fx„ 
pgD3     pgD3     pgD3     pgD3 

(1) 

(2) 

M0:overturning moment 
Mr:restoring moment 

Fig. 6 Balance of moment and force. 
10-3 10-^    FXm(N) ,„- 

Fig. 7 Relationship between 
Fzm and Fxm. 
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where Fpm and Fnm are the maximum tangential and normal components of 
wave force, respectively, and BF is the buoyant force. 

In the given equations, the third term should be the instantaneous value 
when the wave force component in the first term becomes maximum. However, 
based on the experimental results, there are cases that the normal and tan- 
gential wave forces or vertical and horizontal wave forces attain its maximum 
values almost instantly. This phenomenon corresponds to the most dangerous 
condition of armor stability; thus, the maximum values instead of the instan- 
taneous values are adopted in the third term of the given equations. 

However, for easier evaluation of the stable weight, the given equations 
should be expressed in terms of one wave force component. Figure 7 shows 
an example of the relationship between Fzm and Fxm. From the figure, the 
orthogonal wave forces are correlated by a linear relationship as given in the 
following equation. 

Fnm = <t>Fpm Fzm = <j>Fxm (3) 

where <j> is the coefficient determined by least square method and varies with 
the settlement condition (non-embedded or embedded) and location on the 
submerged breakwater. 

Substitution of Eq.(3) into Eqs.(l) and (2) yields the final form of the sta- 
bility model and are given as follows: 

For the non-embedded condition: 

wc   = , 2^2 Fpn      _BL_ 

pgD3     Kcoe0-2y/2sm6      9'pgD3 ^ pgD3 y' 

<t>= 1.0 

For the embedded condition: 

pgD3     (    4,   'pgD3     pgD3 { 

<f> = 0.7 for armor units on the crown 
<f> = 1.6 for armor units on the slope 

The proposed model, hereafter to be referred as MODEL A, expresses 
the stable weight in terms of two wave force components together with the 
buoyant force. Some of previous research, however, considered only one wave 
force component which is in the direction of movement. This type of condition 
is also considered in this paper, another model without the third term of Eqs. 
(1) and (2) is derived as given in Eqs. (6) and (7) and hereafter to be referred 
as MODEL B. 
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For the non-embedded condition: 

Wc 2y/2 Fp„ 

pgD3     cos 9 - 2\/2 sin 9 pgD3 

For the embedded condition: 

+ 
p~g~W 

Fz„       BF W, 
p^Z?3     pffZ?3     pgD3 

(6) 

(7) 

The comparisons between experimental results and the proposed models 
are given in Fig.8, from which an excellent agreement between the calculated 
value of MODEL A and the experimental value is revealed. On the other hand, 
MODEL B underestimates the stable weight as shown in Fig.8(b) and (c). 
This implies that the normal component of wave force for the non-embedded 
condition and the horizontal component for the embedded condition are both 

o.i 
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Fig. 8 Relationship of WjpgD3 with maximum dimensionless wave force. 
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significant in the armor stability. The normal component of wave force en- 
larges the upward force, thereby, making the non-embedded armor unit more 
unstable. Whereas, the horizontal force enlarges the overturning moment of 
the embedded armor unit. 

Based on these two models, it is shown that the third terms are very impor- 
tant in a precise estimation of the armor stability. Thus, it can be concluded 

that both wave force components should be taken into account for an accurate 
estimation of stable weight of an armor unit. Very small difference between 
MODEL A and MODEL B is obtained for the non-embedded armor unit on 
the sloping part; since, in this situation, the tangential component of wave 
force is dominant over the normal component. 

5. Maximum Wave Force 
The proposed models express the stable weight of an armor unit in terms 

of the maximum wave forces acting on it. Therefore, an accurate estimation 
of wave force is required in the evaluation of stable weight. 

Figures 9 and 10 show the variations of the dimensionless maximum wave 
forces, Fxm/ pgHD2 and Fzm/pgIID2 with dimensionless distance from the 
leading crown-edge, x/L, as obtained from the wave force measurement exper- 
iments, where x is the horizontal distance measured from the leading crown- 
edge and L is the wavelength. Regardless of ht/L, where ht is the still water 
depth at the toe of the submerged breakwater, the variations under the same 
Hijht value are quite similar. However, different variations of Fxm/pgHD 
are obtained between non-breaking and breaking conditions. In Fig. 9, a typ- 
ical variation of non-breaking and breaking wave conditions are shown with 
broken and solid lines, respectively. 

For the non-embedded condition, Fxm/pgH D2 increases with x/L on the 
slope and it reaches a maximum value near x/L = 0.0, regardless of wave 
breaking. On the crown, Fxm/pgIID2 under breaking wave condition first de- 
creases rapidly with increasing value of x/L, then takes a very large value when 
breaking waves attack the armor unit; and then finally decreases again. Under 
the non-breaking wave condition, Fxm/pgHD2 decreases gradually with x/L, 
but a very large value at x/L = 0.7 is again attained. In general, Fxm/pgHD2 

on the crown under the non-breaking wave condition is larger than that of the 
breaking wave condition except in the vicinity of the crown-edge. 

For embedded condition, the variation of Fxm/pgHD2 with x/L is smaller 
as compared to the non-embedded condition, because the variation of its ve- 
locity is also small. 

The variation of Fzm/pgHD2 with x/L is shown in Fig.10; however, the 
values of Fzm/pgHD2 and its variation with x/L and Ei/ht are smaller than 
those of Fxm/pgHD2. The quantity Fzm/pgHD2 for both embedded and 
non-embedded conditions show no significant difference in magnitude except 
at x/L = 0.0 where it becomes large under the non-embedded condition. 

2 
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Fig. 9 Relationship of Fxm/pgHD2 with x/L. 

The relative crown depth, d/ht also has a significant effect on wave force, 
where d is the depth of water from the crown. Experimental results show that a 
smaller d/ht results in a larger wave forces, although the figures corresponding 
to larger d/ht are not shown in this paper (Iwata et al. 1991,1992, Mizutani 
et al., 1991, Rufin, 1992). 
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Fig. 10 Relationship of Fzm[pgIID2 with x/L. 
The relative crown depth, d/ht also has a significant effect on wave force, 

where d is the depth of water from the crown. Experimental results show that a 
smaller d/ht results in a larger wave forces, although the figures corresponding 
to larger d/ht are not shown in this paper (Iwata et al. 1991,1992, Mizutani 
et al., 1991, Rufin, 1992). 
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Fig. 11 Relationship of um/^/gW with x/L. 
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These characteristics of wave forces are well correlated with the water par- 
ticle velocities. The variation of dimensionless maximum particle velocities 
um/i/gW and wm/y/gH with x/L are given in Figs. 11 and 12. On the slope, 
the velocity becomes larger with increasing x/L, due to wave shoaling, then 
attains a maximum value at the crown-edge. On the crown, the dimensionless 
maximum velocity decreases with x/L because of energy loss due to friction 
in the permeable structure and also due to wave breaking. A clear difference 
between the non-embedded and embedded conditions is observed in the hori- 
zontal component; however, no significant difference in the vertical component 
is observed. With regards to the effect of d/ht, it was revealed that the dimen- 
sionless maximum velocity increases as d/ht decreases (Iwata et al. 1991,1992, 
Mizutani et al., 1991, Rufin, 1992). These tendencies are similar to the dimen- 
sionless maximum wave forces. This means that the variation of dimensionless 
maximum wave forces is largely attributed to the velocity characteristics. 
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6. STABLE WEIGHT OF SPHERICAL ARMOR UNIT 
Substituting the variation of maximum wave forces into Eqs. (4) and (5), 

the stable weight of the armor unit along the submerged breakwater is ob- 
tained. A plot showing the variations of the dimensionless stable weight of 
the spherical armor unit with x/L is given in Fig. 13. The discontinuity of 
the distribution at the leading crown-edge of the non-embedded condition is 
attributed to the significant contribution of the gravitational force. On the 
crown, the gravitational force acts only as a restoring force; however, some 
part of it acts as an overturning moment on the slope. 
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Fig. 13 Variation of W/pgD3 with x/L. 
It is confirmed from the figures that the stable weight increases with incre- 

ments of wave height on the slope where wave breaking does not occur. And 
the stable weight is greater around the vicinity of the crown-edge and at the 
location where wave breaks or where the horizontal roller and oblique-down 
vortex attack the armor units. Except at the vicinity of the crown-edge, there 
is a very little difference in the stable weight of the armor unit on the crown. 
7. CONCLUSION 

Results obtained from this study can be summarized as follows: 
(1) The vicinity around the crown-edge is revealed to be the most critical lo- 
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cation on the submerged breakwater. 
(2) A breaking wave greatly affects the stability of armor units. 
(3) Both horizontal and vertical or tangential and normal wave forces should 
be taken into account in the estimation of stable weight of armor units. 
(4) Stability models are derived to relate the stable weight of the armor unit 
with the wave forces acting. Also, the variations in the stable weight of spher- 
ical armor units on the submerged breakwater are given graphically. 
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CHAPTER 108 

New types of shore protection. Possibilities of application along the coast of 
France 

P. Monadier*, F. Ropert*, B. Bellessort**, J. Viguier** 

ABSTRACT 

The first part of this article gives an overview of the development 
works that have been carried out to date along the French coast, covering 
types, operating principles and impacts. A "philosophy" is identified with 
regard to the schemes implemented so far and those recommended for the 
future: rather than static structures that resist the action of the sea, it would 
often be preferable to substitute dynamic structures and schemes that work in 
harmony with it. Much research is being carried out on designs of this type. 
An analysis and summary of this work is given in the second part of this 
article. Most such work is currently at the experimental stage and no 
"miracle" solution has been found so far. Local conditions must be examined 
carefully before deciding to use any of the new alternatives being proposed. 

1. INTRODUCTION 

Until now, shore protection works on the French coast have usually 
involved the use of: 

- rockfill, for transverse structures (groynes) and longitudinal 
structures on the upper beach (sea walls) or at sea (breakwaters), 

- masonry or concrete structures (groynes, sea walls), 
- beach nourishment, sometimes combined with stabilisation works 

(groynes, breakwaters). 

The side-effects of these structures are not without drawbacks (for 
example, beach erosion), while blending them into the environment may pose 
problems. 

' SCTPMVN, 2 boulevard Gambetta, 60321 Compiegne, France 
* SOGREAH, 6 rue de Lorraine, 38130 Echirolles, France 
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In order to combat these negative features, various new solutions have 
been proposed in outline and even implemented in different parts of the 
world. 

The Service Central Technique des Ports Maritimes et des Voies 
Navigables (SCTPMVN) commissioned SOGREAH firstly to carry out 
bibliographical research into the various new types of protection and to make 
an objective critical analysis of them, and secondly to examine the 
possibilities of applying them along the coast of France. 

The operating principles of the various processes have been grouped 
under five headings: action on the hydraulic medium, use of geotextile, 
artificial seaweed, gentle methods, miscellaneous. 

2. THE FRENCH COAST: TYPES OF SCHEME - OPERATION 

2.1 The need for development works 

Coastal development works (other than at ports) have various aims: 
Natural processes: 
- protection against sea erosion (e.g. cliffs in the Caux region), 
- protection of low-lying areas against flooding (e.g. He de Re), 
- protection against changes in shoreline (e.g. La Coubre spit), 
- reclamation and polder construction (e.g. Mont Saint Michel). 
Human activities: 
- Development linked directly with tourist and resort activities, namely 

sea fronts (e.g. La Baule, Royan, Les Sables d'Olonne) or artificial beaches (e.g. 
Prado, Mourillon, Larvotto). 

- Coastal defence works (sea walls, dikes, groynes). 

2.2 Overview 

The French coast comprises 3300 km of soft terrain (i.e. 59% of the 
total, including 2000 km of beaches and 1300 km of marshland) and 2300 km 
of rocky formations. 

The structures built along the coast include: 
-1300 transverse structures (groynes), totalling 125 km, 
- 800 longitudinal structures (sea walls and bulkheads), totalling 

375 km. 

The total length (500 km) represents about 10% of the entire coastline 
(5500 km), i.e. a mean density of 50 m/km. On the basis of 5000-10 000 French 
francs per linear metre, the present cost of these works would be 3-5 billion 
francs. 
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The greatest density of structures is found in regions where loose 
formations are prevalent and where there is intense resort development, for 
example 175 m/km in Lower Normandy and 155 m/km in Languedoc- 
Roussillon and the central Atlantic coast. It is lowest in regions with loose 
formations but little development, such as Aquitaine (85 m/km) or a broken 
rocky coastline, such as Brittany (63 m/km). In Provence, where the coast 
consists mainly (75%) of hard rocks, the density of 100 m/km corresponds to 
a great extent to artificial beaches. 

2.3 Operation 

It is particularly important and instructive to analyse the operation of 
these schemes. Indeed, such an analysis must form the basis for future 
designs and justify the use of new methods. 

The schemes may be divided into two basic categories, namely static 
("hard" structures, such as bulkheads and sea walls that are "opposed" to the 
sea) and dynamic works (consolidation, by-passing, dune development, 
which are an attempt at compromise). Until recently, static methods were the 
ones most commonly used. They have often had negative impacts connected 
with two main factors: 

- insufficient knowledge of the natural phenomena involved, resulting 
in inappropriate, wrongly sized or badly situated schemes, 

- consideration of problems at the wrong scale, i.e. by taking into 
account administrative and not sedimentological areas. 

The following points should be stressed in particular: 
- Longitudinal structures have broken the beach-dune links that helped 

to regulate beach evolution and contribute to beach nourishment. They have 
disturbed both transverse and longitudinal balances by introducing resistant 
points that have finished by creating protrusions which then suffer 
preferential wave attack. 

- Sea walls and bulkheads are often located too close to the sea and 
have given rise to erosion as a result of wave reflection and breaks in the 
natural equilibrium profile of the sea bed. 

- There are serious problems of erosion on the down-current side of 
groynes because of a shortage of sediment supply. This problem is never 
solved correctly. 

Structures of this type have therefore often produced erosion processes 
requiring other types of remedial work. This all has a snowball effect. A few 
examples may be given: 

- On the regional scale, the coastal regime in the Seine-Somme area has 
been strongly affected by the various harbour works implemented over the 
last 200 years and by widespread pebble extraction. What was once a 
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continuous stretch of coast 150 km long is now segmented by harbours, while 
the stock of sediment (pebbles) has been impoverished. 

- On the local scale, most large beaches developed inside bays are 
being eroded, mainly on account of the negative effects of coastal 
development works (as at La Baule, Les Sables d'Olonne and Royan). 

- Numerous small harbours have produced localised disruptions, in 
particular when they are situated inside bays, as at Bormes-les-Mimosas, 
Cavalaire or Pornichet. 

Until now, dynamic (or so-called "gentle") methods have been used 
relatively infrequently, for two main reasons: 

- They do not provide any "universal" solution. The more active the 
coastal regime, the more difficult it is to contemplate using them. For 
example, they would be well suited to many small bays in Brittany but 
unacceptable on the coast of Aquitaine. 

- In addition to the initial investment required, they usually involve 
maintenance, which is rarely appreciated by local and regional authorities. 

3. NEW METHODS 

Over the past two or three decades, the financial aspects involved (protecting 
1 km of coast now costs 5-10 million francs) and increasing environmental 
awareness have favoured the use of "gentle" methods and at the same time 
encouraged research into new ones, mainly of the dynamic type. The various 
methods now being considered, experimented or studied may be grouped 
into five broad categories: 

- action on the hydraulic medium, 
- use of geotextiles, 
- artificial seaweed and planting, 
- gentle methods, 
- miscellaneous. 

3.1      Action on the hydraulic medium 

a. Modifications in wave propagation 

Investigations have concerned: 
- the recomposition of waves following artificial creation of a phase 

shift, the result of which is a transmitted wave carrying less energy than the 
incident wave: oscillating wall of water (PRINCIPIA), 

- recomposition of cone-diffracted waves producing a wave front 
parallel to the coast (SOGREAH-LCHF study), 

- reflection of waves on artificial bars (sand-filled geotextile tubes) 
according to the Bragg principle (NCEL). 
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These processes have all remained at the experimental stage as far as 
shore protection is concerned. 

b. Attenuation of wave energy 

Research in this field has concentrated more on various types of 
breakwater: 

- submerged breakwaters, 
- submerged moored floating breakwaters (Japan), 
- pneumatic breakwaters (Great Britain, CIS), 
- discontinuous pile-mounted breakwaters (CIS), 
- miscellaneous types of breakwaters: tyres, cement pontoons, 

articulated breakwaters (Cornic, C1000). 
Most of these studies have remained at the experimental stage. Often, 

the structures only operate correctly under specific hydrographic and 
oceanographic conditions. 

c. Slightly reflecting structures 

The function of these structures is to stabilise the coastline by limiting 
wave reflection and the formation of surf, which cause coastal erosion: 
Jarland caissons, Igloo blocks, ARC chambers (SOGREAH), Delta 
breakwaters (Berger Staemfli). 

The results obtained are generally satisfactory. 

3.2 Use of geotextiles in beach protection 

The main types of mattress that have been tested are Armorflex, 
Nidaplast and Enkamat. The various procedures involving structures with a 
geotextile envelope are Longard, Sandtex, Robusta and Cornic. Most of these 
procedures are derived from those used in rivers or lakes and there have been 
many drawbacks in using them in a maritime context, such as stability and 
fragility of the textiles, damage of human origin, etc. 

3.3 Artificial seaweed - planting 

a. Artificial seaweed 

So far, there have been no convincing results, although many tests 
have been carried out throughout the world. 
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b. Planting (in particular Posidonia) 

Planting Posidonia is now well understood, but there are still problems 
with this technique in the field of coastal protection, including growth time 
and area of planting. 

3.4 Gentle methods 

Gentle methods are meant to work in harmony with the sea. Usually, 
they should be considered not as a basic solution but as a complementary 
measure. The main types include: 

- development of dunes (a new solution includes stabilisation using a 
gel), 

- the creation of artificial coastal strips (Maguelo), 
- beach nourishment, which is an attractive solution that is still little 

used in France and which poses certain problems in terms of the quantity and 
quality of material used and maintenance, 

- by-passing; this technique is virtually unused in France so far; there 
are problems in terms of installation, maintenance and cost price. 

- acceptable coastline retreat; this solution can only be envisaged under 
well-defined coastal conditions (in particular geographic and economic). It 
must be acceptable to the authorities and persons concerned. 

3.5 Miscellaneous 

This heading covers many different methods, many of which are still at 
the experimental stage, for instance: 

- drainage of the foreshore (Stabeach system), 
- artificial reefs created by electrolysis, 
- planting on clay breakwaters (using geotextiles), 
- cylindrical groynes and breakwaters (SOGREAH). 

4. CONCLUSIONS 

Many solutions are currently at the experimental stage. There would 
appear to be no "magic" solutions. In fact, it would seem rather a case of 
looking at the positive aspects of developing and adapting systems that 
already exist but that are sometimes "forgotten" because of technical or 
financial problems (e.g. beach nourishment, by-passing). 
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FIELD ANALYSIS OF WAVE ACTION ON BREAKWATER 

Alessandro Muraca (*) - Vito Rossi (**) 

Abstract 

Field analysis of    breakwater damage    progression has been performed using 
monitoring programs which included both photographic and topographic surveying. 
Reliable information on cover blocks displacement were obtained using a metric 
camera and a digitizer.   Measured damage was compared with those estimated using 
empirical formulae. 
A computer model, capable of predicting damage progression, has been also 
calibrated using in site collected data. Predicted damage has been satisfactory also 
for long time interval period. 

Introduction 

Field measurements have been carried out on a breakwater built up to protect a water 
intake dockyard for the power plant of Montalto di Castro (Tyrrhenian Sea, Italy). 
Cover consists of two strata of rocks, randomly placed by land based equipment, 
whose average diameter is equal to about 1 meter. The weight of primary armour 
ranges from 2 to 4 tons and the seaward slope is 1:2. The water depth in front of the 
structure is about 5 m. The structure is faced by one Waverider Datawell and one 
Wave-Track directional Endeco: the first installed in 1978, the second in 1986. From 
December 1991 Wave Track Endeco was replaced by a directional wave rider 
Datawell. 
A field analysis of breakwater behaviour is necessary to evaluate the capability of 
commonly used design formulae for predicting the damage level ,due to wave attacks, 
attained by mound structure. Photogrammetric techniques combined with adequate 
ground control represents a common method for monitoring breakwater damage 
progression (Ackers, 1983; Gebert, 1984;Kluger, 1982; Pope, 1983; CETN, 1984). 

(*)  Faculty of Engineering - Viale Ungheria, 43 - Udine, Italy 
(**) ENEL-CRIS Servizio Idrologico - Mestre (Venice), Italy 
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Accurate field investigations relied upon the use of photography, supported by 
topographic measurements .Both metric and non metric cameras^vere used to 
photograph the breakwater cover layer. Metric photographs were analysed using a 
stereoscope ; this allowed both a better evaluation of cover blocks movements and a 
good estimation of the rotation of visible stones. 
An accurate time and frequency domain study was made on recorded wave climate; 
moreover wave grouping aspects, its statistical properties and possible affects on 
breakwater stability were analysed. Recorded wave parameters were introduced in 
four commonly used stability theories. Comparison between the empirical design 
methods and prototype behaviour were made and found to be satisfactory. 
Analysis of wave records and results of field inspections were also used to calibrate a 
computer program for predicting breakwater damage progression. By this model 
damage progression can be estimated as a function of real sea state records. 

Theoretical Damage Prediction 

Breakwater stability analysis has been made over the past 30 years by using the 
Hudson formula (Hudson 1959). In recent years experiments in large wave flumes 
with irregular waves and careful analysis of prototype damage have led to the 
formulation of new theories which comprehend also random wave characteristic 
effects . Losada and Gimenez-Curto developed an exponential model as a function of 
surf similarity parameter to represent rubble-mound breakwater stability (Losada and 
Gimenez-Curto, 1980). This stability function is given by : 

P = ~-^-A(l-Ib)-exp[B{l-Ib)] (1) 

A and B are coefficients whose value is the function of foreshore slope and type of 
cover layer block. In plane H, T expression (1) could be plotted as an "interaction 
curve", equal to a set of the points which produce the same value of armour unit 
weight (Losada, 1980). 
More recently Sawaragi and Ryu (Sawaragi, 1983) have analyzed   in detail group 
effects on mound stability. These authors have discovered that a strong correlation 
exists between Goda spectral peakedness parameter Qp and the energy sum of 
grouped waves Esumj (Sawaragi and Ryu, 1985). 
This relationship is expressed as follows: 

Esumj = Hs (0.042 Qp + 0.125) (2) 
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For an exact significance of Esumj the reader is referred to Sawaragi, 1985. The linear 
relationship between sum energy of grouped waves (Esumj) and the spectrum 
peakedness parameter (Qp) has been verified using wave data recorded at Montalto di 
Castro. Both parameters have been evaluated at wave rider depth. Computed values 
of Esumj were very similar to those estimated using eq. 2. The comparison is reported 
in Fig. 1. 
Irregular wave experiments showed that the percentage of damage suffered by 
breakwater (D%) is a function of the above mentioned parameters according to the 
following expressions: 

D% = 153.8- 
tLsumj 

y -la1 
tga 
tgV 

-30.1 (3) 

D% 
ya • Hsl   tga   6.15 Qp + 20 

- tg(f> 2 
y3 p3 

-30.1 (4) 

Sawaragi defines the degree of damage as the percentage of destroyed volume with 
respect to the total volume of cover layer. According to Sawaragi a displacement 
takes place when armour units are moved over a distance greater than the overall size 
of blocks (Sawaragi, 1983). 
More than 300 experiments were done by Van der Meer to analyse the effect of storm 
duration, wave period, group characteristics and spectral shape(Van der Meer, 1987, 
1988).The effect of cover layer and sub layer permeability were also carefully 
investigated. Surprisingly group effects were not found to have a significant effect. 
More recently, stone shape and layer thickness influence were also analyzed using an 
expression comparable with Van der Meer formulation (Bradbury, Lothan, Allsoy, 
1990) and new stability formulae were found for both overtopped and submerged 
breakwaters (Van d. Meer 1991) . Van der Meer found two different relationships to 
determine stable rock block dimensions, for plunging and surging waves. 
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Plunging waves (I z < I c) 

1423 

JiL-.JTt = 6.2-p0M.(-fi 
AD y        y4n) 

0.2 

(5) 

Surging waves (I z > Ic) 

Hs    =  -0.13 

AD     P 

0.2 
-7=       • Vcot a • {izY (6) 

Transition from plunging to surging is given by the following expression: 

Ic = (6.2 • p031 • Jiga) (7) 

Using Van der Meer theory a mathematical method capable of describing revetment 
damage progression has been calibrated. 
This analysis is possible by introducing a parameter that can be referred to as 
"equivalent sea state". This is equal to a time parameter describing the duration of a 
fixed sea state capable of causing the same amount of damage of different wave 
climate conditions (Muraca, 1989). Rearranging formulas (5) and (6) "equivalent sea 
state" results equal to : 

D* a • 
(d.p0-9) 

,  /?5   ) 

2 

{    Hs   J •Tm (8) 
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A5 

D-y =b- 
KP0-65 

Izp • cot a 
•(A2-D2)   -Tm (9) 

where Dj and T>2 are f°r plunging and surging waves respectively and a and b are 
dimensional coefficients depending on the units used in the above formulas. 
The following steps were used to implement the stability model: 
1) Evaluation of data from gauge records and calculation of wave parameter at the 
front of the structure depth; 
2) Computation of minimum sea state capable of causing significant damage to the 
structure, in order to attain a lower limit below which the wave data recorded can be 
disregarded; 
3) Interpolation between sea states and computation of Van der Meer 's damage 
parameter with free interval time steps. 
All these operations have been implemented on a Vax Digital Computer. 
Superimposition of the effects of a sequence of sea states, such as those registered by 
wave gauges, and the damage description starting from whatever revetment condition 
is thus modelled. 

Site investigation 

The investigated breakwater is provisional and undergoes large damage during severe 
storms. From autumn 1984 the structure has been regularly surveyed by contractors. 
An accurate zonation of cover layer according to the degree of suffered damage and 
the number of blocks necessary to rebuild the original sections have been registered at 
the end of each major event. From 1988, a more accurate survey of damage has been 
programmed. Two stretches measuring about 15 meters of the structures have been 
delimited by permanent rods and more visible blocks at different levels have been 
marked by water resistant paints . Once in two months three pictures were taken of 
each of the selected parts and the exact position of marked blocks was surveyed using 
topographical instruments. These operations were also repeated at the end of storms, 
when the structure was subjected to significant damage. 
Cover layer photographs have been analyzed using direct linear transformation, a 

method developed by Abdel Aziz and Marzan and Karara at Illinois University 
(Abdel, 1971, 1974; Marzan, 1975). This technique is applicable after measurement 
by topographic instruments of the position of seven marked blocks, visible in each 
picture. Using a computer program and a digitizer has allowed a satisfactory precision 
in the estimation of the movement of cover layer blocks. 
The computer program was based on direct linear transform method of Marzan. The 
lowest movements estimated with this technique were within the range of five to ten 
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centimetres and the possible errors in predicted position only seldom were over 0.5 
meter. From autumn 1989 metric camera and digital photogrammetric stereo 
workstation was also applied for inspection. The photographs have also been viewed 
in pairs under a stereoscope: this provided a three dimensional image of the 
breakwater primary layer and good estimation of rotation of all visible blocks. A 
higher degree of accuracy in cover blocks displacements estimation was possible by 
using the photogrammetric workstation ; this was an appreciable advantage for the 
evaluation of global damage. 
Since no underwater inspection was scheduled   the following considerations refer 

only to the above water level part of the structure. However it is believed that this 
information provide a reasonable indication of the general condition of the breakwater 
cover layer. 
Field survey were made on the following dates: 

Topographic Photographic 

June 21 1988 June 21 1988 
July 14 1988 July 14 1988 
Sept 23 1988 Aug. 25 1988 
Nov. 02 1988 Nov. 05 1988 
Jan. 111989 Jan. 27 1989 
Mar. 06 1989 Mar. 15 1989 
May 02 1989 May 02 1989 
June 12 1989 
July 06 1989 July 07 1989 

Nov. 15 1989 Oct. 21 1989 
Jan. 10 1990 Jan. 10 1990 
June 26 1990 
July 09 1991 July 20 1991 
July 16 1992 July 18 1992 

The strongest storms were recorded in January and November 1987 and at the end of 
March 1988. The cover layer, which was seriously damaged, was repaired at the end 
of these storms. 
Frequency and zero up-crossing time domain analysis of wave gauge records were 
made. An accurate study was also carried out to analyse wave grouping aspects 
registered by Datawell Waverider. 
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The length of runs were determined for two threshold values: the significant wave 
heights and average heights of the highest one-tenth waves. Possible resonance 
conditions were analyzed according to Sawaragi and Bruun and Gunbak theories 
(Sawaragi, 1985; Bruun Gunbak, 1978). Thus a continuous knowledge of structure 
behaviour and wave regime was available. 

Results and Discussion 

The sea state characteristic of the major storms registered have been treated with the 
above mentioned methodology. Bathimetry is regular in front of the structure and 
bottom slope is equal to 1:80. Goda technique for random sea waves was applied for 
transforming Waverider information from deep to shallow water (Goda, 1975, 1985). 
A comparison between predicted and measured damage was done for the major 
storms registered. Hudson, Losada, Sawaragi and Van der Meer theories has been 
applied to compute theoretical damage level. Two severe events were registered in 
January 1987 and March 1988. The results of analysis of wave records, for March 
1988 storm, are shown in Tab. 1. 

DATE HOUR 

30-03-88 18 
21 

31-03-88 0 
3 
6 
9 
12 
15 
18 
21 

01-04-88 0 

Hl/10 Tl/10 Hl/3 Tl/3 
(cm) (s) (cm) (s) 

307 6.8 253 6.9 
356 8.1 302 7.8 
396 7.5 310 7.5 
537 8.0 415 8.0 
642 8.9 501 8.9 
508 8.9 405 8.8 
426 7.6 351 8.0 
425 7.8 312 7.5 
394 7.7 310 7.5 
344 7.3 268 7.5 
265 7.0 206 6.6 

OP 

2.2 
2.9 
2.9 
2.4 
2.9 
2.4 
2.5 
2.5 
2.7 
2.5 
2.6 

Tab.l  Wave statistics from Waverider data - 30 March through  1  April  1988 
(significant wave heights below 2.5 m are disregarded). 

In both cases the structure suffered very severe damage. 
Run lengths of groups exceeding significant and average of highest one-tenth waves 
were analyzed. During the March 1988 storm nearly all groups with heights over 
significant ones were within Sawaragi critical region and the breakwater suffered the 
highest observed damage: part of the filter was discovered and large portions of cover 
blocks were carried away. Tab. 2 shows damage estimations according to Hudson, 
Sawaragi and Van der Meer theories. 
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Measured damage Predicted damage 

EVENT      Hudson     V.d.Meer     Sawar.       Hudson     V.d.Meer     Sawar. 

Jan. 87 
Mar.88 

PERIOD 

Ja.-Ap.89 
Jul.90-92 

20 
30 

6.5-7 

2.5 
4 

60 
100 

15-20 
20-30 

6.8 
7.8 

3 
5.2 

46 
87 

Tab. 2 Comparison of measure and predicted damage in selected events. 

In June 1987 the damages were, in the same order mentioned previously, 20, 60 and 
7 (Tab. 2). The maximum significant wave height and average height of the highest 
one-tenth waves, both computed in front of the structure, were introduced using 
Hudson formula. Predicted damage was closer to measured one using significant 
wave height. 
Interaction and breaking limit curves for the Montalto breakwater have been plotted 

and compared with wave characteristic estimated in front of the structure. Interaction 
curve separates on plane (H, T) stability and instability zones (Losada, 1980). 
Significant wave characteristics, estimated at structure depth, for the March 1988 
storm were compared with interaction curve . All significant waves were found to fall 
inside the stability area. To attain the instability region the average height of one tenth 
of waves should be used . 
In shallow water this wave parameter seems more suitable for comparison between 
wave attacks and Losada stability function. For Sawaragi theory the maximum value 
of D% parameter has been considered. For each wave gauge record significant wave 
heights at structure depth were computed with the theory of Goda while Qp was 
estimated directly from Waverider records (eq. 4). No theory is available to transfer 
Qp parameter at different depths (Mansard, 1987, 1988). However, because of the 
complexity of the shoaling mechanism, an exact transfer of wave data, expecially 
those referred to wave grouping, from deep to shallow water depth is not possible 
through the existing theories (Mansard and Funke, 1988; Nelson, 1988). 
Recently an application based on the TMA and Doneland models was used to 

transfer wave frequency spectrum from deep to shallow water, and results seem 
promising (Rebaudengo, 1992). 
However all these methods are not applicable if there are significant non linearities. 
Since the variability of Qp is not predictable, the peakedness value introduced in 
Sawaragi formula was estimated at wave rider depth. This could explain the higher 
differences between measured and predicted damage levels (Tab. 2). However 
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bathimetry is regular in front of the structure and bottom slope lower than 1:80 ; as a 
consequence Qp computed at the Waverider depth is believed to be comparable with 
that in front of the structure (Rye, 1982). 
To find out the degree of variability of Qp parameter with water depth, some wave 
records at different depths were carefully analyzed. Data are referred to different 
Italian sites where two or more wave-riders are located at different depths, but 
aligned orthogonally to the coastline. 
As shown in Fig. 2 the range of Qp variability seems to be not significant in the range 
13 to 50 meters of depths. An attempt to transfer the Esumj parameter from deep to 
shallow water was made using different shoaling theories for a single wave registered 
in time domain; however results were not satisfactory. 
The stability model was applied to determine the damage using the Van der Meer 

theory. Significant wave heights below 2.5 m were disregarded. After many computer 
trials and in site measurements to calibrate the program, this value of wave height 
value was found to be the minimum below which the estimated damage using the Van 
der Meer method, for a three hours wave attack, is negligible (Muraca, 1989). 
The computer model allowed, in all examined events, a reliable prediction of 

breakwater damage due to wave attack ( see Tab. 2 for January 1987 and March 1988 
storms). 
In 1988 the breakwater cover layer was repaired. During the first four months of 
1989 the structure suffered only a slight damage. At the end of April 1989 the 
measured damage according to Van der Meer theory was equal to 2.5. 
To test the capability of computer program in reproducing damage evolution, wave 

data of January-April 1989 were inserted as input. The test result was completely 
satisfactory since the final predicted damage was very close to the measured damage 
(Fig. 3). 
A lengthy duration test was made inserting recorded wave data from July 1990 till 
June 1992. Also for the two year period the predicted damage was very closed to the 
measured damage (Fig. 4). 
A continuous description of damage level evolution, based on Van der Meer's theory, 
then seems possible with satisfactory approximation. Nevertheless, some 
indetermination remains in estimation of wave parameter at shallow water depth, 
although the site measurements and wave data were carefully analysed. 

Conclusion 

Photographic and topographic surveying have been applied for monitoring the 
stability of a rubble mound breakwater. Reliable estimation of cover blocks 
displacements can be obtained using non metric camera and direct linear transform 
method of analysis. 
The use of a metric camera and digital photogrammetric workstation has allowed a 
high degree of accuracy. 
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A comparison between in site measured and predicted damage for a prototype 
breakwater has been made applying four different theories. A mathematical model for 
continuous damage description, based on Van der Meer stability analysis, has been 
calibrated with in site measured data. 
This model describes superimposition of different sea states and evaluates the damage 
starting from different structure conditions. Predicted damage with stability model has 
been satisfactory also for very long simulation period. 
A knowledge of the response of the structure for a real or project sequence of sea 
states can be helpful in programming maintenance or to decide if damage attained can 
be critical for the whole stability of the structure. 

LIST OF SYMBOLS 

d = Van der Meer damage level 
D = median diameter of stones of armour layer 
D% = Sawaragi damage index 
Esumj = Energy sum of grouped waves 
H = wave height 
Hs = significant wave height 
I = Iribarren number 
Ic = transition Iribarren number 
lb = Iribarren number for breaking condition 
Iz = Iribarren number using Rice average wave period and Hs 
la = average dimension of armour stone 
mn = spectral moment of n order 
n = number of waves 
Qp = Goda spectral peakedness parameter 
p = Van der Meer permeability parameter 
P = weight of stable stone 
S = specific gravity of armour rock (y / ya) 

Tm      = average wave period ( ^rriQ I mi) 
a = angle of seaward slope of the structure 

y = specific weight of stone 
ya = specific weight of water 
cp = natural angle of repose of stone 
A = relative mass density (S -1) 
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M0NTALT0 Dl CASTRO - WAVE DATA 1987 

Fig.   1  - Comparison between energy sum of grouped waves  calculated 
from Qp   (Esumj(Qp))   and measured by waverider record(Esumj) 

4.5 

<» 3.5 

I 3 
Q. 
O 2.5 

1.5 

Qp value measured at different depths 
(Manoinelli, Lorenzoni - Ancona 1992) 

(    ; k^\ V 
/. y 

QP(51m) 

QP(13m) 

11.45    12.15    12.45    13.15    13.45    14.15    14.45    15.15    15.45 

HOUR 

Event 23 Nov. 1989 

Fig, 2 - Range of Qp variability at different depths. 
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/10NTALT0 - JAN. APRIL 89 - MEASURED AND PREDICTED DAMAGES 

2 3 
TIME [decades] 

Fig.   3  - Damage  index evolution   (period January-April  1992). 
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Fig. 4 - Damage index evolution  ( July 1990 - June 1992 
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CHAPTER 110 
Wave Energy Dissipation on and in Rubble Mound 

Structures 

M. Muttray1), H. Oumeraci2>, C. Zimmermann3), H. W. Partenscky4) 
University of Hannover, SFB 205, Franzius-Institut, Hannover/ Germany 

Abstract 

The results of large-scale model tests are presented on the wave energy 
dissipation in the various layers of an Accropode armoured mound breakwater and 
on the interaction between external and internal wave motion. An attempt is also 
made to describe the "discontinuity" of the waterline at the boundary between layers 
of different porous materials. Wave reflection coefficients of the structure as well as 
dissipation and transmission coefficients through the different layers are evaluated as 
a function of the incident wave parameters. 

Introduction 

In a previous paper it was shown that a) an improvement of the evaluation of 
the reflected wave energy is required as it represents an important portion of the 
incident wave energy, b) most of the incident wave energy is dissipated within the 
armour and underlayer and that a better description of the wave-induced flow in 
these regions is needed and (c) a good knowledge of the external flow and its 
interaction with the internal flow is needed as this represents a prerequisite for the 
development of a mathematical/numerical model for the internal flow field 
(OUMERACI & PARTENSCKY, 1990). 

In this respect, further large-scale model tests have been performed in the 
Large Wave Flume (GWK), Hannover. The main objectives of this tests consist in 
the study of a) the interaction of the external and internal wave motion and b) the 
energy dissipation within the various layers of the structure, especially that dissipated 
in the first layers (high turbulent flow). 

The present paper principally intends to present and discuss the first results of 
these tests which will certainly have some implications for the simulation of the 
wave-induced flow on and in rubble mound structures by using small-scale model 
tests and mathematical/numerical models (WIBBELER & OUMERACI, 1992). 

Experimental Set-up and Test Conditions 

The experimental set-up in the Large Wave Flume (GWK) of Hannover is 
given in Fig. 1, showing 

!> Dipl.-Ing., Research Engineer, SFB 205 
2) Dr.-Ing., Senior Researcher, SFB 205 
3) Prof. Dr.-Ing., Managing Director Franzius-Institut 
4) Prof. Dr.-Ing. Dr.-Phys., formerly Managing Director Franzius-Institut 
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a) the cross-section of the model with the position of the pressure and "wave 
run up" gauges on and within the structure and 

b) the location of the wave gauges in front of and behind the structure. 

Wave Gauges Wave Run-up Gauges 

222       227       232       237       242       247       252       257       262 

Distance to Wave Generator [m] 

a) Location ofWave Gauges 

[m]   7 

6 

5 

4- 

3H 

2 

1- 

0- 

Static Pressure Cells 
A.     Dynamic Pressure Cells 

• - Wave Run-up Gauges 

£WL_ 

1:1.5 

241 246 251 256 [m] 

b) Location of Pressure Cells and 'Wave Run-up' Gauges 

FIG. l -EXPERIMENTAL SET-UP IN THE LARGE WAVE FLUME (GWK) 
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Four wave gauges in deeper water are used to determine the incident and 
reflected wave by using the 3-wave-gauge-procedure (MANSARD & FUNKE, 
1987). Ten wave gauges on the foreshore are installed to analyse the wave field in 
front of the structure. The positions of these gauges are shown in Fig. la. 

A cross section of the breakwater model with the position of the pressure cells 
and the wave run-up gauges is shown in Fig. lb. Six wave run-up gauges and six 
static pressure cells were used to record the surface elevation on and in the structure. 
In order to measure the pressure variation in the most turbulent zone, 19 dynamic 
pressure cells were placed within the first layers of the structure. 

The mean grain size of the core material (crushed stones) is d5o=4cm and the 
uniformity coefficient \J=d^Q/diQ=2.2. The underlayer is made of crushed stone of 
0.5-5.0 kg (d5o=12 cm), whereas the armour is composed of a single layer of 40kg 
Accropodes. 

Regular waves with heights H=0.20-1.80m and periods T=3.0-12.0s, and 
irregular waves (TMA Spectra) with significant heights Hs=0.20-1.20 m and peak 
periods Tp=3.0-12.0s were used. Most of the wave spectra had a groupiness factor 
GF=0.77. TTowever, some tests were carried out with groupiness factors GF=0.6-0.9 
in order to examine the effect of the groupiness factor on the results. The water 
depths in the wave flume was varied from d=4.20m to d=4.80m. 

In the results presented below only non-overtopping test conditions are 
considered, i.e. regular waves with H=0.20-0.85m and T=3.0-12.0s and irregular 
waves with Hs=0.20-0.70m and Tp=3.0-12.0s 

For the conditions tested, REYNOLDS numbers (related to the grain size of 
the core material) in the range of 10^ to 10^ are expected within the core material; 
i.e. no scale effects due to the dissimilarity of viscous forces will occur. 

Discussion of Experimental Results 
General Considerations 

As already mentioned, only tests with non-overtopping wave conditions are 
considered. In addition, no wave breaking occurs in front of the structure. In this 
case, the incident wave energy is splitted up into reflected, dissipated and transmitted 
wave energy. 

Ei = Er + Ed + Et (1) 

The wave reflection coefficient (Kr), the dissipation coefficient (Kj) and the 
transmission coefficient (K{) are correlated by the relationship: 

Kr2+Kd2+K,2=l (2) 

• > T^ \Er T. \Ed , „ lEt 
with    Ar = ,—       , Kd = J—      and     Kt = J— 
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and where E;, Er, Ej and Et are the incident, reflected, dissipated and transmitted 
(through the structure) wave energy components, respectively. Each of these energy 
components is considered to be expressed by the corresponding wave height squared 
(E; ~H;2).The total dissipated wave energy Ej may be divided into the dissipated 
energy component on and in the armour layer (E^Q), on and in the underlayer (E^u) 
and in the core (Ejc), 

Ed = Eda + Edu +Edc (3) 
so that the following relationship for the corresponding local dissipation coefficients 
will result: 

Kda   + Kdu   + Kdc   • I (4) 

with Kdc = , 

Eqs. (2) & (4) build the principal basis for the analysis and discussion of the 
experimental results . The porous structure and its geometry being given, the 
quantities involved in Eqs. (2) & (4) are determined by the prevailing water depth 
and incident wave parameters. The relative water depth (d/L) and the wave 
steepness are expected to be the most relevant influencing parameters, since they 
strongly affect the shapes and kinematics of the waves at the structure. Since the 
latter are commonly described by the surf similarity parameter, its application to 
characterise the prevailing breaker types in the case of relatively high reflection 
coefficients and high velocity currents during the wave run down process on steep 
slopes is briefly discussed. 

Wave Gauges Wave Run-up Gauges 

222 227 232 237 242 247 252 257 262 [ml 

222 227 232 237 242 247 252 257 262 [m] 

Distance to Wave Generator 

FIG.2 WAVE MOTION OUTSIDE AND INSIDE THE BREAKWATER 



1438 COASTAL ENGINEERING 1992 

Interaction Between External and Internal Wave Motion 

Based on the wave motion simultaneously recorded at wave gauges 5-14 
(Fig. la) and "run-up gauges" 1-6 (Fig. lb), a detailed description of the external wave 
motion and the wave motion in the different layers of the breakwater is given, 
illustrating how the internal and external flow field influence each other. 
The wave motion in front of the structure is described by using video records and the 
wave gauges located in that area. These records are intended to be used for the 
description of the breaker types, the volume and the velocity of the waves. 

An example of the temporal variation of the surface elevation outside and inside 
the breakwater is shown in Fig.2 for an incident wave period T=4.5s, a wave height 
H=0.82m and a water depth d=4.50 m. 

Assumed Free Surface for 100% Porosity 

Surface 

Core Material 
(20-56 mm) 

Wave Run-up Gauges 

FIG. 3 PRINCIPLE SKETCH FOR DISCONTINUITY ANALYSIS 

An attempt is made below to partially describe the "discontinuity" of the 
waterline at the boundary between two layers of different porous materials. A 



WAVE ENERGY DISSIPATION 1439 

discontinuity of the waterline is generally expected at the boundary of two layers 
with different hydraulic resistance. Even by using the wave run-up gauges as shown 
in Fig. lb this discontinuity can not be described accurately. Despite the limitations 
resulting from this measurement procedure, an attempt is made to get an 
approximate description of the waterline within the first layers during the wave run- 
up and run-down process. For this purpose three angles a, (3, y are defined in Fig.3. 
The definition of these angles is based on the assumption, that the free surface at the 
outer slope would continue to be represented by a straight line if the first layers had 
100% porosity and no hydraulic resistance. It is therefore suggested that the 
deviation of the waterline from its straight course is caused by the relative difference 
in hydraulic resistance between two successive layers. Angles a, P and y describe 
this deviation at the boundaries between the outer slope (Accropode layer), filter 
layer and core material, respectively. It is suggested that the analysis of the 
relationship between these angles and the wave parameters should lead to an 
approximate description of the discontinuity of the waterline at the boundary 
between two adjacent layers. 

a,^n 
100- 

50 

-50 

Occurrence of. 
max. Run-up on 

outer Slope Occurrence of 
max. Run-up on 

Filter Layer 

Regular Wave Hx=0,45m; Tx=4,5s 
1 r 

0      0.1     0.2     0.3     0.4     0.5     0.6     0.7     0.8     0.9      1 

t/Tx [-] 

FIG. 4 TEMPORAL RELATIVE VARIATION OF ANGELS a, p AND y 

The temporal relative variation of the three angles a, P and y during one wave 
period starting with the wave run-down at its lowest elevation is shown in Fig.4. 
Angle a reaches a maximum at the highest run-up on the armour layer, p and y at the 
highest run-up on the underlayer and on the core material, respectively. It is seen 
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that the maximum value of angle y occurs later than that of angle p and that the 
occurrence of the maximum value of angle P is much more delayed as compared to 
that of angle a. 

In addition, it is found that the variation of a, P and y strongly depends on the 
wave height. This is shown by Fig. 5 illustrating the increase of angle a with incident 
regular wave heights. This increase was expected, since angle a was supposed to 
describe the hydraulic resistance of the Accropode layer and thus represents a 
measure of the hydraulic loss (dissipated energy). The same trend is also found for 
angles P and y, but the effect of the wave height is less pronounced than for angle a. 
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FIG. 5 EFFECT OF WAVE HEIGHTS ON ANGLE a 

Wave Reflection Coefficients 

The separation of induced and reflected wave components from the measured 
partial standing wave system taking place in front of a sloping porous structure still 
represents one of the most difficult tasks in hydraulic model tests. In Fig. 6, the 
partial standing wave in front of the structure is shown for different wave conditions. 
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Due to non-linearities, cross-wave phenomena and measurement inaccuracy, 
simultaneous wave records at more than two different locations in the wave flume (in 
the direction of wave propagation) is required. Therefore, four wave gauges with 
different spacing in front of the structure are used. Depending on the prevailing wave 
periods, three wave probes are optimally selected for the reflection analysis. Details of 
the reflection analysis used in this study are given by MANSARD & FUNKE (1987). 

222     227     232    237     242    247     252     257     262 (m] 

Distance to Wave Generator 

[m]7 

H: 0.82 m T: 4.50 s kr =0.390 

222       227      232      237       242       247       252       257       262[m] 
Distance to Wave Generator 

H: 0.82 m T: 6.00 s kr =0.607 

222     227     232    237     242     247     252     257     262 [m] 
Distance to Wave Generator 

FIG.6 PARTIAL STANDING WAVE IN FRONT OF THE BREAKWATER 

Reflection coefficients Kr are determined as a function of relative depth kd 
(k=2rc/L), wave period T, wave height H, wave steepness H/L and onshore surf 
similarity parameter E, (= tan a / (H/L)0-5 ). 
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Fig. 7 shows the relationship between wave period and reflection coefficient Kr, 
which is stronger for irregular waves than for monochromatic waves. The wave 
periods on the x-axis refer to prototype conditions in which Hs= 1.60-6.60m and 
H/L—005-0.063 were considered for this figure. For large values of the wave 
period, reflection coefficients of more than 50% may result and the reflection 
coefficient for regular waves is about up to 10% larger than for irregular waves. 

Reflection Coeff. kr = Hr/Hi [-] 
0.7 

0.2-, 

0.1- 

Regular Wave 

TMA Spectrum 

8       10      12      14      16      18      20 

Wave Period T resp. Tp [s] 

FIG.7 REFLECTION COEFFICIENT VS. WAVE PERIOD 

The reflection coefficient for Accropode armour is also found to be nearly the 
same as for Tetrapod armour (Fig. 8). The large scatter shown in Fig. 8 also indicates 
that the surf similarity parameter does not represent an optimal mean for the 
description of the reflection process. 
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Dissipation and Transmission Coefficients 

Wave-induced pressures have also been measured along the outer slope 
(seaward), so that the inflow boundary conditions may be described by both pressure 
(dynamic) and surface elevation (static). 

Reflection Coefficient K, =H, /H, [-] 
0.7- 

0.6- 

0.5- 

0.4- 

0.3 - 

0.2 - 

0.1 - 

0- 

Data from Large Scale Model Tests 

_    Tetrapod Armour, JONSWAP Spectrum 

^     Accropode Armour, TMA Spectrum 
•     Accropode Armour, Regular Waves + + 

•.-Y+4>'-"+ 
*J&ffit 

Recommended by 
OUMERACI&PARTENSCKY.1990 
for Tetrapod Armour 

M= 1/1.5) 

0123456789 

Surf Similarity Parameter  £ = tan a /-/H/L [-] 

FIG.8 REFLECTION COEFFICIENT VS. SURF SIMILARITY PARAMETER 

1.2 

£0.8 

a. 

i 0.6 - 

0.4- 

0.2 

P0 = Pressure at x = 0 
Pi = Pressure at Distance x from 

outer Slope (Normal to the 
 Slope)  

1.1 -0.1    0     0.1    0.2   0.3    0.4    0.5    0.6    0.7    0.8    0.9     1 

Distance Between Pressure Cells x [m] 
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The damping rates of the wave-induced pressure in a direction normal to the 
outer slope is plotted for different wave parameters. The related pressure gradients 
are evaluated as a function of the wave height, wave period and wave steepness. 

Fig. 9 illustrates for instance how the dynamic pressures are damped along the 
line through the locations of the pressure cells 7, 12 and 16. The pressure dissipation 
in the underlayer is a little higher than that inside the core. The damping rate is 
related to the wave period. At shorter wave periods (T=3.0 s), the damping in the 
first layer is about 2.5 times higher than at longer periods (T=9.0 s), Inside the core, 
however, it is only about 1.75 times higher. Comparing the damping along the line 
through the pressure gauges 8, 13, 17 and 19 (Fig. 10) and along the line through the 
gauges 7, 12 and 16 (Fig. 9) it can be seen that there is a slight increase of the 
damping rate for all wave conditions when the location of the line considered 
becomes closer to still water level (turbulent zone). 

By considering a direction normal to the outer slope, the pressure gradients 
within the armour layers may reach values which are more than twice of those in the 
underlayer and more than four times of those in the first layers of the core material. 

By assuming that the wave energy is proportional to the squared wave height 
(E~Ff2), the reflected, dissipated and transmitted wave energy components are 
analysed according to Eqs.(l)&(3) and as a function of the incident wave 
parameters. For this analysis the data recorded by wave gauges and wave run-up 
gauges has been used. 
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For instance, the results in Fig. 11 illustrate the variation of the various energy 
components as a function of the wave period Tp for irregular waves with significant 
wave heights Hs=0.2-0.7m. The wave parameters in Fig. 11 correspond to wave 
conditions in the Large Wave Flume (GWK). As expected, the reflected and 
transmitted part of the wave energy increases with increasing wave period while the 
dissipated energy decreases. In order to better examine the variation of the different 
components of the dissipated energy described by Eq.(3), Fig. 12 has been prepared. 
It shows in more detail the variation of the dissipated energy in the armour layer, in 
the filter layer and in the core material as a function of wave period Tp and for the 
same wave conditions as in Fig. 11. It is seen that the effect of the wave period on the 
wave energy dissipation is stronger in the outer layers and that in the core material 
almost no effect can be identified. 
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FIG. 11 WAVE ENERGY COMPONENTS VS. WAVE PERIOD 

Concluding Remarks 

The knowledge of reflected waves is determinant for the evaluation of the 
further dissipated and transmitted wave energy components. Therefore, particular 
attention has been devoted to the separation of the reflected waves from the 
measured partial standing wave system. This problem is, however, not definitely 
solved and the evaluation of reflected waves still remains an estimate. 

A further topic which has been particularly dealt with, is the interaction of the 
wave motion outside the structure and the internal wave-motion. The results which 
have been reached so far, are expected to contribute to the better understanding of 
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the coupling mechanisms between external and internal flow which can generally not 
be satisfactorily described by small-scale model simulation and by existing numerical 
codes (WIBBELER & OUMERACI, 1992). 

The attenuation of wave height and wave-induced pressure in the direction of 
wave propagation inside the structure is very fast within the first layers. The rate of 
attenuation tends to strongly increase with increasing wave height. 
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As expected, less wave energy is dissipated by a single armour layer 
(Accropodes) than by a double armour layer (Tetrapods). Consequently, more wave 
energy has to be dissipated within the underlayer of the Accropode armour than 
within the underlayer of the Tetrapod armour; i.e. particular effort should be devoted 
to the design of the underlayer when a single armour layer is used. 

It is hoped that the results presented in this paper will eventually contribute : 
(a)to get a better insight into the geohydrodynamic processes affecting the 

overall stability of the structure as well as the stability of the armour units and 
further structure components; 

(b) to improve the description of the wave-induced flow on and in the structure 
and thus to evaluate properly the actual forces on the armour units and 
further elements of the structures; 

(c)to improve the commonly used simulation tools (small-scale models and 
numerical codes) by providing reliable data for their validation. 

Further research is directed to developing a theoretical method for the 
approximate evaluation of the dissipated wave energy components in the structure as 
a function of the wave parameters and the hydraulic properties of the porous media. 
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CHAPTER 111 

Armour Displacements on 
Reshaping Breakwaters 

P.A. Norton1 and P. Holmes2 

Abstract 

A computer simulation model for the reshaping of 
dynamically stable breakwaters under normally incident, 
monochromatic waves has been developed. The proposed 
model is used to simulate initial reshaping as well as 
transport on the developed profile. Preliminary 
validation of the model has been carried out by 
comparison with data obtained from experimental tests on 
a berm breakwater. 

Introduction 

The concept of reshaping breakwaters has recently 
received a significant amount of attention although such 
structures have been in existence for many years. 
Potential design problems associated with reshaping 
breakwaters concern the extent of initial profile 
reshaping and the implications of rock degradation on 
overall structural integrity. Rock durability has been 
the subject of a number of investigations including the 
work of Latham (1988) and more recently Magoon (1992) 
although there is no model relating incident wave 
conditions to stone mobility on the seaward slope. 

Van der Meer (1990) developed a computational model, 
based on empirical equations,  which can be used to 

1 Researcher, 
2 Professor of Hydraulics, 
Dept. of Civil Eng., Imperial College, South Kensington, 
London, SW7 2BU, UK. 
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predict profile changes. The need for more detailed 
information, without physical model testing, has led to 
the development of a numerical model which includes some 
representation of individual elements of the structure. 

A reshaping simulation model has been developed by 
combining a numerical description of both wave loading 
and the particulate structure of a breakwater armour 
layer. A one-dimensional model is used to describe wave- 
induced velocities on the seaward slope. Rock armour 
units within the armour layer are represented by 
equivalent spherical particles. A force model is used to 
assess armour stability and initiate displacements on the 
slope. With a good calibration procedure it is possible 
to simulate rock displacements resulting from exposure to 
given wave conditions. 

Particulate Structure 

The armour layer of a breakwater is numerically 
represented by a random assembly of spherical particles. 
From a specified grading curve for the rock material, the 
equivalent spherical diameter is calculated for each 
stone class. The proportion of each size of spheres is 
also determined followed by random selection and finally 
placement within the packing volume. The structure is 
built-up in a series of horizontal layers of variable 
thickness to form the required initial profile. 

Placement involves a vertical drop, from an 
appropriate location in the horizontal plane, followed by 
a rolling sequence until a statically stable position of 
minimum energy is found. If necessary, it is possible to 
achieve increased packing density by using a more 
selective placement procedure. For static stability, the 
centre of gravity of the object sphere must lie within 
the triangle formed by the three contact points in the 
horizontal plane. The following geometric equations must 
be simultaneously satisfied for the object sphere to be 
in contact with three supporting spheres, 

(x„ - x,)2+(y0 - yi)2+(z„ - z,)2=(r<. + r,)2 (1) 

(x„ - x2)
2+(y0 - y2)

2+(z0 - z2)
2=(r0 + r2)

2 (2) 

(x,, - x3)
2+(y0 - y3)

2+(z0 - z3)
2=(r0 + r3)

2 (3) 

in which x, y and z are the co-ordinates of the sphere 
centre, r is the radius and the subscript o indicates the 
object sphere whilst the subscripts 1, 2, 3 identify the 
three supporting spheres.   Longitudinal and transverse 
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sections through the numerically constructed armour layer 
of the berm breakwater are illustrated in figure 1. 
There are approximately 3000 spherical particles in 
total. The transverse section shows the structure width 
to be 0.3m (or 9Dn50 where Dnso= (M^/p^V3 in which M„ is the 
average stone mass and pa is the mass density of the 
stone) which is sufficient to minimize the influence of 
the side-wall boundaries. Above the berm it can be seen 
that there are two layers of spheres which correspond to 
two layers of rock in the physical model. This layer is 
extended beyond the crest level of the physical model as 
the numerical wave model is not able to simulate 
overtopping by waves. 

Z(m) 
1.0 x=1.0m 

0.0     0.3 
Y(m) 

Figure 1.  Numerically Constructed Armour Layer 

Wave Loading 

A mathematical wave model is used to calculate the 
water  particle  velocities  and  accelerations  on the 
seaward slope.  Figure 2 provides a definition sketch for 
the wave model. 

H,T 

impermeable boundary 

Figure  2.     Definition  Sketch 
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The governing differential  equations,  as derived by 
Kobayashi (1990), for the flow on and within a permeable 
slope are given for: 
(i) external  flow: 

dh    BQm) 
(4) 

d(hu)    d(hu2) 
dt dx 

-gh 
an   I 
8K 

-fwu|u|-ubqb (5) 

in which h is the water depth, u is the depth-averaged 
velocity, g is gravitational acceleration, fw is a wave 
friction factor, qb is the discharge into permeable layer 
and ub is the horizontal discharge velocity at interface 
(ii) internal  flow: 

g(h„up) 
(6) 

d(hpup)    l 8(hu2
p) dr\      ,  ,    .,   L 

+ r-*--ubqb=-gnh —i-gnhp(a + b|u^up dt 5x 
(7) 

up   is   the in which hp is the depth of permeable layer, 
discharge velocity in permeable layer, n is the porosity 
of armour layer, v is the kinematic viscosity of fluid 
and further: 

<x(l-n)3v PO-n) 
n2gDn5o n3gDiM 

(8) 

A preliminary verification of the permeable slope wave 
model has been carried out with velocity measurements on 
the seaward slope of a reshaped berm breakwater. 

0.75 0.70 0.15 0.30 1.20 

,0.2 

Armour Characteristics   C^5/D15=1.42  A=1.68   n=0.41 Dimensions in metres 

Figure 3. Model Berm Breakwater 
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The initial profile of the berm breakwater is illustrated 
in figure 3. The berm breakwater was reshaped using 4000 
irregular waves from a Pierson-Moskowitz type spectrum 
with a significant wave height, Hs=0.180m and mean 
period, TM=1.93s. 

Maximum uprush (positive) and downrush (negative) 
velocities, measured using a MINILAB ultrasonic current 
meter, can be compared with calculated values in figure 4 
for the specified regular wave conditions. The 
velocities are measured at mid-depth and the calculated 
values are depth-averaged values. Calculated maximum 
downrush velocities appear to be in relatively good 
agreement with measured values although the calculated 
velocities are consistently greater. There are more 
significant differences observed with the uprush 
velocities. The measured uprush velocities are much lower 
than expected and are not considered reliable due to poor 
performance of the current meter in highly aerated flows 
as observed during the uprush phase. 
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Figure 4. Measured and Calculated Maximum Velocities 

The wave model requires the estimation of three 
input parameters which may be adjusted for calibration 
purposes. Some guidance for the selection of a suitable 
wave friction factor, fw in equation 5, can be given by 
the formula developed by Madsen (1975) although a value 
of f„=0.3 was adopted after calibrating the model against 
observed maximum run-up levels. For the internal flow 
resistance, the laminar and turbulent flow coefficients, 
a and p in equation 8, must be specified for the rock 
material. Values of a=8000 and p=2.4 were selected based 
on the results of experimental investigations by 
Burcharth (1991). 



RESHAPING BREAKWATERS 1453 

Armour Initiation 

To assess the stability of individual elements on 
the surface layer of the seaward slope, a failure mode 
must first be assumed. The most common displacement 
mechanism for single stones can be observed in the 
laboratory to be of a rotational nature. Den Breeker 
(1985) found that almost 90% of rock armour displacements 
could be characterized by a rolling motion as opposed to 
sliding or lifting. For initiation it is thus 
appropriate to consider disturbing and restoring moments 
acting about a possible point or axis of rotation. 

Disturbing forces resulting from the hydrodynamic 
wave loading are determined using a Morison-type 
equation including drag, FD, inertia, F„ and lift, FL, 
force components given as: 

FD=0.5PXD(CSDT)
D2
UM W 4 

F^PWCMCCS,-)^^- do) 
6  at 

FL = 0.5pwCL(CSI.4)DV (11) 
4 

in which p^ is the mass density of water and D is the 
particle diameter. The values selected for the force 
coefficients are based on the results obtained by T0rum 
with a drag coefficient, C0=0.35 and an inertia 
coefficient, CM=0.20. For the lift coefficient, C,=0.15 
is chosen although there is no guidance on suitable 
values. The resultant in-line force, Fx (=FD+FI) , is 
assumed to act through the centre of gravity of the 
projected area which is exposed to the surface flow. The 
vertical component of force, Fz (=FL) perpendicular to the 
direction of the flow is assumed to act through the 
centre of gravity of the body. 

The coefficients, C^, Ca and C^ are included to take 
into account the influence of partial submergence which 
may be necessary for particle locations between the 
maximum run-up and run-down levels. The submergence 
coefficients, C^ and C^ represent the reduction in 
projected area in the vertical and horizontal planes 
respectively, whilst Cs is associated with the reduced 
volume. 

In addition to the hydrodynamic loading, the 
buoyancy force resulting from the displaced fluid must 
also be considered.  The buoyancy force, FB, acts through 
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the centre of gravity of the body in a direction 
perpendicular to gradient of the local, instantaneous 
free-surface as previously considered by Brandtzaeg 
(1966). The magnitude of the force can be calculated 
using the following expression: 

FB=pwg(Csi^)D
3 (12) 

6 

The buoyancy force is separated from the particle weight 
as information concerning the gradient of the free 
surface is available from the wave model. The force is 
normally assumed to act vertically upwards. Restoring 
forces resisting movement comprise of the weight of the 
body: 

W = pag-^D
3 (13) 

6 

as well as friction and interlocking forces. 
Previous research by Wang (1990) indicates that 

friction and possibly interlocking forces can be directly 
related to the weight of the particle. In an attempt to 
include the combined influence of friction and 
interlocking, a coefficient, CFI, is introduced. The 
selection of suitable values for Cn is discussed further 
in the section describing the reshaping simulation model. 
The following condition must be satisfied during the 
specified duration to ensure initiation of movement: 

dFzx > ^(CvWy-eA (14) 

in which Fa is the resultant wave force (Fa = •y/Fx + Fz) e,, 
e2 and e3 are the moment arms for the wave loading, 
effective particle weight and buoyancy force 
respectively. The moment arm for each component of force 
is found by calculating the perpendicular distance from 
the line of action of the applied force to the point or 
axis of rotation. A diagram of the system of forces, for 
a simplified particle geometry, considered for initiation 
is given in figure 5. 

The wave loading is calculated for each particle and 
during a single wave cycle, based on calculated local 
depth-averaged velocities and accelerations. If the 
disturbing moments exceed the restoring moments for a 
specified minimum duration, tm, then movement is 
initiated in the direction under consideration. Usually, 
three possible directions of movement are considered 



RESHAPING BREAKWATERS 1455 

which are  defined by the  relative position  of  the 
supporting particles. 

r  ^x     ® contact point/axis of rotation FB 

• centre of gravity 

u c> 

Figure 5.  Forces Applied to Single Particle 

For the purposes of predicting forces on individual 
particles it is more appropriate to consider a velocity 
outside the boundary layer. This is consistent with the 
measurements made by T0rum (1992) in which velocities and 
forces were measured on a berm breakwater slope from 
which force coefficients have been derived. 

Reshaping Simulation 

The reshaping simulation involves the application of 
two separate models which are linked by an iterative 
procedure. Initially, the surface of the'armour layer is 
numerically profiled and an average profile is obtained 
from three longitudinal sections with measurements at 
intervals of Dn50. To provide input to the wave model, a 
greater resolution of profile measurements will be 
required. Additional data is obtained by linear 
interpolation between points of the average measured 
profile. 

Once a converged solution has been obtained from the 
wave model, temporal variations of water depth, velocity, 
acceleration and gradient of the free surface during a 
complete wave cycle are stored for 25 sampling stations 
along the slope. 

One limitation of the displacement model is that 
only surface particles which are exposed to the external 
flow are considered to be potentially mobile. These 
particles are identified by having contact with only 
three supporting particles. 



1456 COASTAL ENGINEERING 1992 

The stability of each surface particle is considered 
in turn commencing with particles nearest the toe of the 
slope. The wave-induced horizontal and vertical 
components of force are calculated using the data from 
the wave model. Velocities and accelerations at the 
precise particle location are obtained by interpolation 
of data stored for the two nearest sampling stations. 

The magnitude of the discrete displacement, d,,,,, must 
be small enough to provide a good resolution of particle 
displacements but sufficiently large to minimize 
computational times. For the simulations carried out, 
dMN=5Dns) was found to be adequate. 

If threshold conditions are obtained, the particle 
is given a discrete displacement of length d^ in the 
direction selected as the path of least resistance. 
This is the direction which is associated with the 
maximum ratio of disturbing to restoring moments. 
Periodic boundary conditions are applied; thus if a 
particle passes through the sides of the computational 
domain, it is re-introduced at the opposite side. By 
this means any sidewall effects are eliminated. After 
displacement, a rolling sequence is used until the 
particle is relocated in a statically stable position. 

After all surface particles are considered and 
displaced if hydrodynamically unstable, the process is 
repeated a further four times. The adjusted slope is 
then re-profiled for new input to the wave model followed 
by further displacement of surface particles. The 
complete iterative procedure described is repeated until 
there is negligible profile change from two successive 
particle relocation operations although there may be 
oscillatory displacements on the slope. 

The process of particle nesting, particularly with 
berm breakwaters, has been observed in the laboratory 
whereby smaller material fills voids within the berm 
resulting in a highly interlocked layer and increased 
stability. This process has, to some extent, been 
incorporated into the simulation model by checking the 
location of surrounding elements after a particle is 
relocated on the slope. If the particle is sheltered 
from the surface layer from the external flow, an 
increased coefficient of 2Cn is applied to the particle 
weight which generally prevents further movement. If the 
surrounding elements are subsequently moved, the 
coefficient reverts back to its normal value and further 
displacement is possible. Particle nesting of undersize 
material was not found to be a dominant factor for 
stability of the reshaped slope which may be attributed 
to the relatively narrow material grading (D^/D^l. 42) . 
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Application to Berm Breakwater 

The berm breakwater illustrated in figure 3 was 
reshaped with the irregular wave conditions previously 
described. The numerically constructed breakwater was 
reshaped by regular waves with the same waveheight and 
period as the irregular wave parameters, Hs and TM, 
therefore H=0.18m and T=1.93s. The damage was expected 
to be more extensive with the regular wave conditions as 
there will be few waves greater than Hs in the irregular 
wave series. 

The  main  calibration 
reshaping simulation model 
interlocking coefficient, CH. 
of  C=5.0  results  in  an 

factor  required  by  the 
is the combined friction- 
An artificially high value 
almost  statically  stable 

structure whereas a low value, Cn=0.5 produces a highly 
mobile structure for which all particles are unstable. 
In the absence of suitable data relating to the rock 
material, a trial and error procedure is required in 
order to determine a suitable value for which the 
predicted profile matches the experimental profile. Once 
established, reshaping under other wave conditions can be 
studied as the value of Cn is also expected to be a 
property of the packed material and independent of the 
wave conditions. The value of Cn is expected to be a 
function of the structure slope although the chosen 
constant value of CFI=1.6 was found to be adequate for the 
simulation presented. 

Results from the reshaping simulation, for the 
initial structure, are presented as an average reshaped 
profile. A measured and predicted reshaped profiles are 
shown in figure 6. An intermediate profile is also 
included although the simulation is not time-dependent 
and only included to provide an illustration of how the 
profile evolves. 

z (m) 0.5 

Figure 6.  Measured and Predicted Average Profiles 
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The predicted profile shows an increased degree of 
erosion from the upper part of the slope with a 
corresponding increased amount of accretion below SWL. 
The toe of the reshaped profile does not consist of 
material at its natural angle of repose but there is 
still some influence of the hydrodynamics which produces 
a relatively smooth transition to the horizontal bed. A 
section through the numerically reshaped structure is 
presented in figure 7. 

Z(m) 

1.0 
section at y=0.15m 

0   displaced unit 
O   stationary unit 

X(m) 

Figure 7.  Section Through Reshaped Berm Breakwater 

After initial reshaping of the model breakwater, 
further tests were carried out in which individual stone 
displacements were observed as described by Tomasicchio 
(1992). By painting the reshaped profile in zones across 
the width of the flume, damage to the surface layer 
defined by the number of displaced stones was determined. 
Wave conditions with progressively increasing stability 
number, Ns (Ns=H/ADn50, where A=(pa-pJ /pj , but constant wave 
steepness, were used and an assessment of the cumulative 
damage made after each test. Most of these tests were 
conducted with irregular waves although some data is 
available for displacements under regular waves. Due to 
the differences in the measured and predicted profiles, 
quantitative results from physical and numerical 
experiments are not compared. Figure 8 shows results 
from a typical simulation of displacements on the 
reshaped slope presented as a plan view of surface 
particles before and after exposure to regular waves with 
H=0.166m and T=1.86s. The particles are shaded according 
to their position on the reshaped slope before 
displacement. v 
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Figure. 8 Surface Particle Displacements 

Conclusions 

. A reshaping simulation model, using a deterministic 
approach, which includes detail of individual armour 
displacements is shown to provide a qualitatively good 
prediction of profile development. Predictions of 
transport on the reshaped profile can also be made with 
the calibrated model although the results have not been 
validated against experimental data. 

The influence of variability within the random 
structure of the armour layer can be investigated by 
repeating the numerical experiments on a modified 
structure. A different structure, with the same material 
grading and initial profile, can be numerically 
constructed by providing different seed values to the 
random number generator used to select particles for 
placement. 

Modifications towards a more probabilistic model 
should include the variability of particle shape. This 
would require a distribution of projected area/volume, 
wave force and friction-interlocking coefficients rather 
than applying a single value as used in the present 
model. 

Further improvements to the component models are 
possible although the associated increase in 
computational time should be taken into consideration. 
The simulation of initial reshaping with the present 
model can take up to 8 hours on a 50MHz 486 machine. 
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CHAPTER 112 

THE BREAKING AND RUN-UP OF SOLITARY WAVES 
ON BEACHES 

Ashwini Otta1, lb A. Svendsen2, and S. T. Grilli3 

ABSTRACT 

A high accuracy boundary element method is used to compute the propaga- 
tion of solitary waves from a constant depth region onto a plane slope. Initial 
wave heights range from H/h = 0.06 to 0.775, slopes between 1:35 and 1:1.73 
(30°) have been investigated. The prebreaking shoaling shows very different 
characteristics on gentle slopes (1:20 and less) and on steeper slopes. 

A diagram constructed on the basis of a large number of numerical experi- 
ments gives a simple limit between which waves break on which slopes and which 
not. Typical examples of the range of wave behavior are shown. Waves that do 
not break at run up often break during run down. The velocity fields for the 
two types of breaking are compared and found to be very different. A simple 
explanation for this is offered. 

1. INTRODUCTION 

The shoaling, run-up and breaking of solitary waves is of interest in connec- 
tion with the analysis of the behavior of tsunamis in coastal regions. 

A significant amount of literature has been published which analyses long 
wave propagation on slopes using the non-linear shallow water (NSW) equations 
or Boussinesq approximations. Thus, analytic solutions to periodic problems 
were obtained by Carrier & Greenspan (1958), Carrier (1966) and to the solitary 
wave problem by Synolakis (1987). Numerical solutions have been developed 
by Hibberd and Peregrine (1979), Pedersen k Gjevik (1983), and Zelt (1991). 
Furthermore, Kim et al. (1983) used a boundary integral formulation to analyze 
the problem. Experimental results for run-up were obtained by Ippen & Kulin 
(1954), Camfield & Street (1969) and recently, by Synolakis (1987). In particular 

1 Delft  Hydraulics  Laboratory,   De  Voorst,   Postbus  152,  8300 AD,  Emmeloord,  The 
Netherlands 

2University of Delaware, Department of Civil Engineering, Newark, DE 19716 
3The University of Rhode Island, Department of Ocean Engineering, Kingston, RI 02881 

1461 



1462 COASTAL ENGINEERING 1992 

Synolakis, comparing results from the NSW equations with experimental run- 
up, finds some deviations in the surface profiles in the final stages when the 
waves get steep. Papanicolaou & Raichlen (1987) give a few results for breaker 
heights on very gentle slopes (< 1:50). Finally, Svendsen & Grilli (1990) found 
using a high accuracy boundary element method (BEM) that when solitary 
waves of steepness up to 0.50 run-up on a relatively steep slope, the velocity 
profiles would differ quite significantly from the depth uniform velocity which 
is intimately linked with the NSW-equations. Similarly, the run-up of non- 
breaking waves, while in accordance with experimental results, would differ from 
the NSW predictions by as much as 75%. 

Synolakis also developed a criterion for whether the waves would eventually 
break during the run-up and concluded that as the slope angle becomes small, 
the theory is only valid for small H/h whereas for steep beaches, he estimated 
the theory would be valid for relatively large H/h. 

In the present paper we apply the version of the BEM method developed by 
Otta, Svendsen & Grilli (1992) to analyze the development of solitary waves on 
beaches. The wave heights initially (on the constant depth region in front of the 
slope) have height to depth ratios H/h from a moderate 0.10 to 0.775, the latter 
being almost equal to the steepest stable solitary wave on a horizontal bottom. 
The beach slopes are between 1.35 and 1/1.73 (30°). Both the shoaling behavior 
and the question of whether the waves break (and how) are addressed. 

2. PROBLEM FORMULATION 

The situation considered is described in Fig. 1. Solitary waves generated 
with initial height H0 in a region of constant depth h0 propagate towards a 
plane beach with slope angle s. Hence the only independent parameters of the 
problem are H0/ho and s. The motion is assumed irrotational and hence can be 
described by a velocity potential cj>. Hence the velocity field v is given as 

z/h 

-1.5 
10 20 30 40 

Figure 1: Definition Sketch 

x/h 
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v = S74> (1) 

and in the entire flow region </> satisfies the Laplace equation 

V2</> = 0 (2) 

subject to the boundary conditions 

—— = 0   at the bottom z = —h0(x) (3) 
on 

D<f> 1. 

Dt >I2-OT (4) 
at the free surface z = rj(x, t) 

(5) 

where D/Dt = d/dt + (v • V) represents the total derivative following a fluid 
particle. The geometrical quantities are shown in Fig. 1 and we have assumed 
a constant pressure along the surface. 

To achieve the necessary accuracy in the computations, the solitary waves 
are generated initially by a method described by Tanaka (1986). At t = 0, we 
assume such a wave present in the computational wave tank with crest suffi- 
ciently far from the toe of the beach to be essentially undisturbed by the beach. 
Similarly, the seaward boundary is placed sufficiently far away not to disturb 
the computations with its reflection. 

3. METHOD OF SOLUTION 

The exact equations described in section 2 are solved by transforming the 
Laplace equation (2) into a Boundary Integral Equation which reads 

a(x,t)4>(Z,t) = /rgG(x,x0) - ^(x0)
gG(^Xo)rfr(x0) (6) 

F represents the (closed) boundary of the computational domain given by the 
bottom and slope, the entire free surface and the seaward boundary (see Fig. 
1). x and x0 indicate points on the boundary curve, x0 being the point with 
respect to which the integral is performed. A free space Greens function is used 
for G(x, x0). (6) is an exact representation of the original equation (2) which 
was exact too. 

The solution of (6) at each time step is found numerically at modal points 
on the boundary. These nodes divide the boundary T into M segments Tj each 
spanning over an element. Thus, (6) can be written 

a(x, *Mx, t) = Y, I  ^(x, x0)/rfr - W   ^(x0 
3=1 Jri °n 1=1 Jri 

_ ,9G(x, x0) 
dT     (7) 
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which is still exact. Hence, the solution is reduced to the question of expressing 
the two types of integrals in (7) in terms of <j> and -^ at the nodes. 

The details of this technique, which also includes upgrading to the next time 
step the boundary values of <j> and d<f)/dn at each point using the boundary 
conditions (3) and (4) are described by Grilli et al. (1989), Grilli & Svendsen 
(1990a,b). 

The approach used for the computations reported here differ from previous 
versions of the method in the way the derivatives along the boundary and inte- 
grals in (7) have been computed. A third order polynomial based on four nodes 
has been used, centrally positioned around each interval (termed midinterval 
approximation). 

This turns out to yield a substantial improvement in accuracy over the spline 
approximations used earlier. Fig. 2 shows a comparison of results for H/h and 
the maximum error in the normal velocity d</>/dn for the propagation of a very 
steep solitary wave (H/h = 0.775) on a horizontal bottom. This is close to 
highest wave of H/h = 0.78 that remains stable according to Tanaka (1986). 

Ideally, we should expect each of the quantities in these computations to stay 
constant during the propagation. Initially, however, the wave undergoes minor 
changes before settling down to a largely constant value. These adjustments are 
caused by the fact that the numerical representation of the wave in our compu- 
tations is based on different node position and also uses interpolation between 
nodes that differ (slightly) from the interpolation used in the computation of 
the initial wave (at t = 0) by Tanaka's method. 

In all, however, the constancy of the parameters in Fig. 2 shows the substan- 
tial improvement over previous versions of the method, which were not quite 
able to cover the propagation of waves with heights so close to the maximum 
stable wave height. The figure represents propagation over approximately 30 
water depths. 

4. SHOALING OF SOLITARY WAVES 

The tool thus developed has been used for numerical experiments with the 
shoaling and breaking of solitary waves on beaches with slopes varying from 
1/35 to approximately 1/2. 

Fig. 3 shows computations on a slope of 1/35 of waves with steepness between 
0.10 and 0.40. The local value of H/h on the slope is plotted against x/h0, the 
distance from the initial position of the wave crest. 

The variation is essentially the same for all value of H/h and all waves in 
the figure end up breaking. Noticeable is the fact that the value of H/h at the 
breaking point almost independent of the initial height of the wave. The smaller 
waves just travel to smaller depths before they break. This pattern was already 
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0.77-1 

Figure 2: Accuracy of Computations for Very Steep Solitary Wave (H/H = 
0.775) on a Constant Depth. 1) Quasi-spline interpolation. 2) Cubic mid- 
interval approximation. 

25        30        35        40 

Figure 3:   Shoaling of Solitary Waves of Different Initial Height H0/h0, on a 
slope 1/35. H/h on the Slope versus x/h0. Slope Starts at x/h0 = 25. 
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log(H/H ) 

-log (h/hj 
Figure 4: Shoaling of Solitary Waves of Different HB/hB on Different Slopes. 

observed experimentally by Ippen & Kulin (1954). It is also worth noticing that 
the H/h value of breaking for all the waves is 1.35-1.45, i.e., dramatically above 
the height 0.78 or 0.8 of the highest stable wave. The reason for this is of course 
that the (in)stability of a high symmetrical wave on a constant depth has little 
to do with unsymmetrical deformation to breaking of a wave on a gradually 
decreasing water depth. 

The absolute change in the height of the waves can not be deduced from Fig. 
3. Fig. 4, however, shows the variation of wave height H relative to the original 
height H0. This figure also includes a sample of results for a number of steeper 
slopes (1/20, 1/8.25, 1/6.5). We observe in this figure a substantial difference in 
the behavior on different slopes of waves initially of the same height. Whereas 
the waves on a 1/35 slope studied in the previous figure increase in height by 
generally a factor of 2 (logH/H0 ~ 0.3), the same waves on the steeper slope 
of 1/8.25 or 1/6.5 propagate on the slope essentially without change in absolute 
height. It even turns out that on a slope with steepness 1/6.5, only the initially 
steepest of those waves reach breaking (see below). 

The figure also shows that non of the two theoretical laws proposed in the 
literature for the variation of the height of shoaling long waves are particularly 
satisfactory. Green's law H oc h~i (represented by line G in Fig. 4) clearly 
has some merit during the initial stages of waves on the slope of 1/35 as one 
should expect from its derivation based on small amplitude waves on gentle 
slopes. More surprising perhaps is that the relation H oc h~x predicted by the 
Boussinesq theory (line B in Fig. 4) can be said to approximate the later part 
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of the wave height development towards breaking as judged from the fact that 
H/H0 curves for waves on a 1/35 slope have the same slope in that region. These 
features were discussed by Synolakis (1991) on the basis of experimental results. 
On the steeper slopes, however, even 1/20, none on these laws will apparently 
provide accurate predictions for the wave height variations. In fact, the steepest 
wave of 0.40 (curve g) on a 1/6.5 slope even decreases slightly in height as it 
climbs the slope. 

5. WAVE BREAKING ON SLOPES 

Variation with slope angle and wave height 

The second problem addressed in the present paper is the question of which 
waves break on which slopes. 

Fig. 5 shows the propagation of the same wave, a very steep solitary wave 
with initial height H0/h0 = 0.75, on three different slopes, 30°, 7.12° (1/8), 3.81° 
(1/15). The three figures illustrate the range of behavior described in section 4, 
and we particularly see that even a wave initially close to the maximum stable 
steepness does not break if the slope is too steep. It turns out that a wave of 
nearly maximum steepness will only break if the slope angle is smaller 1:4. 

We also see the radical difference between the behavior of the same wave on 
a 30° and a 7.12° slope. Where the crest in the first case essentially rushes up 
the slope with a total runup of close to three times the initial wave height the 
wave on a 7.12° slope hardly changes height at all and mainly undergoes a rapid 
deformation that ends with breaking. 

On a 7.12° slope, the front of the wave becomes an almost vertical wall at the 
point of breaking and the breaking occurs violently as the entire wall tumbles 
over. On the gentler slope of 3.81° the wave breaking is a classical plunging 
breaker although the size of the jet is relatively small. 

In Fig. 6 is shown the influence (or lack of influence) of wave height on the 
breaking on a fairly gentle slope (3.81°). Each of the four waves with initial 
heights of H0/h0 = 0.3, 0.45, 0.6 and 0.7 have shapes at the point of breaking 
that virtually are scaled versions of the others. Only the height to depth ratios 
H/h are slightly different as indicated in section 4 with the smaller wave reaching 
the largest H/h-value before it breaks. 

Breaking criterion 

Based on a sufficient number of such calculations as numerical experiments, 
we are then able to construct the diagram shown in Fig. 7 which shows which 
waves break, which do not. The axes are logl/s, (s = hx being the slope) and 
log(iJ0//i0), H0 the original wave height on the constant depth h0. The full 
line in the diagram separates the waves that break before or during run-up on 
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*A0 
Figure 5: The Breaking of the Same Wave (H0/ho = 0.75) on Three Different 
Slopes: a) 30°, b) 7.18° (1:8), c) 3.81° (1:15). 

Figure 6: Breaking of Four Different Waves (H0/h0 = 0.3, 0.45, 0.6 and 0.7) on 
the Same (relatively gentle) Slope 3.81° (1:15). 
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a given slope. We see that the line indicates that waves with 

"   >8As15'9 (8) 
h0 

will break sometime during run-up on a slope. 

The question of which waves break on a slope was also addressed by Synolakis 
(1987). Using the non-linear shallow water equations (NSW), he found that 
waves would eventually break on the slope if H0/h0 > 0.82510/9. This criterion 
is indicated by the dashed line in Fig. 7. 

We see that only for waves initially of noticeable steepness the NSW equa- 
tions predict, that much smaller waves will break, than is found by the present 
more accurate method. Since run-up is greatly reduced if the waves break, this 
will also result in the NSW equations predicting much less run-up for the class 
of waves that actually do not break. 

It could be argued that for waves initially of very small height (such as 
Tsunamis), the extrapolation of the two lines in the figure will meet. This 
happens for H0/h0 = 0.0078 (corresponding to a = 0.015), so that for that set 
of parameter values, the two methods give the same limit for which waves break 
and which do not. 

However, in the first place it is not clear in advance that the formula (8) can 
be extrapolated to such small values of Ho/h0. We have not at the present time 
performed any numerical experiments with so small wave heights on such gentle 
slopes. 

Secondly, even such small waves will become quite steep when they approach 
breaking. The fact that the NSW equations fail to correctly predict breaking of 
the initially steeper waves may indicate that their prediction of the behavior of 
waves close to breaking is generally deficient, no matter how those waves start 
out. This would be in accordance with the general knowledge that near breaking 
the deviations from the hydrostatic pressure imbedded in the NSW equations is 
important. 

Surging breakers 

One of the interesting phenomena to look for in the numerical experiments 
is what happens to the waves that almost break, or only just break. Those are 
the waves around the full line in Fig. 7. If they break, this would presumably 
correspond to a so-called surging breaker. Fig. 8 shows computations for very 
steep waves on a slope of 1/4. The initial wave heights are 0.65, 0.68 and 0.75, 
and according to Fig. 7 these waves should not break but, particularly the 0.75 
case should be very close to breaking. The figure is undistorted in scales so we 
can judge the development. 

We notice that these waves show all the characteristics found from experi- 
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2       3    4   5     7     10 20    30 

Figure 7: Wave Breaking Criterion 

1/S 

Figure 8: Waves Close to a Surging Breaking 
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ments for surging breakers. The front, with no water ahead of it, steepens to 
about 75° and the steepest surface slope is at very bottom of the front. At a cer- 
tain point, the steepness stops, however, and the toe of the front shoots forward 
into a run- up while the wave crest behind collapses. Clearly, a very significant 
part of the potential energy plus the kinetic energy built into the wave crest 
at the instant of maximum slope is transferred into kinetic energy causing the 
run-up. 

Though we have not tested this through more extensive experiments, we 
would expect this pattern to apply for a wide range of wave/slope combinations 
along the line given by (8). The question remains open however, how gentle the 
slope can be and how nearly breaking waves behave on really gentle slopes such 
as 1/50. 

Wave breaking in the backwash 

It turns out that waves that do not break during run-up may still do so 
during run-down. This was already seen in the computations on steep slopes by 
Svendsen & Grilli (1990) and Grilli & Svendsen (1991) who also described the 
velocity fields. 

Fig. 9 shows an example of the breaking of a wave during run-down. At the 
period following maximum run-up (approximately position 1), the water starts 
rushing down the slope at rapidly increasing speed. The water level nearly 
parallel to the bottom indicates the acceleration is close to g sin a where a is the 
slope angle. Close to the slope, the water level drops well below undisturbed 
SWL while staying well above SWL a little further out. This creates a front, as of 
a new incoming wave, which rapidly breaks shoreward. The whole sequence, in 
particular the breaking, takes place so swiftly that under laboratory conditions 
it can hardly be followed with the naked eye. After the breaking, the SWL is 
restored at the shoreline while smaller reflected wave propagates away. This 
phase can only be reproduced by the present method when the wave does not 
reach breaking in the downrush. 

It is worth noticing that although it looks like the down-wash breaking is 
equivalent to a new incoming wave front, the velocity field in this breaker is 
radically different from the velocity field in an ordinary shoreward propagating 
breaker. Pig. 10 shows a comparison between the two situations. It seems 
that due to the strong downward water flow on the slope meeting the backward 
breaker, this wave is held in an almost stationary position while it turns over. 
The strong outward going particle velocities confirms this impression. 

6. CONCLUSION 

Summarizing the results described, we conclude that 

• The wave height variation of solitary waves shoaling on plane slopes de- 
pends far more radically on the slope than on the initial wave steepness. 
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On gentle slopes (< 1:20), the wave height grows monotonously, slowly at 
first, towards breaking nearly as ft-1. 

On steeper slopes, the wave height stays almost constant over the slope. 

• For all slopes investigated (1:35 being the gentlest), the wave height to 
water depth ratio at breaking is well above the limit of approximately 0.78 
of the steepest stable wave on constant depth. For the moderately steeper 
slopes, the waves may break even at the shoreline (and the value of H/h 
then is infinite). 

• No waves that can propagate stably on a constant depth break on slopes 
steeper than 12°. 

• Waves that do not break during run up may still generate a (backward) 
wave breaking during run down. The velocity field in such a breaking is 
very different from the breaking of a progressive wave. It resembles the 
velocity field of a (second) shoreward moving wave which is arrested by 
the downrush. The wave deforms to breaking without propagating. 
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CHAPTER 113 
Impact Loading and Dynamic Response of Caisson 

Breakwaters 

- Results of Large-Scale Model Tests - 

H.Oumeraci1), H.W. Partenscky2), S. Kohlhase3), P. Klammer4) 

Abstract 

The results of large-scale model tests on impact loading and dynamic response 
of a caisson breakwater are presented. 

Hydraulic model tests are performed in which the impact loading is induced by 
breaking waves on the structure. Horizontal impact forces, uplift forces and the 
related overturning moments are determined. The transmissibility of the impact loads 
and the accelerations of the structure are investigated (dynamic response).. 

The hydraulic model tests are supplemented by pendulum tests on the same 
caisson breakwater model used in the hydraulic model tests in order to determine the 
characteristics of the structural model itself. The added mass of water oscillating 
with the structure, the stiffness of the foundation and the damping ratio are evaluated 
from these tests. 

Introduction 

Based on the lessons drawn from past failures and on a literature review, a 
research programme on monolithic structures subject to breaking waves has been 
established (OUMERACI et al, 1991). The main objective of this programme is the 
development of design guidelines as well as the evaluation of counter-measures for 
increasing the overall stability of the structure and its foundation. In fact, the stability 
of vertical and composite breakwaters has been yet approached by the existing codes 
of practice and design methods of different countries as a static problem (GODA, 
1985). Therefore, the underlying philosophy of these investigations is to show that a 
caisson breakwater/foundation system is a purely dynamic problem which cannot be 
simply treated statically. For this purpose, large-scale hydraulic model tests and 
pendulum tests on a caisson breakwaters were performed, supplemented by a 
dynamic analysis of the structure. The paper is principally intended to present and 
discuss some of the most relevant results of the hydraulic and pendulum tests. The 
results of the dynamic analysis of caisson breakwater by using a simple numerical 
model, together with the experimental results, will be presented in a further paper 
(OUMERACI & KORTENHAUS, 1993). 

') Dr.-Ing., Senior Researcher, SFB 205, University of Hannover, Appelstr. 9A, 3000 Hannover 
2) Prof. Dr.-Ing., Dr.-Phys., formerly Managing Director Franzius-Institut 
3) Prof. Dr.-Ing.habil., Franzius-Institut 
4)Dipl.-Ing., Research Engineer, SFB 205 
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Experimental Set-up and Test Conditions 

Hydraulic model tests and pendulum tests have been performed in the Large 
Wave Flume (GWK) in Hannover on a caisson breakwater, with a rubble mound 
foundation lying on a sand bed. 

a) Hydraulic Model Tests 

The hydraulic model tests were conducted by using regular and irregular 
waves with wave heights and periods up to 1.20m and 7s, respectively. The 
measurements were simultaneously performed on two independent caisson 
structures. Total forces were measured on the first caisson. The second caisson was 
installed on a rubble mound foundation lying on a 1.4 m-thick sand layer (Fig. 1). 

O.S     1.0 m 

Rubble mound 
10-15 kg 

A2       D 

t     A   Accelerometers 
( vertical ) 

<-»   A Accelerometers 
( horizontal) 
Pressure cells (impact 
& uplift pressures ) 
Soil pressure cells 
Pore pressure cells 

Sand 

7/V////77777777Z7?. 
f ; > ; / / v  ' . 

FIG. 1: CAISSON BREAKWATER TESTED IN THE LARGE WAVE FLUME (GWK) 

Simultaneous measurements of the following items were carried out: 
(a) incident and reflected waves, (b) impact pressure on the caisson front, (c) uplift 
pressure, (d) wave-induced pore-water pressure in the foundation, (e) total wave- 
induced stress in the sand layer, (f) dynamic response of the caisson (accelerations) 
and (g) total forces. 

Pressure and load transducers with high natural frequencies were used. 
Sampling rates up to 11kHz were adopted for impact pressures and forces. 
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b) Pendulum Tests 

The hydraulic model tests were supplemented by pendulum tests (Fig. 2) using 
the same caisson/foundation model (Fig. 1) in different water depths. 

Cable pulley 
-Pendulum 

,<SSW«ti4-b««»4«J>J*MxM^* 

*) Same Model as shown in Fig. 1 

FIG. 2: EXPERIMENTAL SET-UP FOR PENDULUM TESTS 

The impulsive loads induced by the pendulum and the response of the 
structure and its foundation were simultaneously recorded. The main objective of 
these tests was to determine the hydrodynamic mass as well as the damping and the 
subgrade reaction coefficients to be considered in a dynamic analysis of the 
caisson/foundation system. Two test series were conducted on the caisson part lying 
on the rubble mound foundation: Tests under dry conditions and tests with different 
water depths. 

Discussion of Results of Hydraulic Model Tests 

a) Impact Pressure Histories and Distribution 

The characteristics of the impact pressure histories simultaneously recorded at 
nine elevations of the caisson front are strongly related to the types and kinematics 
of the waves breaking on the structure (OUMERACI et al, 1993). Spatial pressure 
distributions on the caisson front for time steps as small as At = 0.1ms can be 
plotted from the measured data, and the related total forces are calculated from 
pressure integration. An example of such pressure distributions resulting from a 
breaking wave with H = 0.85m and T = 4s is given in Fig. 3 for At = 6.3ms. 
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FIG. 3: PRESSURE DISTRIBUTION ON CAISSON FRONT 
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These pressure distributions, together with the simultaneously measured 
pressure histories at different wall elevations not only give a complete picture of the 
impact process, but also allow us to identify the most relevant charateristics of the 
shape of the breakers impinging on the wall. 

b) Uplift Pressure Histories and Distributions 

Uplift pressures are subject to much less variation in time than the pressures 
on the caisson front (OUMERACI et al, 1991). For waves breaking on the caisson, 
the recorded uplift pressure histories exhibit a dynamic shape, even if much less 
sharper than that of the impact pressure on the caisson front. In this case, the uplift 
pressure is not linearly distributed and not equal to zero at the rear edge of the 
caisson, as usually assumed. This is shown for instance by Fig. 4 which represents 
the uplift pressure distribution at the instant of wave breaking ( H= 0.85m, T « 4.0s). 

Wave  Conditions 

d * 2.9?m; H - 0.85m 

T * 3.96s 

..... 

0.0      OS     10m 

FIG. 4: UPLIFT PRESSURE DISTRIBUTION FOR BREAKING WAVES 

c) Total Forces and Overturning Moments 

The total horizontal and uplift forces were obtained by spatially integrating the 
impact pressures measured on the caisson front (horizontal force F^) and the uplift 
pressure (vertical force Fv). An example of the total horizontal force Fn and its 
overturning moment Mn around the rear edge of the caisson is shown in Fig. 5. It 
can also be seen that during the impact process, the location of the point of 
application of Fjj is almost constant and slightly under still water level. 
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-0.20s -0.10:; 0.00s •tO. 10s •1-0.20:; 

T i m e    | s 1 

FIG. 5: HORIZONTAL FORCE AND INDUCED OVERTURNING MOMENT 

The uplift force and related overturning moment which are caused by the same 
wave which induced the force and moment in Fig. 5 are also shown in Fig. 6. It can 
be seen that the point of application of the uplift force during impact is located rather 
at Yn than ]/3 of the caisson width from the seaward edge, due to the non-linear 
uplift pressure distribution as shown in Fig. 4. This will result in a larger contribution 
of the uplift force to the total overturning moment. In fact, depending on the caisson 
size, the water depth, the thickness of the rubble mound foundation, the breaker type 
and the magnitude of the horizontal force, this contribution may be higher than that 
of the horizontal impact forces (Fig. 7). 

-0.20 -0.10 0.00 +0.10 +0.20 

Time   [ s ] 
FIG. 6: UPLIFT FORCE AND INDUCED OVERTURNING MOMENT 
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2 

HORIZ. IMPACT FORCE FH (kN/m) 
FIG. 7: CONTRIBUTION OF UPLIFT FORCE TO THE TOTAL OVERTURNING MOMENT 

d) Dynamic Response of the Structure 

Transmissibility of Impact Loads 

The dynamic response of the first part of the model caisson behind which the 
total horizontal reaction force was measured is described by the transmissibility of 
the impact load. This transmissibility is defined as the ratio of the reaction force 
measured behind the caisson to the total impact force on the caisson front obtained 
by pressure integration over the front area. An example of the results obtained is 
given in Fig. 8. 

This and further similar results show that for the conditions tested, the 
transmissibility of the impact forces is in the range of 0.10 to 0.80 whereas the 
transmissibility of the force impulses is about twice the transmissibility of the related 
peak forces. This, however, strongly depends on the shape of the impact force 
history which is known to be primarily determined by the shape of the breaker 
impinging on the wall (OUMERACI & KORTENHAUS, 1993). 
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FIG. 8 TRANSMISSIBILITY OF IMPACT FORCES 

Accelerations of the Structure 

TIME 

The response of the second caisson part is described by the accelerations of 
the caisson (vertical and horizontal direction at the rear top and horizontal direction 
at the front top of the caisson). A typical horizontal acceleration trace is given in 
Fig. 9, showing that accelerations in the order of some decimeters/s may occur. It is 
also seen that the structure oscillates with periods Ts » 0.06 - 0.08s. 

Pore Water Pressure in Rubble Mound Foundation and Sand Layer 

Pore-water pressure in the foundation and total stress in the sand layer 
induced by waves and wave impacts on the caisson represent further means to 
characterize the response of the foundation. The pore pressures in the rubble mound 
foundation are found to have peak values which are an order of magnitude lower 
than those of the impact pressure on the caisson front (OUMERACI, 1991). 
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FIG. 9: HORIZONTAL ACCELERATIONS AT THE REAR TOP OF THE CAISSON 

The pore pressure histories in the sand foundation exhibit a shape which is 
almost similar to that of the pressure induced by a partial clapotis. The 
corresponding total stress is characterized by the sharp peaks at both the seaward 
and shoreward bottom edges and by low frequency oscillations after the peak which 
correspond to the rocking motions of the caisson recorded by the accelerometers. 

Results of Pendulum Tests 

a) Tests under Dry Conditions 

An illustrative example for the results related to the rocking motions of the 
caisson subject to pendulum impact under dry conditions (without any water in the 
flume) is given in Fig. 10a showing the time series, and Fig. 10b showing the 
corresponding spectral representation. This means that the natural frequency of the 
structure under dry conditons is /„ w 15Hz. 
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a) Time Series b) Spectral Representations 
FIG. 10: ACCELERATION OF STRUCTURE OSCILLATIONS (DRY CONDITIONS) 
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The damping of the structure oscillations under dry conditions is shown by 
Fig. 11 where the oscillation amplitude A is plotted against dimensionless time 
corresponding to the number of oscillation cycles. 

100 

O 

<D 
X5 

3 4 5 6 7 
Number of Cycles N 

FIG. 11: DAMPING OF STRUCTURE OSCILLATIONS (DRY CONDITIONS) 

From Fig. 11 and further similar results, the logarithmic decrement 

n 
A{t) 

A(t + n-T) 
2   n   D 0) 

has been determined to 5 = 0.446 which leads to a damping ratio D = 0.071. Since: 

where /„* is the natural frequency of the undamped oscillations, it can be assumed 

that /„ = f* and that the logarithmic decrement 5 = 2%D. 

(2) 

b) Tests with Different Water Depths 

The pendulum tests were conducted for different water depths under the same 
loading conditions as for the tests under dry conditions. 

As already mentioned, the main objective of these tests was to determine the 
dynamic parameters needed for dynamic analysis, namely : 

• the added mass of water which is forced to oscillate with the structure 
subject to impact loads, 

• the damping ratio of the oscillating structure, 

• the stiffness of the foundation. 



1484 COASTAL ENGINEERING 1992 

Added Mass of Water 

The hydrodynamic mass is generally calculated by using the following 
formulae derived on the assumption of an incompressible and irrotational potential 
flow (OUMERACI & KORTENHAUS, 1993): 

na±ro,=   0.218-pw •<£ 

(3) 

(4) 
where: 
mad hor. >mad rot= added mass of water for horizontal and rotational motion of the 

structure, respectively [k%A 

= density of water y8/mA Pv, 

d. w = water depth at the wall [m] 

Since the frequency of oscillations fn of the structure is directly related to the 
total mass of the oscillating system M, =Mc+mad (Mc= caisson mass /m), the 
added mass of water for each water depth dw can be determined from the 
corresponding measured frequency fn by the following relationship: 

(5) K+(mad)2 = 

where indices 1 and 2 are related to water depth dwi and dw2, respectively. 

The variations of the frequency of oscillations for which the relative water 
depth d"/d obtained from the pendulum tests is shown in Fig. 12. By using Eq. (5), 
the relationship between the added mass and the water depth can be found. 
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FIG. 12: EFFECT OF WATER DEPTH ON OSCILLATION FREQUENCY 
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Generally, the added mass calculated by using Eqs. (3) & (4) are slightly 
underestimated as compared to the experimental results (OUMERACI & 
KORTENHAUS, 1993). 

Stiffness of Foundation 

The stiffness coefficient related to the horizontal motions (Kx) and to the 
rotational motions (K•) have also been determined from the results of the pendulum 
tests for different water depths. These results are compared to the approximate 
method of SAVTNOV in Fig. 13 ( see MARINSKI & OUMERACI, 1992). 
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It is seen from Fig. 13 that the experimental results do not exhibit any 
variation with water depth, but show a relatively good agreement with the 
approximate method of SAVINOV. 
Damping Ratio 

The damping ratio Dx and D• (for horizontal and rotational motions, 
respectively) have been determined for different water depths dw at the caisson front 
by using the following relationships: 

x,(p 
4T?+81 

(6) 
x,q> J 

where: 

8X, 5(p = logarithmic decrement for the horizontal and rotational motion 
respectively: 

:ln 

S„ = In 
fit) 

9(t + Tp) 

x(t),cp(t) = amplitude of horizontal and rotational oscillations, respectively 

Tx, Tqj   = period of horizontal and rotational oscillations, respectively 

(7) 

(8) 

0.75 0.95       1.15 1-35 1.55        1.75 

WATER DEPTH dw(m) 

FIG. 14: DAMPING COEFFICIENT vs. WATER DEPTH 
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The damping ratio Dx and Dm obtained from the pendulum tests are plotted in 

Fig. 14 against water depth dw. 

It can be seen that the experimental D-values show a large scatter, but there is 
a clear tendency for the damping coefficient to increase with water depth. 

Summary of Results, Concluding Remarks and Perspectives 

The results achieved so far in the hydraulic model tests, supplemented by the 
pendulum tests on the same model may be summarized as follows. 

The suggestion commonly found in the literature that the effect of impact 
pressures on the stability of caisson breakwaters is not significant, could not be 
confirmed by the present study. In fact, the occurrence of a sharp force peak 
followed by a quasi-static load generally leads to a higher response of the structure 
than that of the quasi-static force alone (MARINSKI & OUMERACI, 1992). 

The shape of the wave breaking on the structure primarily governs the 
characteristics of the impact load. Double-peaked impact forces which are induced 
by well-developed plunging breakers are found to be the most critical loads 
(OUMERACI et al, 1992). 

Dynamic uplift pressures caused by wave impacts are not linearly distributed 
and appear to be important for the dynamic stability analysis of the structure. 

Free damped nonlinear oscillations of the structure foundation system are 
essentially induced by the impulsive load due to breaking waves. This nonlinearity is 
probably due to the plastic deformations of the foundation as well as the 
hydrodynamic mass and geodynamic mass which both increase with the amplitudes 
of the oscillations of the structure. 

The oscillations of the structure are transmitted to the foundation. The total 
stress recorded in the foundations shows a sharp peak, followed by smaller 
oscillations corresponding to the free rocking oscillations of the structure. 

The total stresses recorded in the sand layer beneath the caisson structure and 
its rubble mound foundation are of two types: one is caused by the shock wave 
propagation into the soil foundation and the other one by the free oscillations of the 
structure following the impact. 

The logarithmic decrement of the free oscillations of the structure-foundation 
system subject to breaking wave impact loads ranges from 8 = 0.35 to 1.1 (average 
value of 8 is 0.62). 

Accounting for the added mass of water oscillating with the structure may 
result in an increase up to 25 % of the natural frequency of the rocking motions, 
depending on the loads, the water depth and the size of the structure. 

The stiffness coefficients (Kx and K<p) determined by the pendulum tests agree 

relatively well with those determined by the approximate method of SAVINOV. 



1488 COASTAL ENGINEERING 1992 

The damping coefficients determined by the pendulum tests exhibit a wider 
variation (D= 0.08 - 0.16) than the subgrade reaction coefficients. 

The results of these investigations can be used, together with a numerical 
model for the simulation of the dynamic response of the structure, in order to 
perform a sensivity analysis of the most relevant parameters (shape and different 
characteristics of the loading, added mass, damping and stiffness coefficients etc.) of 
the system (OUMERACI & KORTENHAUS, 1993). 

In the ongoing further analysis of the data from both hydraulic and pendulum 
tests, more effort is being concentrated on : 

• the dynamic response of the foundation as related to the caisson oscillations; 

• scaling problems related to the loading and response of the structure; 

• providing a complete set of reliable data for the validation of numerical 
models. 
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CHAPTER 114 

WAVE FORCES ON CROWN WALLS 
Jan Pedersen1 Hans F. Burcharth2 

Abstract 

This paper presents some of the results from a large parametric laboratory 
study including more than 200 long-duration model tests. The study addresses 
both the wave forces imposed on the breakwater crown wall as well as the per- 
formance of the structure in reducing the wave overtopping. The testing pro- 
gramme includes variations of the sea state parameters and of the geometri- 
cal configuration of the breakwater and crown wall. Basic relations between 
forces/overtopping and the varied parameters are examined and preliminary de- 
sign guidelines for structures within the tested range of variations are proposed. 

Introduction 

A rubble mound breakwater is very often constructed with a crown or para- 
pet wall at its crest, since such a superstructure contributes to the effectiveness 
of the breakwater in reducing the amount of overtopping water. Furthermore, a 
wall will in most cases reduce the necessary crest height of the rubble structure 
and thereby decrease the amount of rubble material. The superstructure often 
functions also as service and traffic road. 

Although crown walls are very popular and have been used worldwide for 
decades, there still does not exist any general applicable guidelines or design 
criteria for these structures. This is in sharp contrast to some of the other modes 

'Ph.D., Department of Civil Engineering, Aalborg University, Sohngaardsholmsvej 57, 
DK-9000 Aalborg, Denmark 

2Prof. of Marine Civil Engineering, Department of Civil Engineering, Aalborg University, 
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of failure for rubble mound breakwaters where todays design procedures includes 
fairly reliable calculations of the probability of failure within the lifetime of the 
structure, see fx. [2, Burcharth 1991a] and [3, Burcharth 1991b]. Such calcula- 
tions requires as basis a well documented design equation which for example for 
failure of the main armour layer is fulfilled by the Hudson formula or the stability 
formulae by [10, v.d. Meer 1988]. The uncertainties related to existing general 
formulae for wave wall stability and overtopping are very large. The design of 
crown walls therefore relies on site specific hydraulic model studies or careful 
extraction and interpretation of the research results presented in the literature, 
see fx. [1, Bradbury et. al. 1988], [7, Jensen 1983] and [8, Jensen 1984]. 

Looking at the stability of the crown wall, several modes of failure have to 
be considered as shown in Fig. 1. 

a)   Breakage  of  wall b) Breakage  of  base  plate c) Sliding   on  foundalion 

d) Backward sliding/tilting due 
to slip follure in foundation 
or  rear  slope  erosion 

-4IL 
Slip failure' 

Erosion 

•)  Forward  tilt due  to undermining 
by  erosion  of  front  armour 

^armour 

Fig. 1    -    Possible failure modes for crown walls. From [4,Burchart 1993] 

Only the failure modes a) and b) depends exclusively on the strength of the 
superstructure and the wave loading, whereas failure modes c), d) and e) are 
much more complex involving the properties of the underlaying soil and failures 
of other parts of the structure. The problem of stability must in all cases be 
treated dynamically due to the dynamic behaviour of the wave loading. This 
imposes other problems since the transmissibility or relative amount of load 
transmitted to the rubble structure may be very different for the different failure 
modes. In the present investigations this dampening effect is not studied. All 
results relates to the pressures recorded on the stiff wave wall. The corresponding 
forces might be very conservative design measures especially for failure modes 
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c) and d), since these combined structure-soil failure mechanisms have relatively 
low transmissibility coefficients for short duration force actions. For a caisson 
breakwater [9, Oumeraci 1991] found a transmissibilty coefficient in wave impact 
tests of 0.2-0.6 depending on the actual force history applied. 

Model Tests 

Wave   guidance   woll 

Amour 
1.st   filter 
2.nd   filt 

Fig. 2    -    Experimental setup and parameter ranges. 

Figure 2 shows the experimental setup used in the parametric laboratory study 
in one of the wave channels at Aalborg University. The channel is 1.6 m wide, 26 
m long and is equipped with a piston type wave paddle. For the present study 
the wave channel was divided into a mid-section of 1 m width and two small 
side channels each of a width of 0.3 m. All varied parameters and their ranges 
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are given in Fig. 2. Waves are generated using a white noise filtering technique 
where it has been verified that the random number generator does not repeat 
itself, which is essentially for the probabilistic estimates of the measurements. 
Each of the over 200 performed test-runs consists of 4000-10000 waves, corre- 
sponding to 2-4 hours of run, in order to reach low exceedence probability levels 
with a high degree of reliability. Wave conditions are measured just in front of the 
breakwater and are separated in incident and reflected waves by a combination 
of the methods suggested by [6, Goda 1974b] and [5, Funke & Mansard 1980]. 
This separation is important since reflection amplitude coefficients of 20-30 % 
are registrated. 

The wave forces on the crown wall are measured using 16 Phillips P13 OEM 
18 mm diameter pressure transducers mounted into the front face of the crown 
wall. In order to minimize the influence from local pressure disturbances the 
pressure cells are placed in 2-4 columns, dependent on the height of the used 
wave wall. Each column is displaced one diameter or less from the adjacent 
transducer columns, to get the best possible vertical resolution of the pressure 
field. 

The wall itself consists of a 5 mm thick steel plate, supported several places 
along the width to ensure a stiffness large enough to prevent dynamic distur- 
bances from movements and deformations. Preliminary tests using a strain gauge 
instrumented force table showed that this setup was unable to registrate the 
high frequent parts of the loading without introducing dynamic amplification 
and thereby blurring the measurements with signals from natural oscillations of 
the force table itself. 

Sampling rates of 128 and 256 Hz were used depending on the actual ge- 
ometric configuration. Only wave pressures on the front face of the wall were 
measured. The uplift pressure at the base plate was not recorded because of the 
uncertainty in correct scaling of the pore pressure in the underlying core mate- 
rial. Also, the forces from the armour units being in contact with the wall are 
not included in the present study. 

From the pressure records the following force components (cf. Fig. 3) were 
calculated: 

• The total horizontal force Fj,. 

• The base pressure P& in the front base point. 

• the overturning moment Mh around the front base point. 

• The second order moment of pressures mj around the front base point. 
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Fig. 3    -    Calculated force components. 

Forces 

A typical example of the measured pressures on the crown wall is shown in 
Fig. 4. From left to right the figure illustrates the pressure evolution when a 
wave approaches the breakwater slope, hits the wall and starts to rush down. 
The timestep between each frame is 7.8 ms. 

Fig. 4    -    Example of typical pressure evolution on crown wall. 
Timestep between each frame is 7.8 ms. 

High local pressures are observed in a narrow region just above the crest of the 
armour in the same moment the water hits the wall. This phenomenon happens 
because the water velocities outside the porous stone layers are higher than in- 
side. The maximum loading occurs a little later when the porous layers are fully 
saturated and the water pressure is acting over the full height of the wall. The 
pressure decay during the down-rush has a much longer duration (in the order of 
half a wave period) than the pressure rise which occurs within 0.02-0.05 seconds, 
i.e. in the order of 1-3 % of the wave period. 

By spatial integration of the pressure recordings the horizontal force and 
the overturning moment are obtained.   Examples of time series of these force 
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components are shown in Fig. 5, which also illustrates the afore mentioned time 
scales for pressure rise and decay. 

A M (Nm/m) 

20 -- 

10 -- 

iv /\,tviy /N <v j^—^ 

i { Pb (kN/m2) 

2 - 

0 - JVIVWM VY\ » 
0     2     4     6     8    10   12   14   16   18   20 sec 

Fig. 5    -    Examples of typical time series of force componets. 
Obtained for lowest wall (hj = 0.15 m). 

For the further processing the time series are analysed and probabilistic estimates 
for each of the force components are extracted. For simplicity only ^0.1%, being 
the horizontal force which has an exceedence probability of 0.1%, will be used in 
the following. Also, unless otherwise stated, all results discussed in the following 
are obtained for a high wall, where practically no overtopping occurs. 

Influence of parameters 

To represent the sea state conditions the significant wave height Hs and the 
spectral peak period Tp (or the corresponding wave length Lp) are used. For 
changes in water level [8, Jensen 1984] used the vertical distance Ac from the 
still water level to the armour crest and he showed that together with Hs it 
constitutes an important dimensionless parameter in predicting the wave forces 
on the crown wall. The influence of the width B of the armour crest and the 
height of the wave wall have also been examined. In Figs. 5-8 these different 
parameters are plotted against F/,i0.i%. 
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Since the maximum forces are impulse forces (fig. 4 and 5) which are propor- 
tional to mv2, m being the mass of water hitting the structure and v the water 
velocity in the up-rush, which is proportional to i/gH, it must be expected that 
the loading is proportional to H. The test results verify this, showing a clear 
linear dependency between Hs and ^0.1%, Fig. 6. This is also in agreement with 
results by [1, Bradbury et. al 1988]. 

Like for Ha an increase in wave period and thereby wave length gives an in- 
crease in the wave load on the structure. Although the scatter is larger than for 
H, Fig. 7 shows that the horizontal force is proportional to the wave length Lp. 
This result was also obtained by [8, Jensen 1984] whereas [1, Bradbury et. al 
1988] found proportionality between the mean zero upcrossing wave period and 
the loading. 

The parameter -j*, which incorporates variations in both wave height, water 
level and armour crest elevation, is in fig. 8 plotted against F^o.1%, showing 
excellent linear dependency with nearly no scatter around the fitted lines. 

In fig. 9 the results for different widths B of the crest berm are shown. 
Compared to the other investigated parameters, the influence of B is surpris- 
ingly small. As expected, the overall tendency is that the wave load on the wall 
decreases with increasing berm width, though when extending the width from 
3<4,50 to 4<f„,50 a small increase in the load is observed. No general conclusions 
of the influence of B on F can be drawn without examining the conditions for 
various force probability exceedence levels and various wave periods. 

The last investigated parameter is the crown wall height hj. From Fig. 10, 
where h; is plotted against Fhfl.1% f°r five different values of 4*, it is seen that 

for small values of hj and relative large values of ^p- an increase of the wall height 
results in an increase in the wave loading. Unfortunately, only two wall heights 
are situated in this part of the figure, but by using the point (h/,F) = (0,0) it is 
possible to get an idea of the relation between hj and ^,0.1%. As seen in Fig. 10 
this relation is quite non-linear. When the wave wall height is extended above a 
certain level, an upper limit, exclusively depending on sea state and water level, 
is reached. From this upper limit the wave force will no longer depend on hj. 
For very low walls the influence of the sea state more or less vanishes and the 
horizontal force only depends on the height of the wave wall. This situation is 
caused by excessive overtopping where a large part of the up-rushing water spills 
over the structure without causing significant impulse loads. 
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Guidelines for calculation of horizontal wave force 

At present the only way to determine the horizontal wave loading on a crown 
wall accurately is by means of physical model tests. Based on such tests [8, 
Jensen 1984] proposed the following empirical relationship between -F),,o.i% and 
some of the parameters also examined in the present study : 

Fh.,0.1% 

pghfLp •(£•') (1) 

where p is the water density and a and b are dimensionless empirical coeffi- 
cients. Although the method by which the different parameters have been non- 
dimensionalised is not fully correct, the main features of the formula are verified 
by the current study. Figs. 6 and 7 show the same linear influence of Hs and Lp 

respectively as expressed in eq. 1. The influence of the wall height h/ however, 
which in eq. 1 also is expressed as proportional to F, can not be confirmed. Al- 
though slightly unreliable due to the relative few wall heights tested the current 
study shows that hj should enter the formula in a power larger than 1. Assum- 
ing that the major part of the load is caused by hydrostatic water pressure, one 
finds that the horizontal force is a function of hj2 which, although the forces are 
merely caused by impact pressures, supports the present observations. 
In Fig. 11 the ratio j4 is plotted against the left hand side of equation 1 for 
model test results obtained from [8, Jensen 1984], [1, Brabury et. al 1988] and 
the present study. 

0.12 

o.io 

_p.     0.08 

P>      0.06 

0.04 

0.02 

0 

+ Present study 
3K Jensen 1984 
• Jensen 1984 
X Bradbury 1988 

'   '   '   '* 

Fig. 11    -    Different model test results plotted according to eq. 1. 
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Although not fully explaining the influence of all relevant parameters, and 
showing quite a lot of scatter compared to the model test results, eq. 1 still 
provides a satisfactory first estimate on the wave loading on the crown wall. 

Overtopping 

In all model tests performed also the mean overtopping rate Qm was mea- 
sured. An 0.5 m wide tank for collection of the water discharged over the crown 
wall was installed in the middle of the test section and fitted to the top of the 
wall. From the tank the water was automatically pumped through a flow meter 
and back into the flume. Reading of the flow meter was taken after each test. 
Fig. 12 illustrates the used setup. 

?=0==f^g ** crown wall 

Fig. 12    -    Sketch of setup for overtopping measurements. 

Like for the study of the wave forces the overtopping results are used to examine 
the influence of the different sea state and geometrical paramters on Qm 

Influence of parameters 

Fig. 13 shows the significant wave height plotted against Qm for fixed wave 
period, wall height and berm width but for different water levels. As seen the 
influence from Hs on Qm is very large. Qm is approximately proportional to Hs

5. 
In Fig. 14 the influence of changes in water level and wall height is shown. Rc 

being the distance from the still water level to the top of the wave wall, is able to 
incorporate the variations of both parameters. The ratio ^ is seen to constitute 
an important dimensionless parameter expressing the influence of both the wave 
height and the vertical distance to the top of the structure. 
Several examinations of how the wave period alters Qm were carried out, showing 
no general dependency for nor Tp or Lp. The ratio •y?"- (or cmLm) where Tm is 
the mean zero upcrossing period and Lm and cm the corresponding wave length 
and wave celerity, offers a very fine expression for the influence of the period cf. 
Fig. 15. This figure shows, with nearly no scatter around the fitted lines, that 
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Li Qm depends linearly on T . 
Finally also the influence of the armour berm width B on the mean overtopping 
rate has been investigated. As expected Fig. 16 shows that when B increases the 
amount discharged over the wall decreases. Qm is approximately proportional to 
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Guidelines for calculation of mean overtopping rates 

Several researchers have studied the subject of overtopping of coastal struc- 
tures. Probably the most comprehensive work concerning crown walls on rubble 
mound breakwaters is found in [1, Bradbury et. al 1988]. Based on a large model 
study the authors suggest the following expression for calculation of the mean 
overtopping rate : 

Q* = a{F*f (2) 

where 
Q* : dimensionless discharge =      m 

TmgHs 

F* : dimensionless freeboard = I —- I   \l~- 
\HsJ   V 2TT 

a, /3 : empirical coefficients depending on breakwater 

and wave wall geometries 

In Fig. 17 ln(F*) is plotted against ln(Q*) for the model test results obtained 
in the present study. For all results shown the armour berm width was kept 
constant at 0.18 m (3dn>so). Though some scatter is observed eq. 2 generally 
predicts the overtopping rates very well. For the actual case a and ft was fitted 
to 7.4 • 10~8 and —2.58 respectively. 
Based on the analysis of the influence of the different examined parameters on 
Qm (cf. Figs. 13-16) the following alternative relationship for prediction of the 
overtopping rates was deloped : 

Qr, -(f)' 
where a and ft are empirical dimensionless coefficients. 
As in eq. 2 the influence of the armour berm width must be included in a and /?, 
since a general non-dimensional expression for this parameter has not yet been 
found. Also, the effects of permeability, slope angle and slope roughness have 
to be included in a and j3 just as for eq. 2. In Fig. 18 logaritmic values of 
both sides of eq. 3 are plotted for a fixed armour berm width of 0.18 m (3<fn,5o)- 
Compared to Fig. 17 the scatter around the fitted line is a little smaller, a and 
(3 are fitted to 1.26 • 10~5 and 5.2 respectively. 

It must be concluded that both models, eq. 3 slightly better than eq. 2, are 
able to predict the amount of water overtopping the wave wall with quite good 
accuracy. 
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Conclusions 

Some of the results obtained from an extensive parametric model study con- 
cerning wave forces and overtopping on rubble mound breakwater crown walls 
have been presented. 

The analyses more or less confirm the relationship suggested by [8, Jensen 
1984] for prediction of the horizontal wave forces, though some discrepancies are 
observed. Until more work has been carried out on this subject the formula by 
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Jensen serves well as a first estimate in assessing the wave load. 

Concerning wave overtopping a new formula has been developed, which, al- 
though not fully complete, is able to predict the mean overtopping rate on the 
wave wall with quite good accuracy. The relationship proposed by [1, Bradbury 
et.al] has also been analysed and shows an almost similar accuracy in estimating 
the amount of water discharged over the crown wall. 
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CHAPTER 115 

Optimal Design of Rubble Mound Structures under the Irregular Wave 

Cheong-Ro Ryu1, Yoon-Koo Kang2 and Jong-Wook Kim3 

Abstract 

A design algorithm for the optimal cost effective rubble mound structures is 
developed considering extreme wave statistics and wave control functions as well as the 
stability under the irregular wave attack. In the algorithm, the conventional deterministic 
design method and the optimization technique, SUMT (Sequential Unconstrained 
Minimization Techniques) are used to evaluate the minimum cross section of the 
structure. 

The applicabilty and design sensitivity of the algorithm is examined using 
experimental data on stability, run-up / overtopping and reflection under the various 
irregular waves that have different wave grouping characteristics. The field conditions 
not only the construction method but also the costs can be introduced in the cost 
estimation subroutine. 

1. Introduction 

Cost effectiveness is an important factor in the optimal design concept of coastal 
structures as well as the stability and wave control functions of the structures are. In the 
design, uncertainty of extreme waves and/or design waves, allowable damage considered 
destruction process, and various wave control functions of the structures in irregular 
wave field should be considered, however, these effects were not introduced 
systematically in the conventional design process (Hudson, 1959; CERC, 1984; Ryu and 
Sawaragi, 1986; Smith, 1987; Van der Meer, 1987). 

In this study, conventional deterministic design method and a new optimization 
technique, SUMT are used simultaneously and/or as a dual system to develop a 
systematic design algorithm for the rubble mound structures considering those effects 
and cost effectiveness. In the construction of the algorithm, previous experimental works 
on stability, run up / overtopping and reflection by irregular waves with different   wave 
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grouping characteristics are applied to the present problem of setting up the modules for 
design constraints. 

To discuss some aspects of the usefulness of the algorithm, we first analyze the 
reliability of the well known conventional design methods for regular and irregular 
waves. Next, check the design sensitivity due to the irregularity and the uncertainty of 
extreme waves, as well as construction field conditions and by introducing design 
concept of allowable damage and wave control functions. 

2. Construction of the Optimal Design Algorithm 

The algorithm is constructed with the modules for 1) extreme wave proability 
analysis, 2) structural stability analysis, 3) considering of wave run up, overtopping and 
reflection problems for wave-structural interaction analysis as the wave control functions, 
4) total cost minimizing during life time, 5) drawing the structural dimensions. 

In the construction of each module, the up-to-date research results including 
experimental results carried out in the study and conventional well known results are 
used simultaneously to study comparatively. In the design process, the conventional 
deterministic and the optimal design methods are used to calculate the structral 
dimensions and the total cost. 

Figure 1 shows the flow of the optimal cost effectiveness design process. As 
shown in the figure, the calculation starts with the defined initial total cost (TCMmax), 
allowable damage steps (N), return period steps (NN). The total cost for every step can 
be estimated in the every iteration step, and die cross sectional dimensions for the 
minimum total cost condition is found as the optimal cost effective design. 

3. Optimization of the Cross-Section of Structures 

3.1 Design Variables 

Design variables for rubble mound structures with uniform and composite slopes 
defined as following equation in relation to Figure 2 and Figure 3. 

X = (Xi,X2,X3,X4,X5,X6,X7,X8,Xg,Xio.)T (1) 

where Xi,X2, — ,Xn are the characteristc length scales of the structure as shown in 
Figure 2, 3, X5 in the uniform slope and Xs in the composite slope are the specific 
length of the revetment armor, and h the water depth. 

3.2 Application of the Optimization Technique 

In the development of design algorithm, to minimize the cross-sectional area 
efficiently, the conventional deterministic design method is applied to calculate initial 
design variables, and the optimization technique such as Sequential Unconstrained 
Minimization Techniques (SUMT) are used shown as Figure I. 

The optimal design concept can be expressed as the finding problem of design 
variables under the condition of minimizing the objective function and satisfing the 
contraint functions as; 

(2) 
(3) 
(4) 

• . I (5) 

Find      X = •• (Xi,X2, ,X„)T 
Minimize : f(Xj 
Subject to : :gi(X)±0,    j=l,.. 

hkW = 0 , k = 2 
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Figure 1. The flow of the optimal design process. 
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where   f(X)   is   objective  function,   X  design  variable   vector,   gj(X)   the   inequality 
constraints functions, and hk(X) the equality constraint functions. 

Figure 2. Definition of design variables and sectional area of the rubble mound 
breakwaters with uniform slope. 

Figure 3. Definition of design variables and sectional area of the rubble mound 
breakwaters with composite slope. 

3.2.1 Objective function 

The objective function of cross-sectional area is estimated by following equations 
for the uniform slope. 

f(X) = A + B + C 
= il + AZ + A3 + Bl + B2 + B3 + Cl + C2 + C3 (6) 
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where, 

Al = X6 / sindl * (h + X4 - U) 
A2 = (X2 + X2 + X6 / tandl + X6 / tai>02) * X6/2 
A3 = X6 / sir>02 * (h + X4 - X6) 
Bl = X7 / sindl * (h + X4 - X6 - X7) 
B2 = [(X2 + X6 / tandl + X6 / tan02 - X6 / sin01 - X6 / sil)02) 

+ (X2 + X6 / tan01 + X6 / tan02 - X6 / sin01 - X6 / sin02) 
+ X7 / tan01 + X7 / tan02)] * X7/2 

B3 = X7 / sin02 * (h + X4 - X6 -XT) 
Cl = (h + X4 - X6 - X7) * (h + X4 - X6 -X7) / (2 * tan01) 
C2 = [X2 - (X6 / sin01 - X6 / tan01) - (X7 / sin01 - X7 / tan01) 

- (X6 / sin02 - X6 / tar)02) - (X7 / sin02 - X7 / tan02) 
* (h - X6 - X7) 

C3 = (h + X4 - X6 - X7) * (H + X4 - X6 - X7) / (2 tan02) 

The cross-sectional area for the composite slope can also calculate by the same 
conception in relation to Figure 3 as 

f(X) = A + B + C 
= Al + A2 + A3 + A4 + A5 

+ Bl + B2 + B3 + B4 + B5 
+ Cl + C2 + C3 + C4 + C5 (7) 

where A, B and C are the area of cover layer, sublayer and core layer respectively. 

3.2.2 Design Constraint Functions 

(1) Estimation of Extreme Wave Conditions 
Using the relation between the return period (RP) and non-exceedance probability, 

P(X<x) and considering Weibull distribution for the extreme storm wave heights and 
wave periods for design can be estimated by the following equations. 

RV = [ - ln{ 1 - P( X £ Xm,n ) }]l/»- (8) 

X = aaRV + bo (9) 

where RV: transformed variable for the non-exceedance probability, m: order of data, n: 
number of data, X: variables (wave height & period), k: parameter of extreme value 
distribution function, ao, bo' regression constants. 

The uncertainties of the extreme waves are defined by the reliability analysis, and 
the design waves with confidence interval can be expressed as 

ffl/3  =    ffl/3'   +   <?Hi/3 (10) 

Tl/3  =    T1/3'   ±   0Ti/3 (11) 

in which #1/3 is the significant wave height, T1/3 is the significant wave period, 
superscript ' denotes the value from the regression formular equation (2), crtfi/3 and a 
T1/3 are the uncertainty parameter for extreme wave height and period respectively, and 
(+) and (-) signals denote the upper and the lower confidence level. 
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The extreme / design wave characteristics for the return periods (RPi; i=l,ffli) can 
be estimated from the equations (9), (10), (11). 

(2) Stabilty Analysis of Rubble Mound Structure 
Among the many well known conventional design formulas, Hudson (1959) and 

CERC (1984) for the regular wave, and Ryu & Sawaragi (1986) and Van der Meer 
(1987) for the irregular waves are applied for the stability check in the algorithm. 

For the uniform slope structures: 

rrlfl 
¥H =• 

KD cote ( Sr - 1 )3 
(12) 

by Hudson (1959) & CERC (1984) 

Wi 

ffv = 

' ?%(S.15Qp+20.0) tan9 3/2 

Hl/33, 

by Ryu and Sawaragi (1986) 
?-,. 1/3.(1^+30.1) tan0 . 

?z3/2 Hl/33rr 

{•6.2P0-18(Dv/y N)0.2j=z0.5}3       (Sr-1)* 

for plunging wave 

(13) 

(14) 

Hl/33?V 

{P-0.13(Dv/^ N;O.2(cot0)O.5^zpJ3       (Sr-1)3 

for surging wave by Van der Meer (1987) 

(15) 

For the composite slope structures: 

»R  = 

' M5.46Qp+17.73)   tang' 

rrl/3(D&+36.3)     tamp 

3/2 

Hl/33 (16) 

by Ryu and Sawaragi (1986) 

where tf is the rubble unit weight, subscripts H, fi and V are the weight by Hudson, Ryu 
and Sawaragi, and Van der Meer respectively, H the design wave height, KD the 
empirical stability coefficient, 0 the angle from horizontal of seaward slope of the 
structure, ?r the unit weight of armor unit, Sr the specific gravity of armor unit , QP 
the wave spectrum peakedness parameter, tan<j> the friction coefficient, OR the allowable 
damage level by Ryu's definition, D„5o the nominal diameter, Tz the average wave 
period, Dv the damage level by Van der Meer's definition, P the permeability of core, 
\z the surf-similarity parameter with average wave period, and 0' the equivalent slope 
of the composite structures. 

These stability equations can rearrange to inequality constraint functions for the 
optimization formulation as 

gi(x) = Xs3 ?v - [ n / cote (KD(sr - i)3)j fli/33 * 0 (12)' 



gi'(x) = x5
3 n - 

g\"W = x5
3 rv 

= X53 n - - 
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M6.15 Q? + 20,0)   tan6>   13/2 

1509 

. ?r1/3 fc + 30.1)     tant> 

ff„3/2 

ffi/33 a 0 

tfl/33?V 

(13)' 

i. 0 

for plunging wave 

(14)' 

1 H\/33rr 
a 0 

fp-0-l3(Dv/V ff  )°-2Ccot0)O  ^ZP)3     fSr-1)3 

for surging wave 

(15)' 

gi'"(x) = x83 rr 
MS-46 QP + 17.73)   umd' 

?ru3  (DR + 36.3)      tanij)    . 
ffl/33  Z 0 (16)' 

(3) Wave Control Functions 
In considering with function and purpose of the structres, the following equations 

are used as the design constraints for wave control functions in relation to wave 
overtopping and reflection (Takada, 1973; Ryu and Kang, 1990; Ryu, 1984). 

g2(X) = AQ - Q   z   0 

g3(X) = AR - Kv i   0 

Q = 0.5a(Ru-Hc)2(Xo/Ru -cote ) 

a   =7.6 (cot  6  )0.73 ( Ho / Lo )0-83 

Ru = [1.17 Zi,3/(1  + 0.8 Kl/3  )1  X fli/3 

Kr  =0.5 
(S1/3 - 2.65 tane ) 

4.3 

0.7 

for the uniform slopes 

for the uniform slopes 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

where AQ is the allowable overtopping rate, 0 the overtopping rate, AR is the allowable 
wave reflection and Kr the wave reflection coefficient, Ru is run-up height, ^1/3 is 
significant surf-similarity parameter, Hc is the crest height, Xo = Lo/4 , and Lo and Ho 
are deep sea wave length and height respectively. 

For the composite slopes, the same inequality constraints are used as equations (17) 
and (18), however the run-up and the wave reflection characteristics on the composite 
slope are considered reffered to the analysis results with phase interaction mechanism on 
the composite slope face by Ryu et al. (1986) instead of equations (21) and (22). 

Crest width, slope stability and other design constraints can also be included from 
necessity. 

4. Optimal Cost Effectiveness 

4.1 Initial Construction Cost (ICC) 
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Initial construction cost is very different by field by field, however, the cost 
changes can be defined to be proportional to the cross-sectional area and material 
scales. The relation simply can express as following equation. 

ICC = aU + dbB + acC (23) 

The weight functions aa, ab and ac should be change with the field conditions, 
construction facilities and techniques, and other a lot of constraints. Where A, B, and C 
are the unit costs of the cover layer, sublayer and core layer respectively. 

4.2 Maintenance Cost 

To estimate the maintenance cost, the probability of failure accurance should be 
considered as denoted as following equation. 

dF = (1 - ( 1 - AP)/ (24) 

where dF denotes the probability of failure occurence per a year, AP is the exceedance 
probability of wave conditions, and X the total number of wave events per a year to 
destruct. If it can be assumed that the maintenance work will be immediatly made after 
damage is accured, the total maintenance cost during life time of structures (THY) is 
given by 

THY 
V 

[at (EDR X ICCjJ dRP (25) 
h 

where dRP is considered interval of the return period, U and I are the upper and lower 
limit of the return period, EDR is the equivalent damage rate, and Of the weighting value 
for repair compare to the initial construction cost, cif in the equation is one of the 
sensitive constant in the maintenance cost estimation. It is very changeable parameter by 
field by field, and the value in the [at (EDR X ICC)J means the maintenance cost per a 
year. 

4.3 Total Cost (TC) Minimization 

Total cost during the life time (TC) can be written as the sum of initial construction 
cost (ICC) and total maintenance cost (THY). The maintenance cost THY is required every 
year, and the cost can be changed to the present value considering interest / discount 
rate and the other effects. 

The typical total cost change is shown in Figure 4, and it can be written as 

TC = ICC + Pwf (THY) (26) 

pff = —•/. •,  (2') i(l+i)» ' 

where Pwf denotes the present value exchange rate, i the discount rate, n the life time 
of the structure. In the above equation, i is an important and effective parameter in the 
TC calculation, and it is changeable by the economic conditions. 
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\ 

Wave condition 

Cost of initial construction 

Cost of maintenance ' 

for optimal design 

Return period(year) 

Figure 4. Construction, maintenance, and total costs as functions of wave 
conditions. 

If those effective parameters such as i, at, aa, at, and ac can be introduced 
reasonably in the cost estimation, the minimum cost condition can be found easily by 
the conception as shown in Figure 4. 

5. Application of the Design Algorithm 

5.1 Variation of the Cross-Section for Uniform Slope 

Using the wave observed data at the east coast of Korean Peninsula, the extreme 
wave characteristics can be derived as 

#1/3 = 2.01 RV + 1.93 

T1/3 = Z.50 RV + 6.66 ] (28) 

where the symbols are same as equations (8) and (9). The unit construction cost and 
other design constraints are also reffered to G-port in Korea 

From the equation (28), extreme / design wave characteristics by return periods 
can be easily estimated, and can get the cross-sectional dimensions by the algorithm. 
Figure 5(a) shows the cross-sectional variation characteristics due to the select of return 
period for the design waves. Figure 5(b) indicates the effect of allowable reflection of 
waves on the cross-section. The detail dimensions are illustrated in the Figures. From 
the Figures, it can be remarkably said that the allowable reflection very sensitively 
affect to the slope angle and total cross-sectional area, and the change of design waves 
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AQ 
(m3 /m- s) 

AR h 
(n) 

w                   /                  ^2?K>is. 0.0 0.4 13 
J3 

62 ( 

|| 

/ ,RP       W       cotOT    cotS2 
(yr)    (t) 

^*~^C* yS 
10     15.1      1.25     2.35 
20     17.6     1.25     2.45 
30     19.0     1.25     2.50 
40     20.8     1.25     2.56 
50     23.3     1.25     2.65 X\ 01 

— = 

^^ /                                      j ~"S'V ->» -;C^-. 

Figure 5. The cross-sectional variation characteristics due to the select of return 
period for the design waves and the effect of allowable reflection of 
waves on the cross-section. 

affects to the weight of cover layer armor unit. Figure 6 shows the cross-sectional and 
the crest height changes as well as the rubble weight and the slope angle variations due 
to the allowable overtopping rate as a function of return period of design waves. 

In the calculation the allowable reflection coefficient AR is considered to 0.3, and 
Ryu and Sawaragi's formula is applied to the stability analysis with allowable damage 
rate DR = 60% and spectral peakedness parameter of irregular wave QP = 2.0. From the 
figures it can be concluded that allowable overtopping rate affects sensitively on the 
change of crest height. As the result the cross-sectional area is also changed by the rate 
as a function of the return period. 

Figure 7 shows the effects of the spectral peakedness parameter of irregular design 
waves. In the figure, it is also found that the effects can not be neglected in the design 
as neglected in a lot of conventional design formulas. 

5.2 The Cross-Section Changes of Composite Slope 

The optimal design results for the composite slope structures are listed in Table 1. 
In this case, the reflection control functions are considered with the reflection coefficient 
at boundary 1, berm front, to be less than 0.4, and the overtopping is not allowed. In 
the table, it can understand that the design variables are sensitively affected by the 
extreme wave statistics (RP). The berm width and depth are especially sensitive with a 
small change of design waves. These may will be more changeable if the allowable 
reflection is considered as a function of the wave statistics with a conception of 
environmental   wave control in a sea area. 
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D- AOO.O + : AQ=0.1 
0: AO0.2 A: AQ=0.3 
O- AO0.4 

~I 1 1 1— 
10 20        30 50 

0.6 • 

0.55 
10 20      30 

Return periods(year) 

by Ryu's 
allowable reflecton coeffi. = 0.3 
allowable damage rate    = 60 

Qp = 2.0 

100 
10 20        30 50 

Return periods(year) 

100 

Figure 6. The variations of design variables according to the allowable 
overtopping rates. 

Table 2 shows the results of the design variables change due to the allowable 
damage. The rubble weight, X8 has a decreasing tendency with increasing of allowable 
damage DR, however, we can not find a typical cross sectional area in the table. 

From these results, it is emphasized that the algorithm can be applied to the design 
of composite slope structures. 

5.3 Total Cost Variations 

Figure 8 is the final results on unit total cost calculation by the algorithm. It 
changes according to the return period and the other design constraints listed in the 
figure, and we can easily find the minimum cost point by the design conditions. 
Although, it is a special application example and the result can be changed by field by 
field, it can be emphasized that the minimum point take place in some region of 
medium return periods shorter than 50 years. It means that the optimal design concept 
is a reasonable design method for the systematic and cost effective coastal developments. 
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10 20      30 50 

Return periodlyear) 

10 20       30 50 

Return periods(year) 

by Ryu's 
allowable overtopping rate = 0.3 
allowable retlecton coeffi.   = 0.3 

allowable damage rate      = 60 

Figure 7. The effects of the spectral peakedness parameter of irregular design 
waves. 

Table 1. Optimal design variables for the composite slope according to the return 
period of the waves 

RP (year) 1 5 10 20 30 40 50 100 

Hl/3         ( m) 3.15 3.90 4.23 4.55 4.75 4.88 4.99 5.31 
T1/3     (sec) 13.17 15.40 16.36 17.32 17.88 18.29 18.59 19.55 

XI 18.58 17.69 17.22 16.85 16.61 16.60 16.45 16.13 
Dimensions X2 54.14 74.03 83.55 93.64 99.79 104.42 107.88 119.31 
of the X3 8.64 10.32 11.03 12.09 12.09 12.41 12.63 13.18 

section X4 2.06 2.30 2.39 2.46 2.51 2.54 2.68 2.62 
X5 30.94 31.49 31.70 31.87 31.99 32.15 32.22 32.23 
X6 3.15 3.90 4.23 4.55 4.75 4.88 4.99 5.31 
X7 2.60 2.97 3.11 3.22 3.30 3.37 3.39 3.46 
X8 0.66 0.68 0.71 0.79 0.81 0.81 0.82 0.84 
X9 1.32 1.47 1.53 1.58 1.61 1.63 1.64 1.68 
X10 0.61 0.68 0.71 0.73 0.75 0.76 0.76 0.78 
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Table 2. Variation of the design variables according to the allowable damage rate 
D% for the composite slope structure 

D(%) 20 40 60 80 DATA 

XI 16.60 16.60 16.60 16.60 Hl/3 = 4.88 m 
X2 104.42 104.42 104.42 104.42 Tl/3 = 18.29 sec 

Dimensions X3 12.41 12.41 12.41 12.41 Qp = 2.5 
of the X4 2.54 2.34 2.13 1.98 h = 18 m 

section X5 32.15 32.16 32.16 32.16 
X6 4.88 4.88 4.88 4.88 
X7 3.37 3.35 3.35 3.35 
X8 0.81 0.75 0.68 0.64 
X9 1.64 1.50 1.36 1.27 
X10 0.76 0.70 0.63 0.59 

1.6- 

1.5 

By Ryu's 
AR=0.3 D AQO.O V: AO0.1 
D„=60.0 O- AO0.2 A: AQ=0.3 

Qp=2.0   O: AQ=0.4 

3.2' 

By Ryu's 
AQ=0.0 P: Qp=1.0 V: Qp=2.0 
AR=0.3 O- Qp=3.2 A: Qp=4.0 
Dn=60     O: Qp=2.0 

10 20      30 50 

Return periods(year) 

3.0- 

2.8' 

2.6' 

2.4' 

2.2' 

2.0' 

By Hudson's 
AOO.O   D' DH=0 + 
AR=0.3   <>: DH=8 A: 

O: DH=16 v: 

DH=4 

D„=12 
DH=20 

20       30 

By Ryu's 

AOO.O    0: Dn=0    +: Dn=20 
AR=0.3   0: DR=40 A: DR=60 

10 20       30 50 

Return periods(year) 

Figure 8. The final results on unit total cost calculation in the algorithm according 
to the return period and the other design constraints. 
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6. Conclusions 

The conclusions obtained herein are as follows: 
A cost-effective design algorithm of rubble mound structure with various slope shapes 
has been developed considered the uncertainty and irregularity of design waves / the 
return period of extreme waves, allowable damage (DR), and wave control functions. 

The reliability of the design results can be directly estimated using the algorithm. 
It means that the design algorithm can overcome the design fault because of the design 
wave selection problems in the extreme waves. In considering the allowable ranges of 
the design constraints and irregularity of the design wave, the design sensitivity can 
easily be checked also by using the algorithm. 

In order to examine the applicability of the algorithm, the design sensitivity for the 
structural dimensions and total costs are analysed and compared with those of 
conventional methods using design examples. From the results of comparative studies, 
the algorithm is found to be applicable, and it will be more useful and powerful 
algorithm for the design of rubble mound structures under the more complex design 
conditions, design constraints, and cost functions. 
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CHAPTER 116 

Numerical simulation of nonlinear wave interacting with 
permeable breakwaters 

T.Sakakiyama1 and R.Kajima2 

Abstract 

A fully nonlinear simulation model was developed to predict the wave transfor- 
mation interacting with a permeable breakwater. The present model was applied 
to simulate wave transformations due to a rubble-mound breakwater and due to 
a caisson breakwater covered with armor units and verified by hydraulic model 
tests. Numerical experiments were also performed to interpret the stability of 
armor units and the wave-induced pressure on the caisson through the pile of 
armor units. 

1.    INTRODUCTION 
Numerical models to predict wave motions near and inside of a rubble mound 

breakwater have been recently developed. Since some models are based on the 
linear wave theory (Holscher et al, 1989), they provide only a change of amplitude 
of a sinusoidal wave. Others are nonlinear but one-dimensional models, i.e., they 
are based on the depth-integrated equations (Wurjanto and Kobayashi,1992). 
Ohyama and Nadaoka(1991) developed a fully nonlinear model to simulate wave 
transformation on an impermeable bottom based on the potential theory. No 
fully nonlinear model including the effect of peremeablity is developed yet. 

The purpose of this paper is to develop a fully nonlinear two-dimensional nu- 
merical model to predict the wave transformation in the field which is partially 
occupied by a permeable structure. The interaction between waves and structures 
is expressed by the resistance forces in the structures, the drag and inertia forces. 
In this paper, analyzed are the wave transformations due to a rubble-mound 
breakwater and due to a caisson breakwater covered with armor units both in 

1 Senior research engineer, Central Research Institute of Electric Power Indus- 
try, 1646, Abiko, Abiko-city, Chiba, 270-11, Japan. 
2 Senior research fellow, ditto. 
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front and at back. The computations are compared with hydraulic experimental 
results. Numerical experiments are also carried out to investigate the wave force 
acting on the armor units and the wave-induced pressure on the caisson through 
the pile of armor units. 

2.    Numerical simulation method 

2.1    Governing equation 

Sha et al.(1977) derived the quasi-continuum governing equations for conserva- 
tion of mass, momentum and energy called the porous body model(PBM). Their 
purpose was to apply these equations to the flow in a class of systems, such as 
heat exchangers and fuel-rod bundles in a nuclear reactor. 

The governing equations of PBM for incompressible two-dimensional flow are 
modified to apply it to the wave field(Sakakiyarna,1991). The inertia and the 
drag forces are introduced into the horizontal and vertical components of the 
momentum equations, and rearranging them yields the following equations: 

Continuity equation 

^ + ^=0, (1) 
Ox oz 

Momentum equation 

.  du du du d<f> ljd(-yxTxx)     d(-yzrzx)\ 
Km+x°ud-x + x>wd-z 

= -1»dx--
R° + -p\-^- + ~dz—j>   (2) 

dw dw dw d<j> 1 fd(fxTxz)     d(yzrzz)\ 
Km+Ku^+KwTz = -*&-•-ft+? 1-&- + -&-/' (3) 

where 
K = lv + (1 - lv) CM 1 
A. = 7* + (1 - 7.) CM  \ (4) 
K =lz + (1 -~tv)CM    J 

and A„ is the volume porosity and A^, A^ the horizontal and vertical components 
of the surface permeabilty, respectively. <f> = p/p is the ratio of the pressure p 
to the density of the fluid p and u, w the velocity components in the x- and z- 
direction respectively, g the acceleration due to gravity, T the viscous stress acting 
on the surface of the control volume. The drag forces are modeled by Eq. (5) and 
Eq. (6), 

R* = ;£r-(l - ~{x)uV^+^ (5) 
2Ax 

R* = Srt1 ~ 7>V^T^ (6) 
ZZiZ 

Unknown are the inertia and drag coefficients CM-, CO, which are experimentally 
determined. 
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2.2     Boundary conditions 

The continuity equation Eq. (1) and the momentum equations (2) and (3) are 
numerically solved with appropriate boundary and initial conditions. 

A kinematic boundary condition on the free surface is expressed as: 

m+usd^ = Ws (7) 

where rj is the free surface displacement, us and Ws are the horizontal and vertical 
components of the velocity on the free surface rj, respectively. 

A dynamic boundary condition at the free surface is represented by the follow- 
ing: 

p = 0 on    z = r\ (8) 

At a bottom boundary, a free slip condition is imposed. When a water depth is 
uniform, the slip conditions for the velocity u, w and the pressure p are expressed 
as follows: 

£-° (9» 
w = Q (10) 

£ = -» (ID 
The boundary condition on the pressure given by Eq. (11) is led by substituting 
Eq. (10) into the vertical component of the momentum equation, Eq. (3). In the 
case that a boundary contains an impermeable vertical wall, the similar free slip 
condition is imposed at the impermeable boundary. 

An inflow boundary works as a wavemaker. Perturbation solutions of the non- 
linear wave theory by Isobe et al.(1978) are used to give the inflow boundary 
conditions. The nonlinear wave theory applied to the inflow boundary condition 
depends on the following wave condition: 

Stokes wave 5th-order solution Us < 25 
cnoidal wave 3rd-order solution   25 <    Us 

(12) 

where Us is the shallow water Ursell parameter defined with the long wave length 
L = T^/gh in the Ursell parameter Ur. = HL2h3; 

At an outflow boundary, Sommerfeld's radiation condition is imposed: 

dF        dF ,    , 
7*+c&r = ° (14) 

where C is the wave celerity and F denotes the variable r),u,w or p.   Eq. (14) 
indicates that the variable F progresses with the phase speed C. 
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0.180 
y +0.208 

S.W.L. ± 0.000 

Tetrapod 0.13kg 

 g-0.417 

Fig. 1 Rubble-mound breakwater(A = 1/60) 

Table 1 Experimental conditions for rubble-mound breakwater(A=l/60) 

wave period 
T(s) 

wave height 
#(m) 

water depth 
h(m) 

Tetrapod 
W(kg) 6(m) e 

1.50 0.015-0.275 0.417 0.13 0.059 0.53 

The initial condition is set as the still water state. The surface displacement 
7) at t = 0 is null for a whole computational region as well as u = w = 0. The 
pressure p at t = 0 is given by the hydrostatic pressure. 

The Poisson equation for the pressure is iteratively solved by the successive 
over-relaxation(SOR) method with the given boundary and initial conditions 
mentioned above. The dynamic boundary condition on the free surface given 
by Eq. (8) is exactly satisfied in an iterative process of the pressure computation 
by applying the "irregular star" method(Chan and Street,1970). 

3.    Rubble-mound breakwater 
3.1    Experiments 

The experiments were performed by using a laboratory wave flume (78m long, 
1.2m high and 0.9m wide). The model breakwater was a conventional trapezoidal 
rubble-mound breakwater as shown in Fig. 1. The rubble-mound breakwater 
consists of single size of Tetrapods(weight W = 0.13kg) for the simplicity to 
analyze experimental results. The In Situ porosity of the breakwater is e = 0.53. 
Slopes of the breakwater surface are 1 on 1.5 for both the seaward and landward 
side surfaces. Table 1 shows the experimental conditions. The model scale is 
supposed as A = 1/60. Water depth at the breakwater is = 0.417m in the model 
scale and uniform depth h = 0.737m. Wave period was T — 1.5s. Wave height 
ranges from H = 0.015m to 0.275m. The maximum ratio of the wave height 
to the water depth H/h was up to about 0.65. The nonlinearity of the waves 
generated was remarkable but wave breaking was not included in the present 
experimental conditions. 

The reflection coefficient was estimated with the method for resolving incident 
and reflected waves proposed by Goda(1985). The displacements of a transmitted 
wave were measured at five locations. The averaged values of the five transmitted 
wave heights are used in the following analysis. 
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Fig. 2 Reflection and transmission coefficients of rubble-mound breakwater 

Table 2 Calculation condition for rubble-mound breakwater 

H(m) T(s) h{m) Li(m) Ax/Li Az/h At IT cal. region 
0.15 1.5 0.417 3.20 1/71.1 1/13.89 1/200 8.63 x Li 

In Fig. 2, the experimental results of the reflection coefficient KR and the trans- 
mission coefficient K? are shown as a function of the wave steepness H/L, where 
L is the wave length at the breakwater(/i. = 0.417m) estimated by the linear wave 
theory. As the wave steepness H/L increases, the transmission coefficient Kx de- 
creases remarkably but the reflection coefficient KR is almost constant. Basically, 
the wave reflection depends on the porosity and slightly on the inertial resistance. 
The wave transmission depends on the energy dissipation in the permeable struc- 
ture. An amount of the energy dissipation is proportional to the product of the 
friction factor and the velocity squared. 

3.2    Simulation of wave transformation 

The computation was carried out under the wave condition as shown in Ta- 
ble 2. The wave period is T = 1.5s and the progressive wave height at the 
breakwater H = 0.15m(H/h = 0.36). The horizontal distance of the calcula- 
tion region was 8.63 x Li, where Li is the incident wave length at the uniform 
depth(hi = 0.747m) obtained from the nonlinear wave theory. The wave lengths 
are Zj = 3.20m at the uniform depth and L = 2.68m at the breakwater. The 
space increments are Ax = 0.0A5m(Ax/Li = 1/71.1 and Ax/L = 1/58.9) hor- 
izontally and Az = 0.03m(Az/h = 1/13.89) vertically. The time increment is 
At = T/200. It took about one hundred minutes with the main frame computer 
HITAC 680H to calculate 4000 time steps(20 cycles x 200 steps per wave period) 
to reach steady state wave motion near the rubble-mound breakwater. 

The inertia coefficient CM and the drag coefficient Co were estimated so that 
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Tetrapod 

6.5 7.0 7.5 8.0 8.5 

Simulated result of wave transformation due to rubble-mound breakwater 

the reflection and transmission coefficients obtained in the computation might 
agree well with those in the experiment, respectively. The reflection and trans- 
mission coefficients obtained in the computation are KR = 0.15 and KT — 0.14. 
The corresponding experimental results are KR = 0.18 and KT = 0.14, respec- 
tively. The values of Cp = 1.2 and CM = 1.7 are obtained by best fitting the 
computation to the experimental result. 

Fig. 3 shows one of the computed wave velocity fields near and within the 
rubble-mound breakwater. Although a partial standing wave is formed at the 
windward side of the breakwater, the wave profile and its velocity field are rather 
similar to those of a progressive wave. It is because of a small reflection coefficient 
{KR = 0.15 in the computation). Comparing with the profile of partial standing 
wave, that of wave run-up on the breakwater slope is deformed and becomes steep. 
The wave attenuation in the permeable breakwater and the wave propagation 
through it are reasonably simulated. 

3.3    Wave force acting on armor units 

One of the most important physical phenomenon to investigate the stability of 
armor units is the movement of wave run-up on a breakwater slope. However, it 
is quite difficult to measure the velocity and acceleration along the slope during 
the wave run-up and -down in a hydraulic experiment. Numerical simulation 
is one of the most useful tools to investigate the wave run-up cooperating with 
hydraulic experiments. A well-calibrated numerical simulation method helps us 
interpret that phenomenon. 

Fig. 4 shows the hodographs of the wave run-up velocity at the two elevations 
along the armor layer. The vertical heights of the wave run-up and run-down 
are Rmax/h = 0.209 and Rmin!h = —0.128, respectively. The circles on the 
curves are time scale, which indicate the moments at every one eighth of the 
wave period. Arrows show the mean velocity vectors of the wave run-up velocity. 
The slope of armor layer of the breakwater is indicated with the dashed line. 
Above the elevation of the wave run-down, the hodographs are not closed. The 
direction of the mean flow at z/h = 0.043 is into the body of the permeable 
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Fig. 4 Velocity hodograph 

breakwater. The positive(upward) velocity perpendicular to the slope of the 
breakwater occurred below z/h = -0.101. Below the level of the wave run-down, 
z/h < Rmin/h = -0.128, velocity hodographs are closed and make ellipses as 
shown in Fig. 4(b) z/h = -0.245, and the apsis of the velocity hodograph is 
parallel to the slope of the breakwater. Getting close to the bottom, the the 
apsis becomes parallel to the horizon and the ellipse of the wave run-up velocity 
becomes flat. The velocity hodograph is affected by the impermeable flat bed. 

With the results of the numerical simulation, we discuss wave force action on 
armor units placed on the slope of the rubble-mound breakwater. Wave force 
acting on the armor units are estimated by using the Morison equation given by 
Eq. (15) with the velocity field near the armor layer. 

F(x,z,t)   =   FD(x,z,t) + Fi(x,z,t) 

=   -pCDAus(x,z,t)\us(x,z,t)\+pCMVas(x,z,t) (15) 

where FD is the drag force and Fj the inertia force. The drag and inertia co- 
efficients CD, CM of the single Tetrapod were obtained by Sakakiyama and Ka- 
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Fig. 6 Vertical profile of wave force on armor units 

jima(1990). They show the relationship between Co, CM and the Reynolds num- 
ber with a parameter of KC number. 

Fig. 5 shows the time histories of the wave forces. The drag and inertia co- 
efficients are determined as Cc = 1.0 and CM — 1-0, respectively referring to 
the results by Sakakiyama and Kajima(1990). The time history od the total 
wave force is very similar to the measured one obtained by Sakakiyama and Ka- 
jima(1990) excpet that the total wave force in Fig. 5 does not contain the buoyant 
weight of the armor unit. From the time history of the calculated wave force, the 
inertia force Fi works for a short time with a large peak behaving like a slam- 
ming force. The drag force FD has longer duration than the inertia force. It is 
considered that the slamming force is not dangerous for the stability of the armor 
units because that force works into the body of the breakwater. However, the 
breakage of slender and fragile concrete armor units is due to this type of wave 
force causing the armor units to be rocking (Burcharth el ah, 1991). 

Fig. 6 shows the profiles of the wave force along the slope of the breakwater. 
The symbols indicate the peak values of the inertia, drag and total forces both 
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Fig. 7 Caisson breakwater(A = 1/60 and 1/15) 

Table 3 Experimental conditions for caisson breakwater in prototype 

wave period 
T(s) 

water depth 
h{m) 

wave height H(m) 
A =1/60 A =1/15 

15.5 25.0 1.08-17.64 1.08-16.92 

during the wave run-up in Fig. 6(a) and during run-down in Fig. 6(b). The 
axis of abscissa indicates the ratio of the wave force to W sin#, where W is the 
buoyant weight of an armor unit, 9 the angle of breakwater slope. The ratio 
of the value of unity means the incipient condition of the armor unit when the 
friction force between armor units is neglected. The computational results shows 
that the profiles of the drag, inertia and total forces have the maximum values 
near the still water level during the wave run-up. During the wave-run down, the 
maximum value of the total wave force is found close to that of the drag force 
at z/h ~ —0.2. It agrees with the fact that the armor units near the still water 
level are the most unstable as we have experienced in hydraulic experiments. 

4.     Caisson breakwater covered with armor units 
4.1     Experiments 

The experiments on a caisson breakwater covered with armor units were per- 
formed by using both a large wave flume(205m long, 6.0m deep and 3.4m wide) 
and a small one(78m Jong, 1.2m deep and 0.9m wide). The model scales were 
1/15 and 1/60, respectively. Fig. 7 shows the prototype breakwater of which 
models were used in the scale model experiments. A narrow caisson is placed 
in the breakwater body to reduce transmitted waves. The core material consists 
of stones(MK = 50kg to 200kg in prototype scale) of which porosity is estimated 
as e =0.4. The weights of armor units are W = 80t in the armor layer at the 
windward side, W = lit in the filter layer and W — 28t in the armor layer at the 
leeward side. The corresponding weights of the armor units in the 1/15-scale ex- 
periment were 20kg, 6.8kg and 10.0kg. Those used in the 1/60-scale experiment 
were 0.37kg, 0.054kg and 0.13kg. The In Situ porosity of armor and filter layers 
in the breakwater is e — 0.50. The armor layer at the leeward side is placed to 
reduce multi-reflected waves in a harbor. 

Table 3 shows the experimental conditions indicated in equivalent prototype 
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Table 4 Calculation condition for caisson breakwater 

#(m) T(s) A(m) Li(m) Ax/Li Az/h At IT cal. region 
9.00 11.6 25.0 191.24 1/114.7 1/15.0 1/200 8.48 x L 

Tetrapod 

-1.00 

«/v^=0-5     7.00 7.25 7.50        X/Lj       7.75 

Fig. 8 Simulated result of wave transformation due to caisson breakwater 

values. The reflection and transmission coefficients for various wave Conditions 
(prototype wave conditions of incident wave height H = lm to 17m, period 
T — 15.5s and water depth h = 25.0m) were obtained in the same way. 

Measurements include also wave pressures on the seaward wall of the caisson 
covered with the permeable structures at 10 points in the large-scale experiments 
and at 6 points in the small-scale experiments. 

4.2    Simulation of wave transformation 

The computation was carried out under the wave conditions of the small scale- 
experiment such as the wave period T = 1.5s, the wave height at the breakwater 
H = 0.15m(H/h = 0.36). Difference between the small- and large-scale condi- 
tions is the values of the inertia and drag coefficients which are functions of the 
Reynolds number and by which the scale effect is considered in the numerical 
simulation. 

The computational condition is shown in Table 4 indicated in the prototype 
values. The horizontal distance of the calculation region was 8.48 x L[, where 
L] is the incident wave length at the uniform depth(/j/ = 44.2m) obtained from 
the nonlinear wave theory. The wave lengths are Lj = 191.24m at the uniform 
depth and L = 161.16m at the breakwater. The space increments are Ax = 
Az = 1.667m(Ar/L, = 1/114.7 and Ax/L = 1/96.7 horizontally, Az/h = 1/15.0 
vertically). The time increment is At = T/200. It took about four hours with 
the main frame computer HITAC 680H to calculate 4000 time steps(20 cycles X 
200 steps per wave period) to gain the steady state wave motion near the caisson 
breakwater. 

The reflection and transmission coefficients obtained in the calculation for the 
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Fig. 9 Comparison of wave pressure between calculation and experiment 

small-scale model are KR = 0.18 and KT = 0.010. The corresponding small- 
scale experimental results are KR = 0.21 and KT = 0.015, respectively. The 
computation which reproduced the experiment best gives CM = 1-2 and CD = 0.9. 

Fig. 8 shows the computed wave velocity field and the surface profile for the 
small-scale model when the wave runs up on the slope at the windward side of 
the permeable breakwater. The wave surface profile is deformed on the slope of 
the armor layer resulting in a steeper surface at the leeward side than that at the 
windward. Velocity of the wave front just outside the armor layer is increased 
according to the wave deformation. The velocity inside the armor layer is small 
and discharge also smaller than that outside the armor layer. The difference of 
the velocity between inside and outside the armor layer is large and the flow is 
concentrating to the surface of the armor layer. It is concluded that the velocity 
field is reasonably simulated as a whole. 

The inertia and drag coefficients CM and CD in the computation were estimated 
so that the reflection and transmission coefficients obtained by the experiment 
might agree well with the those obtained by the computation, respectively. In 
order to verify the present method, it is necessary to compare other values between 
the experiment and the computation. Thus a wave-induced pore pressure is 
compared between the computed and measured results as shown in Fig. 9, where 
w is the specific weight of fluid. It is found that the quantitative agreement of the 
computed pressure profile with the measured one is very good for the small-scale 
experiment. The large-scale experimental result is also shown in Fig. 9. The scale 
effect on the pressure will be discussed in the following subsection. 

4.3     Scale effect of wave transformation and pressure 

Fig. 10 shows the results of the reflection and transmission coefficients obtained 
through the large- and small-model scale experiments. The factor of the model 
scale according to the Froude law is 4(the large-model scale is 1/15 and the small 
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Fig. 10 Scale effect of reflection and transmission coefficients 

one 1/60). It is found that the reflection coefficients of the large-scale experiments 
are larger than the small ones. The transmission coefficients of the large-scale 
experiments are larger than small-scale one, although the difference is very small. 
Consequently, the energy dissipation rate of the large-scale experiments is less 
than that of the small-scale ones. 

The tendency of the scale effect on the wave pressure is opposite to that on the 
wave reflection as shown in Fig. 9 on the pressure profiles comparing between the 
experimental results with the large- and small-scale models. That is, the wave 
pressures in the small-scale hydraulic experiments are larger than those in the 
large-scale one. 

It is concluded from the results of the scale effects on the wave reflection and 
the wave pressure that the wave pressure is small when the wave reflection is 
large. It is very natural and explained as follows: When the reflection coefficient 
is large, a small amount of wave penetrates in a permeable structure and onto 
the caisson. As the result, the wave pressure becomes small. 

The scale effects on the wave reflection and wave pressure mentioned above is 
explained with the following numerical experiments. Fig. 11 shows the effect of 
the inertia coefficient on the wave pressure, when the drag coefficient is constant 
as CD=0.9. The computation are performed by varying the inertia coefficient CM 

with 1.2, 1.5 and 1.7. As the inertia coefficient CM increases the wave pressure 
decreases. On the other hand, the reflection coefficient increases as the inertia 
coefficient CM increases. The transmission coefficient decreases very slightly. 
The reflection and transmission coefficients are less sensitive to the change of the 
inertia coefficient CM than the wave pressure. 

As the inertial resistance described by the factor A„ = 7„ + (1 — JV)CM defined 
as Eq. (4) increases, the wave reflection from the armor and filter layers increases. 
Consequently, the less part of wave transmits in the permeable structure and the 
wave pressure decreases. As the Reynolds number increases under the condition 
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that KC number is constant, the inertia coefficient increases according to the 
Froude law for scaling. 

Fig. 12 shows the effect of drag coefficient on the wave pressure, while the 
inertia coefficient is constant as CM = 1-5. The drag coefficient Co is selected 
as Co = 0.3,0.6 and 0.9. As the drag coefficient increases, the wave pressure 
decreases. It is caused by an increase of the wave energy dissipation in the 
permeable structure. 

As explained above, both the drag and inertia coefficients influence the scale ef- 
fect on the wave reflection, transmission and also the pressure. These scale effects 
are reflected to the numerical model through CM and CD which are functions of 
the Reynolds number. 
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Fig. II Wave pressure depending on inertia coefficient (Co = 0.9) 
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5.     Conclusions 
A fully nonlinear numerical model has been developed to simulate the wave mo- 

tion near and in a permeable breakwater. The simulated results were compared 
with hydraulic experimental ones using two types of permeable breakwaters, a 
rubble-mound breakwater and a caisson breakwater covered with armor units. 
The present model can reproduce the wave reflection and transmission, and also 
the pressure on the caisson. Wave profiles and velocity fields near and in the 
permeable breakwaters were realistically simulated. Wave force acting on ar- 
mor units was estimated by Morison equation with the computed velocity. The 
maximum wave force was found near the still water level during wave run-up. 

The scale effects on the wave reflection, transmission and wave-induced pore 
pressure were demonstrated by the hydraulic experiments. Computation inter- 
prets these scale effects. As model scale increases the drag coefficient decreases 
and the inertia coefficient increases. As the result, the wave energy dissipation 
due to the drag force decreases while the wave reflection increases due to the iner- 
tial resistance. Consequently, the scale effect on the wave-induced pore pressure 
is canceled by two opposite effects of fluid resistance. 

The drag and inertia coefficients were determined so that the reflection and 
transmission coefficients of the experiment fit with those of the computation, 
respectively. A fundamental experiment, an oscillation flow test using U-tube 
tank, for instance will be required to estimate the inertia and drag coefficients. 
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CHAPTER 117 

WAVES ON PERMEABLE LAYERS 

Toru Sawaragi1) and Ichiro Deguchi2) 

Abstract 

To analyze a wave attenuation on a permeable layer, we first examined the 
applicability of Forchheimer type equation to the fluid motion in the permeable layer 
through permeability tests in steady and unsteady flows. Then, we investigated the 
effects of a boundary shear on the surface of the permeable layer on the wave 
attenuation by solving boundary layer equations around the surface of the layer. 

It is found that the permeability and the turbulent drag coefficient in the 
Forchheimer type equation in the unsteady flow are different from those in the steady 
flow. We showed that the Forchheimer type equation could linearlize by using an 
equivalent linear drag coefficient formulated empirically through the permeability test. 
The effect of the boundary shear on the wave attenuation on the permeable layer was 
small compared with the effect of energy loss in the permeable layer if the thickness of 
the layer was relatively large. 

It is also found that we can predict the wave attenuation on the permeable layer 
exactly when the incident wave has a strong linearity. 

Introduction 

When we analyze a wave deformation through a structure with permeability, we 
often apply a Forchheimer type equation to a fluid motion in the permeable layer. A 
non-linear turbulent resistance term in the equation is usually replaced by a linear 
resistance term based on a so-called Lorentz's law of equivalent work. Also we can 
linearlize the equation by using a newly defined equivalent linear drag coefficient 
through permeability tests. 

However, the wave deformations on the permeable layer that were analyzed by 
these methods do not always agree well with the measured wave deformation. The 
followings are the conceivable reasons for this disagreement: 
1) Errors in the evaluation of empirical coefficients in the Forchheimer type equation in 
unsteady flow. Several experimental results were reported about the permeability, an 
additional mass coefficient and a turbulent drag coefficient of a constitution material of 
the permeable layer in unsteady flow. Those are obtained from the experiments under 
very limited conditions. 

a) Professor and 2) Associate Professor, Dept. of Civil Engineering, Osaka University, 
Suita-city, Osaka 565, Japan 
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2) Disregard of the boundary shear on a surface of the permeable layer. The continuity 
of vertical velocity on the surface of permeable layer is satisfied in the analysis of the 
wave deformation of conventional potential approach. However, the continuity of 
horizontal velocity is not satisfied and we can not evaluate exact boundary shear. 
3) Non-linear behavior of incident waves. 

Objectives of this research are as follows: 
1) To investigate the influence of unsteady property of fluid motion on coefficients in 
the Forchheimer type equation through unsteady and steady permeability tests. Based 
on the experimental results, we formulate an equivalent linear drag coefficient. 
2) To evaluate boundary shear on the permeable layer by using a horizontal water 
particle velocity that is a solution of a boundary layer equation near the surface of 
permeable layer. We examine the influence of the boundary shear on wave attenuation. 
3) To examine the effect of nonlinear property of incident waves on wave attenuation 
by carrying out a Fourier analysis of surface displacement measured on the permeable 
layer. 

Waves on permeable layer 

First of all, we give brief explanation of an expression of wave on the permeable 
layer based on the potential approach. We suppose the wave of a period T and height 
H propagating in the positive x direction on the permeable layer. Figure 1 illustrates a 
definition sketch where D is the thickness of the permeable layer, h is the depth on the 
permeable layer, (u,w) are the water particle velocity in x and z directions, <j> and/? is 
the velocity potential and the pressure. We attach a subscript d to the quantity in the 
permeable layer. 

H, T 

(u,w,p) 

("<4 Wd,pd) 
I kp,Cm,Cforf 

1 OnoonrrrrY)  
Fig.l Definition sketch of wave on permeable layer 

We can treat a fluid motion on the permeable layer as a potential flow. If we 
apply Forchheimer type equation to the fluid motion in the permeable layer that is 
expanded to the unsteady flow by Sollitt et al.(1970), we can express the fluid motion 
in the permeable layer as follows: 

dt~~p   P    KP
q~ jfyq ( ' 

S = {l + (l-A)Cn}/A 
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where q is the sectional averaged infiltration velocity (macroscopic velocity) in the 
permeable layer, Vp is the pressure gradient, Kp is the permeability of the permeable 
layer, g is the gravity acceleration, v is the kinematic viscosity of the fluid, Cm and Cf 
are the added mass and the turbulent drag coefficients of the rubble of the permeable 
layer, and A is the void ratio of a permeable layer. 

There are two methods to linearlize the non-linear resistance term in Eq.(l). One 
is to determine an equivalent linear permeability by applying the Lorentz's law of 
equivalent work to the each layer of the horizontally divided permeable layers. We can 
determine a unique equivalent linear permeability Kpe through the whole sublayer by 
iterative calculations so that the total energy loss during one wave period becomes the 
same as that of the non-linear resistance term. However, we have to determine the 
values of Cm, Cf and Kp before we find out the equivalent linear permeability and 
linearlize Eq.(l). This method also requires large CPU time. 

Another method is to use an equivalent linear drag coefficient/, which brings the 
same energy dispersion as that of Eq.(l) in one wave period, instead of the 
permeability and the turbulent drag coefficients to evaluate drag force in Eq.(l). We 
have to determine the value of f before we linearlize Eq.(l) through the unsteady 
permeability test which I will mention latter in detail in a next section. Anyway, in both 
methods, we can linearlize Eq.(l) as Eq.(2) with the relation between Kpe and f given 
byEq.(3): 

S*L—±Vp-foq   or   sX—^p-l-q (2) 
dt     P 

F at     p y   Kpeo
H 

f = Y/iKpeO) (3) 
We normalize the quantities in the following manner: 

(x',z',h', D) = (c?/g)(x,z,h,D) ,t' = ot, Kp' =oKp/v 

(u', w, 'ud', wd') = (l/ooo) («, w, ltd, Wd) (4) 

(p',pd') = (l/Pgao)(p,Pd), (?,&') = (o/gaoM <t>d) 
where, a is the angular frequency and ao is the amplitude of surface displacement of a 
fundamental frequency component. 
Then the fundamental equations to be solved are shown below. 
On the permeable layer: 

VV=0 (5) 
where, u' =d$ldx' ,w' -dipId* (6) 

In the permeable layer: 
V2^'=0 (7) 

where, uj -§(ty,'/tf),wd' -%{d<f>J I dz') (8) 
and§ = Kpeo/v~llf (9) 

The pressure on and in the permeable layer is expressed as follows: 

Ji^ju.^^^2!!^      (io) 
P       [dtf + oa0

Z+  2g }V(?W   +\dz') \\ +ga0 

P/--^'-|^ + C2 (11) 
St 

where, Ci and C2 are the constant. 
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The velocity potential in and on the permeable layer has to satisfy the following 
boundary conditions: 

Kinematic boundary condition on the free surface: 

&.__<&#_&_ + &. 
di g     6K'   oK'      dz* 

Dynamic boundary condition on the free surface: 

'       9t       2g 
(13) 

Continuity of the pressure on the surface of permeable layer: 
p'=pd' :z'=-h' (14) 

Continuity of the vertical (macroscopic) velocity on the surface of permeable layer: 
w' = wd' :z'=-h' (15) 

No vertical flux from the bottom: 
wrf'=0 :z'=-(h'+d')       (16) 

These equations are solved by the same way as finding the solution of Stokes 
waves. The author et al.(Deguchi,1988) have already derived the 2nd order solution 
corresponding to the Stokes 2nd order theory of the order of (cPao/g). Here we show 
the result of the 1st order solution for the sake of restricted space. 

The dispersion relation for a sinusoidal wave with an amplitude ao, which is 
expressed by Eq.(17) is given by Eq.(18). 

rj = exp{;(A:'*' -t')} or  rj = a0 exp{i(hc - at)} (17) 

,        (iS + i )sinh khcoshkd + £ coshkhsinh kd 
a2=gkr {  (18) 

(|5 + ijcoshkhcoshkd + £sinh khsinh kd 
Equation (18) is correct to the 2nd order and is expressed here in a dimensional form. 
When the angular frequency o, the water depth on permeable layerh and the thickness 
of permeable layer d are given, we can find the wave number on permeable layer from 
Eq.(18). If the wave number is a complex with a positive imaginary part, i.e. k=a+i/3 
and P>0, the value of P becomes an attenuation factor of the wave on the permeable 
layer and we can express the surface profile of the wave as follows: 

t] = a0 cxp(-fix) exp{i(ax - at)} (19) 

Figure 2 illustrates the dependency of the attenuation factor/? on the non- 
dimensional permeability? and the value of d/h. These results are calculated by 
applying Lorentz's law of equivalent work to Eq.(l). The values of the coefficients in 
E(l) are shown in the figures. 

We can see from Fig.2(a) that the attenuation factor becomes the maximum when 
the value of § is in the range of 0.2 and 0.4. This means that the optimum permeability 
exists to attenuate incident waves on the permeable layer. Figure 2(b) shows that the 
attenuation factor increases with the increase of the relative thickness of the permeable 
layer d/h. However, the rate of increase of the attenuation factor is small when d/h> 1. 
It is also found that the turbulent drag coefficient C/ also gives influence on the 
attenuation factor. 

From these results, we can judge that the values of the coefficients in Eq.(l) (or 
Eq.(2)) play very important roles in the attenuation of wave on the permeable layer. 
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KpO/v 
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Fig.2 Dependency of attenuation factor P on nondimensional permeability 

§(Fig(a))andd/ft(Fig.(b)). 

Unsteady permeability test 

The author et al.(1988) have already carried out the unsteady permeability tests 
of rubble stones of mean grain diameter D=3.1Scm and 1.35cm under various flow 
conditions of velocity amplitude # and period T. We found from the results that the 
value of/ increases with the increase of K-C number (KC=Q/(oD)) and proportional to 
-1/2 power of Reynolds' number (Rd=QD/v) when K-C number is small. It is also 
found that the permeability kp in unsteady flow is almost the same as that in steady 
flow. However, a turbulent flow drag coefficient consists is even more small a value 
in unsteady flow. The added mass coefficient becomes 0 to 1.8. 

However, a wave height attenuation on the permeable layer depends deeply on 
these coefficients. Therefore, we conducted another series of steady and unsteady 
permeability tests under a more extensive conditions by using rubble stones 
(D=4.50cm, 3.07cm, and 1.80cm). We measured a permeability Kp, added mass 
coefficient Cm, turbulent drag coefficient C/ and equivalent linear drag coefficient/. 
We also examined their dependencies on the values of KC, Rd and so on. 
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The equivalent linear drag coefficient is determined from the following equation 
by using measured pressure gradient Vp(t) and sectional averaged velocity q(t) in the 
unsteady permeability tests: 

/ 
pofq2dt 

qdt 

(20) 

An experiment was carried out by using a U-tube wave tunnel that has a straight 
part of 3m (0.2m wide and 0.3m high). We filled up rubbles in the middle of the 
straight part for 1.2m length. The amplitude of depth-averaged velocity q and the 
period T of generated oscillatory flow were 2cm/s<q<l0cm/s and 5s<T<12s. The 
corresponding ranges ofKC and Rd were 0A<KC<10 and 360<fo<4500. 

The results are summarized as follows:. 
1) The permeability in Eq.(l) obtained from unsteady test is not always coincides with 
that obtained from the steady test in the region where the value of is large (KC>4). The 
former is usually larger than the latter by 20 to 50%. 
2) The turbulent drag coefficient becomes 0 to 0.2 in the unsteady flow. This value is 
smaller than that in the steady flow. 
3) The added mass coefficient becomes the maximum (1.8) when the relative 
acceleration defined by qo/g is about 0.01. In the region where qo/g is nearly 0 and 
greater than 0.04, the added mass coefficient can be regarded to be almost 0. 
4) An equivalent linear drag coefficient does not rely on the value of Rd when the value 
of KC is larger than 2. The result is shown in Fig.3. It can be expressed by a unique 
function of KC. We can find the following empirical relation between/ and KC from 
Fig.3. 

/=0.1+1.8{<7/(a£>)} (21) 

12.0 

10.0 - 

"-, 
o D = 4.50 cm 

A D = 3.18 cm 

v D = 3.07 cm 

O D= 1.80 cm 

a  D= 1.35 cm 

2.0      4.0      6.0      8.0    10.0 
q(oD) 

Fig.3 Relation between equivalent linear drag coefficient and K-C number 

As I mentioned before, if we intend to evaluate fluid motion in the permeable 
layer more precisely, we should use Eq.(l) by applying the Lorentz's law of 
equivalent work. However, this procedure requires large CPU time until we find the 
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equivalent linear permeability coefficient. Also, we cannot formulate the permeability 
and the turbulent drag coefficient in the unsteady flow. Therefore, we use Eq.(2) 
together with Eq.(21) to construct boundary layer equation on and inside the 
permeable layer. 

Boundary shear stress on the surface of permeable laver 

(1) Boundary layer equation on and inside the permeable layer 
The former analysis of the wave deformation on a permeable layer is based on a 

potential wave theory. Accordingly, the continuities of the pressure and vertical 
discharged velocity are satisfied by the imposed boundary conditions. However, the 
continuity of horizontal velocity is not satisfied. On the surface of the rubble on the 
permeable layer, a so-called non-slip condition has to be applied. A Hell-Shaw 
approximation is usually applied in the analysis of the steady flow on the permeable 
layer. However, there is no guarantee that the same approximation can apply to the 
unsteady fluid motion on the permeable layer. 

Here, we suppose the existence of the boundary layer on and inside the 
permeable layer where the macroscopic horizontal velocity and the vertical gradient of 
horizontal velocity continue smoothly. We construct the boundary layer equations by 
applying Couette flow approximation in the boundary layer. Based on the analyzed 
results, we evaluate the boundary shear on the surface of the permeable layer and 
examine their effect on the wave attenuation on the permeable layer. 

Figure 4 illustrates the coordinate system where, up and UdP are the potential 
velocities on and in the permeable layer, u and Ud are the horizontal velocities inside the 
boundary layer. 

Z i 

3d* 

*//    Boundary layer 

h UH -*tf    ,','     '•   Turbulent Couette flow 

Fig.4 Coordinate system 

We also assume that the thicknesses of the boundary layers on and in the 

permeable layer are dw and <5<ftv, respectively and that the zero adjusting height iszo. 
We need not adjust velocity distribution on the surface of the permeable layer. 
However, we use the expression of zo considering the contrast of a rough turbulent 
boundary layer on an impermeable layer. 

Then the boundary layer equations on and inside the permeable layer are 
expressed as follows: 
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The upper boundary layer, zo<z<Sw; 
dU d2U 

~x-l? (22) 

The lower boundary layer, -4*v, <z<zo: 

S^=-foUd+Kdz^£ (23) 
at az 

U = u-up    ,Ud =ud~UdP (24) 
where, Kz and K& are the eddy viscosity on and inside the layer. 

Boundary conditions for these boundary layer equations are given by the 
following equations: 

U = 0   or   u = up    atz = dw (25) 
Ud = 0   or   ud=UdP   atz°*ddw (26) 
dU/dz = dUd/dz   or   0u/dz = aud/oz   atz = Zo  (27) 
U-Ud =Udp-up   or   u=Ud   atz=Zo (28) 

We borrow the following expression for the kinematic eddy viscosity in Eq.(22) 
from the rough turbulent boundary layer theory: 

Kz = Ku • z   in z0 < z < Sw (29) 

where u* is the shear velocity on the permeable layer and K is Karman's constant. 
On the other hand, we express the kinematic eddy viscosity in the lower 

boundary layer assuming that the mixing length in the permeable layer is regulated by 
the scale of the void (Yamada et al.,1982): 

Kdz = fDu •   in - 8dw<z ^Zo (30) 

where, Y is an empirical constant. 

Through the continuity of the kinematic eddy viscosity, the order of y is 
estimated to be as follows from Eqs.(29) and (30): 

Y = Kz0/D~ 0.4/30 a 0.0133 (31) 
Also, we assume that the boundary layer thicknesses of upper and lower 

boundary layer are expressed as follows based on the analogy of the rough turbulent 
boundary layer on the impermeable layer: 

Sw=5dW=aKw/cr (32) 

We conducted preliminary calculation as for the empirical constant a and it is 
found that the border shearing stress becomes almost constant in the region where 

a>3. Therefore, we use the value a=4 in the following calculation. 

(2) Velocity distribution and boundary shear stress 
The horizontal water particle velocities obtained as solutions to the upper and 

lower boundary layer equations are expressed as follows: 
zo<z: 

u = I ~Pi j ~—:—T-^ (ber<7 + ibciq ) — (kerg + ikeig ) 
[       [be.rqw + ibeiq„ J        j 

• + P2\ exp(-r'o-f)     (33) 

z<zo: 

Ud = Aexp^ n      exp I— JzUfl 

I 
exp(^)zj + ; exp(-io-f) (34) 
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Where, 

q„ = 2{K aliku•)}*    , q = 2{zol(ku>)f 

a = fa/s   , b=yDu>/s   , d = tarf^-oVa) • 
(ber,bei) and (ker, kei) are the real and the imaginary parts of the 1st and 2nd kinds of 
Bessel function. The integral constants Pi-fa are determined from the boundary 
conditions Eqs.(25) to (28). 

The boundary shear stress on the surface of the permeable layer rj(t) and the 
amplitude of the shear velocity u* corresponding to the maximum shear stress %<,* are 
evaluated by using the results. 

T(t)=pm-z0—U. (35) 
az 

u>-(raJp)m (36). 
We can decide the water particle velocity in the boundary layers and the shear 

stress on the permeable layer by carrying out the same iterative calculation as in the 
boundary layer theory on the impermeable bed using these relations. 

Figure 5 shows an example of the calculated phase variation of vertical 
distribution of horizontal water particle velocity in the case of J-6 that will be 
mentioned latter. The calculation conditions are shown in the figure. 

1.0 

a 
5      10    15     2(3 

«(cm/s) -0.2 

-0.4 

-0.6 

-0.8 
Fig.5 Example of the calculated velocity distribution 

Figure 6 illustrates the effects of nonlinearity on incident waves and permeability 
of the layer on the boundary shear stress. The horizontal axis gHT2/h2 of Fig.6(a) is 
the nondimensional parameter proposed by Shuto(1976) to show the nonlinearity of 
the waves of height H and period T at the depth of h. The horizontal axis of Fig.6(b) is 
the nondimensional permeability Kpecr/v=l/f. A calculation condition is shown in 
figures. 

From Fig. 6(a) it is found that the boundary shear stress increases in proportion 
to the increase of gHT2/h2. However, it decreases with the increase in i//(or Kpeo/v) 
and becomes constant in the region of l/f=Kpeo/v>3. This region of 1/f corresponds 
to the region where the influence of the permeability on wave attenuation decreases 
rapidly (see Fig.2(a)). 
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Fig.6 Effect of nonlinear property of incident wave (a) and permeability (b) on 
boundary shear stress 

Furthermore, we examined the influence of the turbulent drag coefficient and the 
added mass coefficient on the boundary shear stress. As a result, the non-dimensional 
shear stress increases with the increases of the turbulent drag coefficient and the added 
mass coefficient. As for the rate of increase one of the former is big. Accordingly, 
that border shearing force is relying strongly on a turbulent flow drag coefficient more 
an addition mass coefficient was understood. 

Effect of boundary shear stress and nonlinearity of incident waves on 
wave attenuation on permeable layer 

(1) Experiment on wave attenuation and velocity distribution on permeable layer 
We carried out experiments concerning attenuation of waves propagating on the 

permeable layer to investigate the effects of the boundary shear and nonlinear effect of 
incident waves on wave transformation on the permeable layer. The experiments were 
carried out on the permeable layer in the two-dimensional wave tank of 30m long, 
0.7m wide and 0.9m high. The permeable layer was made on the horizontal bottom in 
the wave tank and the length was 3.5m and the thickness was 15cm. The water depth 
on the permeable layer was 15cm. Two kinds of rubble stone whose mean diameter 
were 3.07cm and 1.80cm were used to construct the permeable layer. Experimental 
conditions are summarized in Table-1. 

In the experiment, We measured the water height attenuation through the 
permeable layer and particle velocity at the center of the permeable layer. Wave height 
was measured by capacitance type wave gauges at the interval of 25cm and water 
particle velocity was measured by an electromagnetic current meter and a hydrogen 
bubble method. The measured time series of surface displacement was analyzed by 
FFT to investigate the frequency component of wave motions. We also measured the 
phase difference of the water particle velocity near the boundary at the center of the 
permeable layer by a tuft method in 6 cases. Vertically distributed 6 pieces of silk yarn 
glued on the side wall of the wave tank were used as tufts. 
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Table-1 Experimental conditions 

Case rf(cm) h(cm) r(s) H(cm) gH^/h2 

J-l 3.07 15.0 1.50 6.32 62 
1-2 3.58 35 
J-3 1.25 6.03 43 
J-4 3.96 27 
J-5 1.00 5.87 26 
J-6 3.58 16 
K-l 25.0 1.50 6.78 34 
K-2 3.66 13 
K-3 1.25 6.32 16 
K-4 3.85 9 
K-5 1.00 6.92 11 
K-6 4.08 6 
L-l 1.80 15.0 1.50 6.52 64 
L-2 3.67 37 
L-3 1.25 6.41 44 
L-4 3.80 26 
L-5 1.00 5.72 25 
L-6 3.15 14 
M-l 25.0 1.50 6.53 23 
M-2 3.66 13 
M-3 1.25 6.20 15 
M-4 3.57 9 
M-5 1.00 6.33 10 
M-6 3.45 5 

(2) Change in wave height on permeable layer 
We calculated the deformation of the waves that were propagating on the 

permeable layer in the positive x direction by the following method: Let the wave 
heights atx=jAx and (j+l)Ax be Hj and Hj+l, respectively. The wave attenuation rate 
kp betweenx=jAx and (j+l)Ax caused by the permeability of the permeable layer is 
expressed as follows: 

kp = cxp(-04x) =///+;/«• (37) 

where, /? is the imaginary part of the complex wave number that is the solution to 
the dispersion relation Eq.(18). 

On the other hand, the wave attenuation rate at the same distance Ax caused by 
the boundary shear stress (Kt) is calculated from the following equation: 

2kh 
16 V     sinh2/Wi/ 

\Pg£_ 
k 

+ 1 1/2 (38) 

where, Et is the energy dissipation that is evaluated by using the boundary shear 
stress on the surface of the permeable layer as follows: 
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E< " -jf 2•U^ (39) 

Wave height atx=(j+l)Ax is calculated by using Kp and Kt from the wave height at 
x=jAx by the following relation: 

Hj*i-kpk,H, (40) 
Figure 7 shows two examples of comparisons of measured and calculated wave 

attenuation in different cases. A full line is the result calculated by considering only the 
influence of the permeable layer by using the equivalent linear drag coefficient^=1). 
A broken line is the calculated result that includes both effects of the boundary shear 
and the permeability. 
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Fig.7 Wave attenuation on a permeable layer((a):Case J-5,(b):CaseJ-2) 
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Figures 7(a) and (b) are the results of Case J-6(r=1.0s) and Case J-2 (7=1.5s). 
Experimental conditions are shown in each figure. We used the value of the added 
mass coefficient in Eq.(22) obtained from the unsteady permeability tests. 

First, the influence of the boundary shear on the wave attenuation, that is shown 
by the difference of the solid and broken lines in the both figures, is very small and 
can be negligible as compared with the effect of the permeability. 

From Fig.7(a), it is found that measured wave height on the permeable layer 
(shown by the open circles) coincides fairly well with the calculated wave height when 
the wave period of incident waves is somewhat short. When the period is relatively 
long, the results of which is shown in Fig.7(b), the decrease of measured wave height 
on the permeable layer is larger than that of calculated one. 

We investigated this reason by examining fundamental frequency and sub- 
harmonic frequency components obtained from a Fourier analysis of the measured 
surface displacement around the permeable layer. The energy of the subharmonic 
component at the offshore side of the permeable layer was less than 5% of that of the 
fundamental frequency component in Case J-6. On the other hand, the energy of the 
subharmonic component in Case J-2 was more than 30% of that of the fundamental 
frequency band at the offshore of the permeable layer. 

In Fig.7(b), the decrease of the amplitudes of fundamental frequency and sub- 
harmonic frequency components obtained from the Fourier analysis are shown by 
large and small closed circles. The decrease of the amplitude of fundamental frequency 
component on the permeable layer agrees well with the calculated wave attenuation 
based on the linear wave theory. However, the decrease of the subharmonic compo- 
nent is larger than the predicted wave attenuation. Therefore, the difference of the 
measured and calculated wave heights of case shown in Figure 6 comes from the fact 
that a large subharmonic component was included in the incident waves. 

We have already reported that the decrease of the subharmonic component in a 
bound wave like Storks 2nd order wave is twice as first as the decrease of the funda- 
mental frequency component (Deguchi, et al.,1988). However, the incident waves in 
the case of J-2 included a larger subharmonic component that cannot be explained by 
the Stokes wave theory. Also, the analysis method of the wave deformation on the 
permeable layer based on a non-linear wave theory has been proposed (Isobe, et 
al.,1991). Here, we examine applicability of the linear wave theory to the wave 
transformation on the permeable layer. 

Figure 8 illustrates errors of the calculated wave heights in the 24 cases shown in 
Table 1. 03 . U o 
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Fig. 8 Estimated error of wave attenuation on permeable layer 
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The horizontal axis is the parameter gHT2/h2 concerning the nonlinearity of 
incident waves (Shuto, 1973). The error was defined by using the difference of 
measured and calculated wave attenuation rate, Km and Kc, at the onshore end of the 
permeable layer as follows: 

8-\Km-Kc\/Kc* 100 (26) 
It can be seen from Fig.8 that the error becomes more than 10% when the value 

of gHT2lh2 is larger than 30, i.e., the nonlinear property of incident waves is large. 
When the value of gHT2lh2 is less than 10, the error remains within 5%. 

Conclusion 

The main results obtained in this study are summarized as follows: 
1) The turbulent drag coefficient and the permeability in the Forchheimer type equation 
in the unsteady flow are different from those in the steady flow. In the unsteady flow, 
they depend on K-C number, and the relative acceleration. We proposed the empirical 
relation between the equivalent linear drag coefficient and K-C number through the 
unsteady permeability tests. 
2) The wave attenuation on the permeable layer is caused mainly by the energy loss in 
the permeable layer. The effect of the boundary shear on the surface of the permeable 
layer on the wave attenuation is negligibly small when the thickness of the layer is 
relatively large. 
3) The linear wave theory can apply to the analysis of wave decay on the permeable 
layer when the value of gHT2/h2 is smaller than 10. When the value oigH'Plh2 is 
greater than 30, the non-linear property of the incident waves becomes significant. In 
such case, the wave attenuation on the permeable layer is larger than that predicted by 
the linear wave theory. We can explain this reason by the fact that the amplitude of 
subharmonic component included in the incident waves is faster than that of the 
fundamental frequency component. 
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CHAPTER 118 

IMPACT LOADS INDUCED BY PLUNGING BREAKERS 

ON VERTICAL STRUCTURES 

Schmidt, R.1^ ; Oumeraci, H.2^ ; Partenscky, H.-W.3-* 

Abstract 

Results of large-scale model tests on impact loading of a vertical wall 
by using waves up to 2 m height and 9.4 s period are presented. A classifi- 
cation of the breaker types tested and breaking criteria for waves in front of 
a vertical wall are suggested. Impact pressure distributions, forces and force 
impulses induced by plunging breakers on a vertical wall are discussed. The 
statistical distributions of the impact pressures and forces for different 
breaker types are also given. Some aspects of the generation mechanisms of 
impact pressures and the role of air content and its statistical distribution in 
the impact process are outlined. 

Introduction 

It has often been suggested in the literature that impact pressure 
induced by breaking waves has no structural significance, and hence should 
not be used for design purposes. One of the main reasons for this view point 
may certainly be explained by the static approach yet used to study the 
stability of vertical structures. The results of a study on vertical breakwater 
failures (OUMERACI et.al., 1991) together with the results of more recent 
investigations on the effect of impact loads on a vertical breakwater 
(OUMERACI et.al., 1992; TAKAHASHI et.al., 1992) have shown that 
impact pressure has not only a very localized effect, but may also be 
detrimental for the stability of the structure components as well as for the 
overall stability of the structure, including the foundation; i.e. the stability 
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of monolithic structures subject to breaking waves is of purely dynamic 
nature and cannot be simply reduced to a static problem. 

For the dynamic stability analysis, detailed spatial and temporal 
pressure distributions with the corresponding force histories are required. 
However, reliable laboratory measurements in the impact area generally 
represent a very difficult task due to the highly transient and complex 
nature of the two-phase flow and pressure field involved, as well as to the 
scale effects related to air entrainment/ entrapment. Therefore, a detailed 
large-scale model study on impact pressures due to breaking waves on a 
vertical wall has recently been performed in the Large Wave Flume (GWK) 
of Hannover. It is the main purpose of the paper to discuss some of the 
results of this study. 

Experimental Set-Up and Test Conditions 

The hydraulic model tests were performed in the Large Wave Flume 
of Hannover (320x5x7 m) by using regular and irregular waves up to 2 m 
height and 9.4 s period. The experimental set-up is given in Fig. 1, showing 
a) a sloping seabed 1:20 terminated by a vertical stiff wall of 6 m height 
instrumented with 28 high resolution pressure transducers (/# > 35 kHz), and 
b) the locations of eleven wave gauges installed in front of the wall. 

x[m] 

Fig. 1.    Experimental Set-Up in the Large Wave Flume (GWK) 

Water depths in the flume up to 3.0 m (1.6 m at the wall) were used 
for the tests. Most of the waves used in the tests arrive at the wall as 
plunging breakers, the maximum breaker heights obtained are in the range 
of //£= 1.15-d{j, where d^ is the breaking depth measured from SWL. 
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Breaker Types and Kinematics 

Breaker Types 

A strong correlation exists between the shapes of the breaking waves 
at the vertical wall and the trapped air. On the other hand, the latter is 
known to considerably affect the magnitude as well as the spatial and 
temporal distribution of the impact pressure. Therefore, an attempt was first 
made to classify the breaker types obtained for the conditions tested, before 
any further analysis of the results was undertaken. In fact, different 
breaking wave conditions in comparison to those on an unobstructed beach 
are expected (GALVIN, 1968). For this purpose, video records as well as 
wave profiles obtained from wave gauge measurements were used. 
Depending on the value of Hi,/dw and on further parameters, seven types of 
breaking and broken waves - five for the plunging and two for the spilling 
breaker — in front of the vertical wall were obtained (Fig. 2). The water 
depth dw directly at the vertical wall corresponds to the breaking depth db 

measured from SWL by the linear relationship dw= O.SO-db (average from 
705 breaking waves and correlation coeff. of 0.84). 

upward 
deflected 

Plunging  breaker 

well developed broken 

Spilling 
well  de- 
veloped 

breaker 

broken 

nb :0,92 
Hb -r = 0,99 

Hh 
= 1,06 

Hb — = 114 
A ' 

fib :0,99 
Hh 

= 1,14 

SUL 

m 

Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 Type 7 

Fig. 2.   Breaker Types Observed during Tests in GWK 

In the following, however, special emphasis was put on the analysis of 
the results related to plunging breakers. 

Breaking Criteria 

Existing formulae for the prediction of the maximum breaker height 
Hb (or of the breaking depth db) as a function of the wave period T and the 
beach slope m (see for instance Eq. (2.92) in C.E.R.C., 1984) are related to 
waves on an unobstructed beach slope. Due to a full obstruction by a 
vertical wall in the flume, waves with H0/L0 = 0.0075 - 0.013 were found to 
break in a depth db which is about 30 % higher than those predicted by the 
C.E.R.C. - formula. This is shown for instance by Fig. 3 in which the results 
of WEGGEL (1968) have also been plotted for comparison. 
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Fig. 3.   Maximum Breaker Heights in Front of a Vertical Wall 

It is seen that in the presence of a vertical wall, a maximum breaker 
height Hb may occur which is almost 20 % larger than the breaking depth 
db. The corresponding deep water wave steepness is about 0.009. 

Velocity and Volume of Wave at Breaking 

The wave profiles in front of the vertical wall recorded by the wave 
gauges  and  video  are  shown  for  different time  steps  in  Fig. 4.  The 
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Fig. 4.   Wave Profiles in Front of a Vertical Wall at Different Time Steps 
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velocities and the volume of the wave at the instant of breaking are 
determined from such wave profile developments like those in Fig. 4 and 
compared to those predicted by different wave theories (linear wave theory, 
modified linear wave theory by GODA (1964) and solitary wave theory). It 
was found that for both the velocities us and the volume of the wave Vs at 
breaking, the solitary wave theory provides the best approximation: 

us = ^g-(db+Hb)        (1) Vs = "sJf-Hb-db3      (2) 

where db is the breaking depth measured from SWL and Hb the breaker 
height, respectively. This is an important result as the momentum tranferred 
by a breaking wave to the wall may be approximately evaluated directly by 
using Eqs. (1) and (2). A comparison of such an approximation with the 
related force impulse obtained from pressure measurements will be shown 
later in Fig. 10. 

Impact Loads 

Influence of Sampling Frequency on measured Impact Loads 

The first step when measured highly dynamic processes generally 
consists in evaluating the proper sampling rate. Therefore, the effect of the 
sampling frequency Af on the peak pressures, peak forces and impulses 
has been investigated for 4/= 0.1 — 11 kHz. The results obtained show 
particulary that: 
a) For the pressure peaks, sampling rates of Af= 2, 1 and 0.175 kHz result 

in a reduction of 2, 7 and 50 %, respectively; 
b) For the force peaks, sampling rates of Af=2, 1, 0.175 and 0.1 kHz result 

in a reduction of 2, 3, 20 and 37 %, respectively; 
c) For the  force impulses,  no significant changes results even  if the 

sampling rate is reduced to 0.1 kHz. 

Impact Pressures and Forces 

For each of the breaker types in Fig. 2, the following results can be 
obtained: 
a) Simultaneous pressure histories at the 28 wall elevations by using a 

sampling frequency of 11 kHz; 

b) Pressure distributions along the wall for time steps At = 0.09 -10 ms. 

For instance, some pressure distributions are given in Fig. 5 (breaker 
height Hb= 1.57m and wave period T= 6.75s) at eleven different time steps. 
The horizontal force Fh per linear meter obtained from pressure integration 
is also given. Fig. 5 also illustrates that impact pressures are not only 
limited to small local areas but may also occur simultaneously over a large 
height (in a range up to the wave height!) of the vertical wall. 
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Particularly in the case of well-developed plunging breakers with 
large entrapped air pocket, the spatial integration of the impact pressures 
generally leads to a total force with a duration which may be much larger 
than usually assumed. In fact, the duration of total impact forces may reach 
5 to 10 times that of the corresponding impact pressures. Since the latter is 
generally in the range of 0.05-0.02s (in the model), the duration of the 
total impact force may reach values in the range of 0.05 - 0.2 s 
corresponding to values of 0.15 -0.6s in prototype; i.e. values which may 
be in the same range or higher as the natural period of oscillations of 
common prototype caisson breakwaters: TN = 0.2 - 0.4s (MURAKI, 1966). 

Steps,      ©       ©        © ©©©©©©©© 
P  [kPal 

7.5        12.7 19.0    26.2   34.5   39.0     51.4 

Fig. 5.   Pressure Distributions at Different Time Steps (Hb=1.51 m; 7=6.75 s) 

The origin of negative pressure (see Fig. 5, steps 6-10) can also be 
explained by the fact that the trapped air is compressed so much that in re- 
expanding it throws the water mass back with such a velocity that the 
pressure drops below the atmospheric pressure value. The pressure 
distributions in Fig. 5 clearly characterize the impact of a plunging breaker 
with a large air pocket entrapped between the breaker front and the wall. 
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Fig. 6.   Horizontal Force History Resulting from Pressure Integration 
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Typically, two force peaks (time step 1 + 4) occur which are also seen in the 
related force history shown in Fig. 6. A further important characteristic of 
this type of impact (well-developed plunging breaker with entrapped large 
air pocket) is the presence of the relative low frequency oscillations after 
the force peak (see Fig. 6). The latter are caused by the cyclic compressions 
and expansions of the entrapped air pocket under the highly transient 
pressure fields, and are hence related to the size of the entrapped air pocket. 
The equivalent diameter D0 of the air pocket at its initial stage can be 
determined from the period Tosc of the force oscillations by the following 
relationship (OUMERACI et.al., 1992): 
This means that the force oscillations with 
corresponds to a trapped air pocket of D0 = 0.40m in the large-scale model 
The period of the force oscillations transferred to prototype conditions may 
also lie in the range of the natural period of prototype caisson breakwaters: 
7^ = 0.2-0.48 (MURAKI, 1966). These force oscillations may lead to near 
resonance excitation. 

D0 = ka-Tosc   where ka = 5.35m/s. 
Tosc= 0.075 s   in   Fig. 6 

Time        t (s) 

Fig. 7.   Characteristics of Impact Forces and their Origin 

The typical features of a force history caused by the impact of a 
breaker plunging on a vertical wall and entrapping a large air pocket are 
schematically summarized in Fig. 7 which also illustrates the origin of each 
of these characteristics. 
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Duration of Impact Forces 

Since the duration of the total impact force tdyn constitutes an 
important characteristic of the dynamic loading, a relationship between tdyn 

(related to wave period T) and the dimensionless maximum peak force 
Fmax (related to the squared breaker height Hb) has been determined in 
Fig. 8, showing that tdyn is almost inversely proportional to F2

max. The 
extreme values of Fmax generally occur for a deep water wave steepness 
H0/L0<= 0.005. For lower or larger values of Ho/L0, Fmax decreases 
abruptly. For the force impulse, however, the extreme values occurs for 
H0/L0» 0.0075. 

Force Impulses 

The "dynamic" and "quasi-static" components Idyn and Istat of the 
force impulse have been determined separately. These are defined in Fig. 9 
where the point M of maximum wave run-up is also shown. By assuming 
the conservation of momentum, the force impulse Iw~Jdyn + Istat should be 
equal to the momentum of the wave with a mass mw = p-Vs impinging on a 
wall with a horizontal velocity us. The momentum of the wave was also 



IMPACT LOADS INDUCED BY BREAKERS 1553 

w        dyn+    stat 

Time 

Fig. 9.   Force-Impulse Definition Sketch 

calculated by using Eqs. 
(1) and (2) and compared 
to the force impulse Iw in 
Fig. 10. It is seen that 
despite the large scatter, 
the solitary wave theory 
still represents a good 
mean for the approximate 
evaluation of the loading 
of vertical structures 
induced by breaking 
waves. In average, the 
wave momentum was 
slightly larger (7 %) than 
the force impulse Iw 

( correlation coeff. = 
0.83). 
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Fig. 10.   Force Impulse vs. Wave Momentum 

Statistical Analysis of Impact Pressures and Forces 

A statistical analysis of the impact pressures and forces recorded for 
the different loading cases defined in Fig. 2 has been performed for almost 
1000 breaking wave impacts. Although this analysis still proceeds, some of 
the first results may already be discussed below. 
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IMPACT LOADS INDUCED BY BREAKERS 1555 

98,00 
97,00 

95.00 

90.00 

80,00 

70,00 

60,00 

50,00 
40.00 

50,00 

20,00 

10.00 

3,00 

0,50 

; 

II     ll 1 '.I 1            1        1      1     1 

/'  

1 

/W,          <->"<>-P„»"c-a 

1 p-g-l'b = «          b 

a = -0.282 
b = +0.499 
c=    2.2 

- LOO • RAYLEIGH 
Exponent = 2.2 

Corn. Coeff. « 0.9986 

- 

=,/ 
—I 1 L_!_J Ml  1 1 1 L_L I £ 

6,00 10,00 

a)   Peak Pressure Pmax/(pgHb) 

95,00 

90,00 

70,00 
60.00 

30.00 

20,00 

3,00 
1,00 

0,10 

z 1 1 III! 1   'I i      i r 
- - 
E 

Frwx (-In(l-Pu))
l/C- a 

= 

: 
PTV = e 

/ = 
a ~ 
b = 

-0.371 
+0.737 

- c = 2.9 - 

- LOO - RAYLEIGH - 
Exponen = 2.9 

Corr. Coeff. = 0.9988 

; ,/ = 
r ..'' r 
=  f_ 1 J L_J_L M|   . —J L = 

1,0000 2.0000 6,0000      10,000 20.000 

b)   Peak Force Fmax/(pg-Hb
2) 

"1 i 11111|     i • i i i 1 II 1              1 1     1    1   1 1 1 1 

; = 

99,95 

99,90 

99.70 
99,50 

99,00 

ps"nb
2 = e '        b        ) 

a = +2.75 
b - +1.75 

97,00 
95,00 

90,00 

- /' 
E 

00.00 
LOG - GUMBEL ; 

40,00 ~ Corr. Coeff. = 0.9697 - 
20,00 

4.00 
0.50 

i 
•   1 .1   | lll| 1 L_L_L. •J-U-4 1- I'M 11 i 

0.020O     0.0600       0.200      0,600 1,000   2,0        6.0 10,00 

c)   Force Impulse Iw/(p-g-Hb
2)   [s] 

Fig. 12.   Statistical Distribution of Impact Loads (n=717 Breaking Waves) 



1556 COASTAL ENGINEERING 1992 

In Fig. 11 the frequency of occurrence of the dimensionless peak 
pressures and forces is plotted for the different loading cases of the 
plunging breaker shown in Fig. 2. It is clearly seen that the highest impact 
pressures occur for loading case 3. On the other hand, the differences 
between the loading cases are more pronounced for the distribution of 
impact pressures (Fig. 11a) than for that of the impact forces (Fig. lib). 
Further results have also shown that the maximum impact pressures, forces 
and overturning moments are best described by a LOG-RAYLEIGH 
distribution whereas the corresponding impulses follow a LOG-GUMBEL 
distribution (Fig. 12). 
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distributions (Fig. 5). The identification of the same perturbation at 
different pressure cells and the phase shifts have been determined from the 
detailed pressure histories (sampled at 11 kHz) of the pressure gauges under 
still water level by using FFT-techniques (SCHMIDT, 1993). 

Sound Velocity  cw   [m/s] 

Fig. 13.   Statistical Distribution of Sound 
Velocities in Air-Water Mixture during Impact 

The results obtained by using this procedure for 201 breaking waves 
impacting directly on the wall are given in Fig. 13 showing the statistical 
distribution of the investigated sound velocity cw, i.e. cw values between 
100m/s   and   450m/s   with   an   average   value   of   ~cw-=2\2m/s   occur, 
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corresponding to air contents a? =0.04-1.0% (OS = 0.2%). These velocities 
actually correspond to speeds at which a perturbation propagates 
downwards within the air-water mixture. Detailed shock pressure 
measurements performed by HATTORI and ARAMI (1992) have also shown 
that this propagation essentially develops within the air-water mixture. 

Concluding Remarks 

Despite more than 80 years of research work on impact loading of 
vertical structures subject to breaking waves there are still two basic 
attitudes related to the design of such structures. 

The first attitude consists in simply assuming that impact pressures are 
not important and thus should not be adopted in the design. The inadequacy 
of this approach has been demonstrated by the results of the more recent 
investigations (OUMERACI et.al., 1992; TAKAHASHI et.al., 1992). 

The second attitude is to skip the problem of evaluating the design 
impact load by assuming that the structure can be designed in such a way 
that impact pressure will not occur. The existing standard design pressure 
formulae implicitely reflect this attitude. However, it is not advisable to 
design vertical breakwaters only by applying such formulae, since most of 
vertical structures will certainly be subject to all conditions of breaking 
waves during their lifetime. 

In fact, the worst loading case for a vertical structure and its 
foundation is induced by a well-developped plunging breaker. In this 
respect, the results to be presented in this paper intend to help in assessing 
the worst impact loads to be considered in a dynamic analysis of the 
structure and its foundation. 
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CHAPTER 119 

PROFILE CHANGES OF ROCK SLOPES BY 
IRREGULAR WAVES 

W. Gray Smith1, Nobuhisa Kobayashi2, Shuji Kaku3 

Abstract 

Experimental data has been obtained to test the abilities and limitations of 
existing and new empirical predictive methods for breakwater profile changes under 
random waves. The thirty data points obtained within this study describe a structure that 
is neither solely statically nor dynamically stable, and have indicated the difficulties of 
empirical formulas in accounting for the complex wave and structural interactions 
affecting breakwater profile development. Data analyses have indicated that current 
empirical formulas are not able to predict the profile changes very accurately for the data 
obtained herein. However, qualitative understanding can be obtained based upon the 
application and adjustment of the formulas to the structure tested herein. 

Introduction 

Design of conventional and berm breakwaters requires the prediction of 
structural profile changes caused by irregular waves. These changes can be defined by 
the damage suffered by a statically stable structure or through the description of the 
structural profile evolution experienced by a dynamically stable structure. This paper 
examines experimental profile changes for structures overlapping the dynamic/static 
stability boundary, and evaluates the predictive capabilities of existing and new empirical 
formulas tested in comparison to profile change data obtained through specific model 
tests. The new data set is used to clarify the abilities and limitations of the current 
design methods, and possibly lend insight into the development of an improved method 
of design for the structures of interest. An attempt is also made to elucidate similarities 
and differences existing between rock slopes and sand beaches since different formulas 
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2 Prof, and Assoc. Dir., Center for Applied Coastal Res., Univ. of Delaware. 
3 Civil Engrg.,CTI Engrg. Co., Ltd., 4-9-11 Nihonbashi Honcho, Chuo-ku, Tokyo 103, 
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proposed for different sizes of cohesionless materials should be synthesized and 
generalized. 

New Static Stability Formula 

van der Meer (1987) conducted extensive irregular wave tests and proposed an 
empirical formula for the static stability of uniform rock slopes, for which only minor 
profile changes are allowed under design wave conditions. This formula yields a 
prediction of the damage suffered by a structure under a given wave climate, where 
damage is qualitatively described as the displacement of armor stones. This damage 
level, S, is defined as the cross-sectional eroded area, A, normalized by the square of the 
nominal armor unit diameter based on a median stone mass, Dn50, as S-A/D^50. van der 
Meer's formula can be arranged to express the structural damage level, S, as a function 
of cot a = cotangent of the structural slope angle a, N = number of individual waves, 
P = empirical permeability coefficient, £m = surf similarity parameter based on the 
significant wave height, Hs, and the mean wave period, Tm, and Ns = stability number 
defined as Ns = HJ[(s-l)Dn50] where * = specific density of the armor unit. This 
stability number may be used to classify structures as either statically or dynamically 
stable, where Ns = 1 - 4 was the range van der Meer prescribed for his static stability 
formula. It is noted that this classification system contains a transition from static to 
dynamic stability, where dynamic stability was defined with Ns ^ 3. It is evident, 
therefore, that for certain structural types such as berm breakwaters it can be difficult 
to select design methods, specifically whether to design the structure as dynamically or 
statically stable. This formula for static stability assumes that 5 is proportional to N0,5 

and S > 0 as long as Ns > 0. This implies that the damage level does not approach an 
equilibrium value, Se, with the increase of the duration, NTm, of the wave action. This 
is in disagreement with the evolution of the berm breakwater which is initially dynamic, 
but may eventually reach a stage of static stability similar to sand beaches approaching 
equilibrium for given wave conditions. Moreover, the formula does not account for the 
threshold condition of initiation of armor movement. 

Kaku et al. (1991) found that van der Meer's static stability formula provided 
reasonable estimates of the stability number for specified damage levels, but failed to 
yield predicted damage levels with an adequate level of confidence. Therefore, using the 
data sets of van der Meer (1988), and Ryu and Sawaragi (1986), Kaku et al. (1991) 
proposed a new empirical formula to estimate the damage level of a statically stable 
structure under design conditions. This data set included 665 data points with the 
stability number, Ns, ranging between 0.9 - 3.9. By assuming that the damage level 
approaches an equilibrium value, S^ asymptotically with time, the damage level, 5, is 
expressed as (van der Meer, 1988) 

S = S,(l - «-•) (1) 

where Se = equilibrium damage level and K = empirical parameter related to the 
number of waves required to establish an approximately equilibrium slope profile. For 
example, S = 0.955e at N = 3/K. A similar equation was employed by Kriebel and Dean 
(1985) to express time-dependent beach and dune erosion. 

The data sets used in the development of the formula suggest that K be given by 
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K ~~ 7T- (2) 

where a2 • 0.01, bj • 0.8, and c2 « 7 are empirical constants. The similarity between the 
stability number, Ns, and the Shields parameter used for sediment transport allowed 
Kaku et al. to include the initiation of armor movement in their formula. A critical 
stability number, Nc, was defined by modifying van der Meer's formula for very small 
damage levels, with the structure assumed to be totally stable below this critical value. 
This critical stability number was given as 

NtSC63Z_ ^ (3a) 

v=c£J^» imHc (3b) c "  p0.13 *      c 

with C • 0.4, the surf similarity parameter £m, and the critical value ijc, given as 

tana 
*.- 

2nH. (4) 

N   st. 

The equilibrium damage level was then expressed as 

5, = a2(N, - Nc)"> N, > Nc (5a) 

0 NiN (5b) 

with a2 • 12 and b2 « 1.3. 

van der Meer's formula and the new stability formula are compared with the data 
sets used to develop these formulas in Figures la and lb, where the comparison is the 
measured damage level against the empirical damage level. The predicted and measured 
damage levels can vary by a factor of two for these data sets with significant scatter 
evident for higher damage levels, which indicates a structure approaching a more 
dynamic classification. Consequently, larger errors would be expected for other data sets. 

Experiment 

The experiment was organized to obtain detailed data on macro-scale armor unit 
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Measured   Damage   LeveI 

Figure la:  Comparison with van der Meer's Formula (1987) 

Measured  Damage  LeveI 

Figure lb: Comparison with New Formula 

movement in the laboratory by measuring altered breakwater profiles under random 
wave action. A concise summary of the experimental results and analyses from Smith 
(1991) is presented in the following. The experiment was conducted in a wave tank 
using a 20 cm thick layer of gravel, Dn50 = 1.8 cm and a specific density of s = 2.7, 
placed on top of a 1:3 glued gravel slope (Figure 2a). Evaluation of the armor unit 
distribution showed an essentially uniform gravel distribution, where the gradation ratio, 
D85/D15, was approximately equal to 1.25. The wave generation was conducted using a 
piston-type paddle driven by a hydraulic system, and made use of a TMA spectrum as 
explained by Kobayashi et al. (1990). The random signal typically repeated itself after 
approximately 200 waves. Six irregular wave signals were prepared by varying Hs and Tm. 

Free surface displacement measurements taken at three locations seaward of the 
slope were separated into incident and reflected wave trains, where the setup of the 
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gages is shown in Figure 2a. A surface profiler, shown in Figures 2a and 2b, was 
constructed to measure the structural profile automatically using three vertically mounted 
survey probes, located relative to the structure as shown in Figure 2b. The horizontal 
and vertical motion of the profiler was controlled automatically and produced structural 
changes relative to the initial profile. It is also noted that the lateral variability of the 
profile response was negligible and profile change was essentially two-dimensional. 

Wave maker 
Surface Profiler Probe 

Impermeable 
Slope 

Figure 2a: Experimental Setup 

Rough,   Permeable   Slope 

Surface  Profiler 
Probes 

Figure 2b: Plan View of Wave Gage and Surface Profiler Locations 

Six tests were performed, with each test consisting of six structural profile 
measurements at N = 0 and N - 200, 400, 600, 800, and 1000, where N is the number 
of individual waves from the beginning of each test. Each of the six tests hence 
consisted of five runs with the measured incident and reflected waves as well as the slope 
profile relative to the initial profile for each run. The data from the thirty runs are 
summarized in Table 1. Figure 3 depicts a typical result obtained for the wave 
measurements. Figure 3 shows the incident versus reflected wave spectrum, where wave 
reflection from the structure was minimal. It was also observed that the incident wave 
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train proved reproducible and that the reflected waves during each test were observed 
to remain essentially the same, thus being insensitive to profile changes. The measured 
average reflection coefficient, r, as defined by Kobayashi et al. (1990), is listed for each 
run in Table 1. 

JU 

  Incident Spectrum 
  Reflected Spectrum 
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Figure 3: Incident and Reflected Spectrum 

The slope geometry of the breakwater structure was obtained for each of the 
thirty test runs. Figure 4 depicts a typical measured altered profile, where the initial 
slope is included in an effort to indicate the degree of profile change. Qualitative 
assessment of the data showed erosion of the profile near the still water level (SWL) at 
profile elevation zero, with areas of deposition located both above and below the 
erosional area, corresponding to the transition between accretional and erosional profiles 
for sandy beaches. The increase of 5 with the increase of N followed the assumed 
exponential form as given by Eq. 1 fairly well, where significant alteration of the profile 
occurred during the first few hundred waves with much less profile change associated 
with the later stages of each test run. This implies that the profile change is sensitive 
to the degree of profile deviation from the equilibrium profile. It is also noted that the 
effects of the wave period proved important as shown in Table 1. In summary, the test 
runs with Ns = 2.69 - 3.67 and 5 = 6.3 - 38.1 were close to the upper limit of 
applicability of the static stability formulas. 

Comparison with Static Stability Formulas 

The static stability formula proposed herein and that of van der Meer (1987) are 
compared with the thirty new data points obtained from the present experiment. Before 
the comparison was completed the validity of the application of the formulas was ensured 
using the parameter ranges described by van der Meer (1988), including the stability 
number, wave steepness, surf similarity parameter, and initial profile slope. It was found 
that the values for the present experiment were within the ranges established by van der 
Meer (1988) for his static stability formula. 
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Table 1: Governing Parameters for 30 Test Runs 

1565 

Run # N HJcm) TJsec) Ns 4 S r cot a 

L1A 199 10.07 1.11 3.28 1.40 12.6 0.17 

3.13 

LIB 402 10.17 1.10 3.31 1.38 15.0 0.18 

L1C 601 10.22 1.10 3.33 1.38 18.1 0.18 

LID 800 10.25 1.10 3.33 1.37 16.9 0.18 

LIE 995 10.25 1.11 3.34 1.39 20.5 0.19 

S1A 195 9.65 1.13 3.14 1.41 6.3 0.17 

3.23 

SIB 392 9.75 1.12 3.18 1.39 9.1 0.18 

SIC 593 9.78 1.12 3.19 1.39 10.1 0.18 

SID 792 9.78 1.12 3.19 1.39 13.7 0.18 

S1E 996 9.76 1.11 3.18 1.38 13.1 0.19 

L2A 194 9.83 1.34 3.20 1.60 10.3 0.23 

3.33 

L2B 380 10.02 1.37 3.26 1.62 16.3 0.24 

L2C 567 10.09 1.38 3.29 1.63 19.7 0.25 

L2D 756 10.13 1.38 3.30 1.63 22.4 0.26 

L2E 948 10.15 1.37 3.31 1.61 23.5 0.26 

S2A 190 8.26 1.37 2.69 1.79 10.9 0.23 

3.33 

S2B 386 8.68 1.35 2.83 1.81 15.5 0.22 

S2C 576 8.75 1.36 2.85 1.72 18.3 0.24 

S2D 767 8.79 1.36 2.86 1.72 18.7 0.24 

S2E 959 8.82 1.36 2.87 1.72 20.0 0.24 

L3A 202 11.14 1.61 3.63 1.81 18.8 0.34 

3.33 

L3B 401 11.20 1.62 3.65 1.82 34.5 0.39 

L3C 600 11.21 1.63 3.65 1.83 33.5 0.37 

L3D 794 11.25 1.64 3.67 1.83 37.3 0.36 

L3E 988 11.26 1.65 3.67 1.84 38.1 0.35 

S3A 215 8.53 1.51 2.77 1.81 11.8 0.27 

3.57 

S3B 421 8.56 1.54 2.79 1.84 14.5 0.27 

S3C 624 8.60 1.56 2.80 1.86 17.4 0.28 

S3D 829 8.61 1.57 2.81 1.87 18.8 0.28 

S3E 1036 8.63 1.57 2.81 1.87 19.8 0.29 
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Figure 4: Typical Measured Altered Breakwater Profile 

Figures 5a and 5b graphically depict the accuracy of van der Meer's formula, 
where different permeability coefficients are used in an effort to improve the agreement. 
The permeability of a structure has been shown to affect the structural response, where 
in general impermeable structures suffer greater erosion that do permeable structures 
subject to the same wave conditions. Examining the structure studied herein, a 
permeability coefficient P = 0.4 - 0.5 seemed appropriate based on van der Meer's 
recommendations. However, calculations have been conducted using a range of 
permeability coefficients. Figure 5a indicates that the damage level is being 
underestimated by roughly a factor of two, using the permeability coefficient, P - 0.4, 
with the error increasing for the higher levels of damage. Decreasing P to a value of 0.1 
caused the predicted damage level to increase as shown in Figure 5b. It can be seen 
from Figures 5a and 5b that the damage prediction improves for the lower permeability 
coefficient. However, the lower permeability coefficients are unrealistic for the structure 
used in the experiment. These observations seem to be in agreement with the data 
analyses presented by Kaku et al. (1991), where it was shown that the formula predicted 
poorly for higher damage levels. Interpretation of these results indicate that this formula 
might be sufficient when applied to structures with low stability numbers, but is not 
accurate enough for structures approaching dynamic stability. 

Figures 6a and 6b depict the capability of the new formula in predicting the 
damage levels, using various empirical coefficients in an attempt to improve the 
agreement. Figure 6a represents the new formula, using the empirical coefficients as 
fitted to the data sets of van der Meer (1988), and Ryu and Sawaragi (1986), and 
displays results similar to those shown in Figure 5a. It is noted that the permeability 
coefficient was again adjusted for this new formula, however, it provided relatively 
insignificant improvement in the formula's prediction. Hence P = 0.4 is assumed for the 
new formula. Two alternative approaches were undertaken toward the improvement of 
the agreement for Kaku et al's formula. First, it was observed that the equilibrium 
damage level, predicted by Eq. 5, was only slightly higher than most of the damage levels 
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Measured Damage Level Measured Damage Level 

Figure 5a: Comparison with van der 
Meer's Formula(P = 0.4) 

Figure 5b:  Comparison with van der 
Meer's Formula(P=0.1) 

suffered by the structure following 1000 waves. It was not anticipated that the structure 
would reach equilibrium over this amount of time, therefore, the value of the equilibrium 
damage level was increased in an effort to obtain higher damage level estimates. This 
increased equilibrium damage level caused a decrease of the exponential growth factor, 
K, as predicted by Eq. 2. The lower value of K in Eq. 1 offset the increase of the 
equilibrium damage level and little improvement was obtained from this adjustment. 

Measured damage  Level Measired Damage  Level 

Figure 6a:  Comparison with New 
Formula {at = 0.01 & b2 = 1.3) 

Figure 6b: Comparison with New 
Formula (a, = 0.08 & b2 = 1.5) 

Secondly, it was observed that approximately half of the damage was occurring 
during the first 200 waves, thus indicating that this profile would possibly approach 
equilibrium more rapidly than anticipated. Kaku et a/.'s formula, however, predicts a 
much smoother rise towards equilibrium, with the initial damage level increase much less 
than that observed during the experiment.    Adjustment of the exponential growth 
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parameter a1 for K in Eq. 2 caused the damage levels to be predicted more accurately, 
while the increase of the equilibrium damage level by adjusting the parameter b2 in Eq. 
5 also allowed for improved prediction of the higher damage levels. These two empirical 
parameters, a1 and b2, were fitted to the present data set. Figure 6b depicts the 
improved results of the new formula, where a1 = 0.08 and b2 = 1.5 are the parameters 
fit to the new data set. This adjustment has improved the performance of Kaku et aVs 
method for the data described herein. However, any conclusive results will require more 
data in order to properly calibrate the parameters. Nevertheless, better agreement is 
achieved with the adjusted formula of Kaku et al. in comparison with van der Meer's 
formula. Also, it is important to point out the adjustment of van der Meer's formula 
required unrealistic permeability coefficients. The framework of Kaku et al. 's formula 
may be more realistic, for it adjusts the time scale of profile development, which is not 
fully defined by any previous work. 

In summary, the damage levels predicted by the empirical formulas of van der 
Meer (1987) and Kaku et al. (1991) failed to accurately predict the damage suffered by 
the structure in this experiment. However, it is expected that the formula due to Kaku 
et al. is more adjustable to various conditions. Moreover, the necessity of the 
adjustments of the empirical parameters suggest that these simple formulas are not 
sufficiently accurate partly because they do not account for detailed irregular wave and 
structural characteristics. 

Comparison with Dynamic Stability Formulas 

In addition to the previous static stability approach to profile evolution 
prediction, the range of Ns = 2.69 - 3.67 associated with the new data set may allow for 
the evaluation of dynamic profile prediction methods. Dynamic stability allows for 
significant alteration of the structure from the initial profile configuration, thus requiring 
the prediction of the actual evolved profile shape, van der Meer and Pilarczyk (1986) 
studied the dependency of the evolved profile on various wave and structural parameters, 
and developed an empirical formula that predicts the locations of abrupt profile changes 
on an assumed profile shape. This formula connects these points with straight lines and 
curves, which are described by power functions similar to those used to express the 
equilibrium profile for sandy beaches. Their formula is applicable to structures with Ns 

between 3 and 200 with arbitrary initial profile configurations, and the new data set 
corresponds to the lower limit of applicability for this dynamic stability formula. 

A typical result of van der Meer and Pilarczyk's formula is shown in Figure 7, 
where the predicted profile is plotted with the measured altered structural slope. It is 
evident that the formula overpredicts the response of the breakwater. It is noted that 
this result was anticipated due to the low stability associated with the data set in 
relationship to the data used to develop the dynamic stability formula. It can be seen 
that the accretion of the berm was greatly overpredicted, and that a large area of erosion 
was predicted below the SWL. In general, the formula predicts accretion above the 
SWL and erosion below, which is in contrast to the data which depicts more of an S- 
shape, where erosion is restricted to the area around the SWL with areas of accretion 
both above and below the SWL as shown in Figure 4. The damage levels associated with 
the predicted profiles were also calculated in order to quantify the predictive capabilities 
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of the formula when applied to the structure tested herein. It was found that the 
damage level obtained for the predicted profiles is overestimated by roughly a factor of 
two as shown in Figure 8, where application of this method might be used to define an 
upper limit of damage for a static/dynamic structure. 

PredIcted 
— Measured 
—• Initial 

0      20     40     60     BO     100    120    140    160 
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Figure 7:  Predicted Dynamic Profile(van der Meer and Pilarczyk, 1986) 

* 
m 

*                                     S^ 
50   - * M                                            ;S 

0) > *                     * K 

—'    40   - * 
0> * 
o> "* 
10     30   - Q *        "**   * *                                   / 
•V *  *         *                 y-^ 
CJ     20   - * m          y^ 
d) 
i_ 

10    - 

0 

Measured   Damage   LeveI 

Figure 8: Comparison with Formula of van der Meer and Pilarczyk (1986) 

van der Meer (1992) reanalyzed the data set used previously to develop the 
dynamic stability formula of van der Meer and Pilarczyk (1986), with emphasis placed on 
berm breakwaters which pass through stages of dynamic stability and eventually develop 
an essentially stable profile. The data set contained structures with A^ between 3 and 
500, but a new formula was develop for the data set concentrating on structures with Ns 
< 6. The modified method notes the probability of a more rapid increase in the damage 
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level than that predicted for statically stable structures and may be applied for N = 250 - 
10,000 with alterations to the profile taking place even after significant durations. The 
effects of the initial slope are discussed by van der Meer (1992) where it is noted that 
for A^ < 10 the initial slope largely affects the final profile, much as is the case with 
statically stable structures. This lead to the inclusion of a definition of an equivalent 
slope profile to be used with the modified formula, which would prove important for a 
typical berm breakwater profile. The present experiment, however, used a uniform slope 
of approximately 1:3, and the qualitative assessment of the profile development as 
discussed by van der Meer (1992) agrees with the observed profile evolution within the 
experiment. 

The modified formula has been applied to the new data set described herein, 
where comparisons are made between the measured and predicted slope profiles and 
corresponding damage levels. A typical result of the new formula is shown in Figure 9. 
Figure 9 depicts that the predicted slope underestimates the berm accretion both in 
volume and in the height to which the berm is developed, also the erosion around the 
SWL and the accretion below the SWL are poorly predicted, van der Meer (1992) 
encountered similar problems with the prediction of the size of the structural crest when 
the formula was applied to the data of Ahrens and Heimbaugh (1989), and suggests that 
the limited data did not allow for calibration of the parameter related to this structural 
feature. However, the trend of the profile seems to agree with the present data, because 
the formula predicts accretional areas both above and below the SWL, and an erosional 
area near the SWL. Despite the appropriate profile shape, profile development is 
insufficient due to the relatively small alteration of the initial profile as predicted by the 
formula. This observation was also noted quantitatively when calculating the damage 
levels of the predicted profiles, where the damage was found to be underpredicted by 
roughly a factor of two as shown in Figure 10. In analyzing the results it is anticipated 
that an improved prediction of the berm crest would allow better agreement to be 
realized since this would in turn upgrade the erosive portion about the SWL, thus 
improving overall results for the entire predicted profile. 
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Figure 9:  Predicted Dynamic Profile(van der Meer, 1992) 
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Figure 10: Comparison with Formula of van der Meer (1992) 

Conclusions 

It has been shown that for the new data set with a structural classification that 
is neither strictly statically or dynamically stable, current design methods are insufficient 
in predicting profile response with any consistent accuracy. The static stability formulas 
of van der Meer (1987) and Kaku et al. (1991) failed to accurately predict the damage 
suffered by the structure, where the formulas underestimated the damage. This result 
is not surprising in that the formulas were developed with data that included numerous 
structures with low damage levels. The flexibility of the static stability formulas was 
tested for the new data set with the adjustment of the empirical permeability coefficient 
and the empirical parameters contained within the formula due to Kaku et al. (1991). 
van der Meer's formula improved with the decreasing permeability coefficient, however, 
the results were dependent on what appears to be an unrealistic value for the 
permeability coefficient. Kaku et al's formula showed improved accuracy with the 
adjustment of the time scale for profile development, which occurred at a higher rate for 
the more dynamic structure studied herein. It appears, therefore, that the formula due 
to Kaku et al. is more versatile and allows for adjustments to be made dependent upon 
the structural type of interest. More data will be required to properly calibrate this 
formula. It seems that the previous investigators tried to describe too varying a range 
of structural types with simple formulas, where it is not plausible given the wide variety 
of influences to which different structural types are subjected. 

Secondly, the dynamic stability formulas of van der Meer (1992), and van der 
Meer and Pilarczyk (1986) were evaluated using the new data set. The data tested the 
ability of the formulas to predict the actual profile response and damage levels suffered, 
van der Meer (1992) revised the stability formula for structures close to the static 
stability boundary. The revised formula provided good qualitative results in that the 
profile shape was predicted relatively well despite a repeated underprediction of the 
amount of actual profile response. It is anticipated that this formula is a step in the right 
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direction, but requires additional data in order to produce more accurate results, van 
der Meer and Pilarczyk's (1986) dynamic stability formula repeatedly overpredicted 
profile response. In summary, the existing dynamic formulas seem to be insufficient for 
the specific structures studied within this study. 
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CHAPTER 120 

Wave-Induced Uplift Characteristics on Concrete Block Slope Revetments 

Uwe Sparboom1 and Wolf Debus2 

Abstract 

The paper deals with full-scale wave attack on concrete block slope 
revetments. The tests were carried out in the research facility LARGE WAVE 
CHANNEL, Germany. The blocks were placed on a filter layer (granular and/or 
geotextile) preventing the failure of the sandy sub-soil. Stability results are 
reported. Pressure measurements at special testblocks were used to 
investigate uplift characteristics of the blocks. Furthermore, the measurements 
were applied for verifying analytical design procedures. 

Introduction 

Permeable dyke revetments are preferably applied for coastal protection 
works at the German coast. An economical solution for the sloping cover layer 
on dykes with a sandy core can be realized by the use of prefabricated 
concrete blocks placed on a filter layer preventing failure of the sandy sub- 
soil. The filter layer can be constructed by a quasi three-dimensional granular 
filter, by a quasi two-dimensional geotextile filter or by a combination of both 
filter types. In the past, wave attack at storm surge conditions frequently 
caused failures of such dyke revetments. With the new full-scale laboratory 
LARGE WAVE CHANNEL a fundamental research project was started in order 
to investigate dyke revetments under prototype conditions. The main 
dimensions of this research facility are: depth 7.0 m, width 5.0 m and length 
324 m. Regular waves and random seas are produced mechanically by a 
wave generator. The maximum wave height is 2.5 m. Details about the 
channel were published by Griine and Fuhrboter (1975); design criteria and 
technical works were reported by Grune and Sparboom (1982). 

1 Dr.-lng., Senior Research Engineer, Large Wave Channel, Coastal 
Engineering Research Group SFB 205, University of Hannover, 
Merkurstrasse 11, 3000 Hannover 21, Germany 

2 Dipl.-lng., Civil Engineer, Coastal Engineering Research Group SFB 205, 
University of Hannover 
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Test Set-Up 

The core of the 1 to 4 sloping sea dyke was made by sand with a mean 
diameter of d^, = 250 \im. The area of the highest expected wave attack was 
subdivided into two testfields each of 10 m in length and 2.5 m in width. Both 
testfields were separated by a concrete wall of 1 m in depth. A cross-section 
of the revetment is given in Figure 1. The whole prototype revetment can be 
seen in Figure 2. The testfields are shown in Figure 3. The concrete blocks 
were placed in stretcher-bond equivalent^ to usual method in practice. The 
investigated structure types are drawn in Figure 4. 

TESTFIELDS WAVE RUN-UP 
OAUOE 

TOE-STRUCTURE 

Figure 1. Cross-Section of the Prototype Dyke Revetment 

Figure 2. 1 to 4 Sloping Dyke 
Revetment in the 
Large Wave Channal 

Figure 3. Testfields of the 
Prototype Dyke 
Revetment 
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Figure 4. Investigated Structure Types of the Prototype Dyke Revetment 

The testblocks which contained measuring devices were installed nearly 
0.5 m below SWL in each teststructure or testfield. The measuring equipment 
was designed to registrate the following electrical signals synchronously: 

- wave parameters (height and period) at the toe of the dyke revetment 
and 

- wave pressures acting on the testblocks at the top 
and bottom side. 

The waves were generated regularly applying an integrated absorption 
control system. The minimum wave number for each test was 200. After very 
first block failure which was observed by visual control the test was 
interrupted. A damaged teststructure was replaced by a more stable one 
being able to increase the wave parameters as far as the second teststructure 
was damaged. This is the reason why synchronous measurements at both 
structures (Type A and B) are only available for testserie 1. Testserie 2 was 
carried out with the structure of Type B only. 

Stability Investigations 

Designing blocks of sea dyke revetments it is very useful to consider the 
breaker parameter which contains the influence of the wave period (as part of 
the wave steepness) and the slope angle (Bruun,1985). The stability 
parameter proposed by Pilarczyk, 1987 is given with a non-dimensional 
quantity which is calculated by the ratio wave height to block thickness 
multiplied with the relative block density. 
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Breaker Parameter       £0 
fWih 2   It 

(1) 

Stability Parameter 

5n (-) 
n (-) 
Ln (m) 
TM (s) 
HM (m) 
g (m/s2) 

HM 
X A   dB 

i (-) 
HM (m) 
A (-) 
Ph (kg / nfl) 
Pw (kg / nfl) 
dB (m) 

breaker number in deep water 
front slope 1: n 
wave length in deep water 
wave period (regularly generated) 
wave height (regularly generated) 
acceleration due to gravity 

.  A.    Pb-Pw 
Pw 

stability parameter 
wave height (regularly generated) 
relative block density 
density of concrete blocks 
density of water 
block thickness 

(2) 

In Fiihrboter and Sparboom, 1988 there can be found stability results for 
various types of block structures. In this paper tests with wave parameters 
very close to failure conditions are focussed. In testserie 1 the failure - very 
first block lifting out of the revetment - occurred at wave parameters HM = 0.8 
m and TM = 6.0 s (Type A, Figure 5) whereas in testserie 2 the failure 

STABILITY PARAMETER                             TYPE A 
CONCRETE BLOCKS                                  VL 
050«0S0«0.20 M5                      -~-<^> 

^J?SMI    MONWOVOI FABRIC 

A 0 
FAILUI IE 

I *      0 o] TEST S ;RIE 1 

A   T • 4s        0   T • 6s        •   T • 6s 

I       I       I       I       I 
0.5 1 1.5 2 2.5 3 3.5 

BREAKER NUMBER £ 

Figure 5. Stability Results Under Critical Wave 
Conditions - Granular Filter (Testserie 1) 
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occurred at wave parameters HM = 1.2 m and TM = 5.0 s (Type B, Figure 6). 
The structure of Type B remained stable under test conditions of testserie 1. 

For both structure types the failure position was found nearly 0.5 H 
beneath SWL. The very first block lifting occurred just before wave breaking 
(foto Figure 7). 

STABILITY PARAMETER TYPEB 

TEST 
SERlS 2 1 

IfAILURE 
A   \ 

CONCRETE BLOCKS 
OSO.030.a20 M> 

„, ,Tl£ 
NONWOVEN FABHC 

A 0 ^ 
TEST   iERIE 1 

(STABLE) 

O   T • 3«       A  T • 46        O   T • 6»        •   T • 6» 

0.5 1 1.6 2 2.5 3 3.5 
BREAKER NUMBER $0 

Figure 6. Stability Results Under Critical Wave Condi- 
tions - Geotextile Filter (Testseries 1 and 2) 

Figure 7. Very First Block Failure 
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In order to investigate pressure variations causing block lifting special 
testblocks (see Figure 3) were supplied with pressure transducers at top and 
bottom side. An example of these measurements is plotted in Figure 8. The 
pressure differences Ap of top and bottom side just before wave breaking 
were evaluated. Additionally, the reaction times T with uplift characteristic 
(from zero to maximum) were recorded. 
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- 

• 

0.0 
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U Jv     ~ 
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TIME   [si 

Figure 8. Example of Synchronous Pressures Acting 
on the Testblocks (Testserie 1) 

Estimating the uplift forces (Sparboom and Debus, 1990) the uplift 
pressures were integrated over the plane of the testblock. For the critical 
damage tests the development of the uplift forces - evaluated for several 
waves in each test - can be seen in Figures 9 and 10. Both structure types 
were damaged in nearly 10 minutes. The maximum uplift force amplitudes are 
of nearly equal amount for both structure types. 
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UPLIFT FORCE 

Fp ikN! 

2 
I 

A FIRST BLOCK 
•^FAILUDE 

A 

A       A 
A A 

TYPE A 
400 600 
TEST DURATION 

1000 
t isl 

Figure 9. Block Failure Testserie 1; Waves: HM = 0.8 m, TM = 6.0 s 
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Figure 10. Block Failure Testserie 2; Waves: HM = 1.2 m, TM = 5.0 s 

For the testseries 1 and 2 a representative set of parameters defined in 
Figure 8 were evaluated. The uplift forces Fp were found by integrating the 
pressure differences over the testblock. These force values Fp were related to 
the block weight under water Fw (weight force minus buoyant force). The 
reaction times Tpos were related to the wave period TM of the corresponding 
test. In the case of a granular filter the uplift force works in the range 0.10 to 
0.45 of the period ratio (Figure 11). For comparison in the case of a 
geotextile filter the main range lies between 0 and 0.15 (Figure 12). But there 
are also period ratios in the range 0.3 to 0.4. It can be assumed that uplift 
forces acting under such conditions cause block failures. 
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Figure 11. Uplift Forces vs. Reaction Time for Testserie 1 - Granular Filter 
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Figure 12. Uplift Forces vs. Reaction Time for Testserie 2 - Geotextile Filter 

From Figures 11 and 12 it may be assumed that block failures occur if the 
uplift forces are acting in a time interval with a duration of at least 1/3 of the 
wave period (Fiihrboter and Sparboom, 1988). Uplift forces causing block 
movements roughly amount 2 to 4 times of the block weight force under 
water. 

Verification Analysis 

Experimental full-scale data on block revetments are especially helpful 
verifying theoretical evaluations. Burger et al., 1990, Bezuijen et al. 1990 and 
Klein Breteler and Bezuijen, 1991 published analytical procedures for the 
design of block revetments placed on a granular filter layer. In Figure 13 a 
definition sketch of the used parameters is given. 
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Figure 13. Definition Sketch of the Analytical Solu- 
tions on Waves Acting on Block Revetments 

It was assumed that - with respect to full-scale failure mechanism - the 
maximum pressure over the revetment occurs just before wave breaking. The 
following equations were used (see also Figure 13): 

BURGER et al., 1990 and BEZUIJEN et al., 1990 

w 2 tana tang 
(l - e" ,ana tanp *B'X) + A }[ 1 - e- 

2 zi/x] (3) 

$w (m) 
X (m) 

« (°) 
P (°) 
Z, (m) 
$B (m) 

sin 

maximum uplift pressure over the revetment 
vertical leakage factor 
slope angle 
angle of the wave front 
height of the phreatic surface in the filter layer 
height of the wave pressure front 

a * y k « b « D (4) 

k (m/s) permeability of the filter layer 
k' (m/s) permeability of the cover layer 
b (m) thickness of the filter layer 
D (m) thickness of the cover layer 

BURGER etal., 1990 

%    =   H M 0.17 * cot « + 0.07 ) *\ ( -°'125 * cot a + 1'22 » (5) 

H     (m) 
\     (-) 

incoming wave height (regularly generated) 
breaker number 

P   =   ( 26.6 + 2.45 cot ot ) * \ 

d    (m)       water depth 

( -0.215 * cot a + 0.73 ) (1) ( 0.05 * cot a + 0.06 ) 

(6) 
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BEZUIJEN et al., 1990 
0.5 tan a 

H/lo 
<   37 (7) 

(m) 
(m) 

incoming wave height (regularly generated) 
wave length in deep water (g * T2 / 2it) 

g     (m/s2)   acceleration due to gravity 
T     (s)        wave period (regularly generated) 

tan 6 
0.17 

/H/L0 

KLEIN BRETELER, BEZUIJEN, 1991 

$ 
W =   A 

%   (m) 
A     (m) 

0.43   *   (H / A) 0.6 (H / U _0-2   * (tan «) °-5 ] 

maximum uplift pressure over the revetment 
leakage factor 

I k « b * 

(8) 

(9) 

(10) 

The relative uplift pressures evaluated for waves of testserie 1 are plotted 
in Figure 14. Since these measured uplift pressures belong to the structure 
type with a granular filter layer they are comparable to calculated uplift 
pressures using the formulae (3) to (10). 

As also remarked by Bezuijen et al., 1990 it was very difficult to estimate 
real cover layer permeabilities. The joint width between the blocks of the 
investigated revetment differed from close contact to 10 mm wide gaps (mean 
5 mm). For comparison, three various cover layer permeabilities were 
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Figure 14. Measured Uplift Pressures With Wave Parameters of Testserie 1; 
Structure Type A With a Granular Filter Layer 
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estimated. It was assumed that the relative reaction time of the calculated 
uplift pressures would have been as long as in the experiments. Results 
of the calculations are shown in Figure 15. 

Comparing the results of Figures 14 and 15 it can be seen that 
theoretically calculated uplift pressures are much smaller than the highest 
pressures measured in full-scale. In the case of 5 mm joint width the maximum 
measured pressure is nearly 75 % underestimated. On the one hand the 
analytical approach seems to be affected by semi-empirical assumptions 
based on small-scale modelling, especially the description of the pressure due 
to the breaker process and the description of the permeabilities of the cover 
layer as well as of the filter layer. On the other hand real uplift pressures are 
larger due to friction or clamping forces between single blocks. It is very 
difficult to estimate these resistant forces theoretically. It is proposed to 
combine the theoretical design for loose block revetments with results of full- 
scale experiments with naturally placed blocks using transfer factors from 
theoretical to prototype conditions. In Figure 16 theoretically calculated uplift 
pressures of the different procedures are compared with measured uplift 
pressures. For the special structure considered here such transfer factors 
could be expected in the range between 2 (small gaps) and 4 (wide gaps). 
This means that theoretically calculated maximum uplift pressures for a loose 
block should be increased at least 2 to 4 times being able to estimate the total 
uplift pressure causing block failure. 

Concluding Remarks 

According to earlier results reported by Fuhrboter and Sparboom, 1988 it 
is expected that placed concrete blocks (relative density A = 1.3) protecting 
a slope 1 to 4 remain stable under the following assumptions: 

dB ^ 1/3 H case of granular filter on sandy sub-soil, 

dB ^ 1/5 H case of geotextile filter on sandy sub-soil. 

Failure occurrence of such structures is expected at breaker numbers £0 

ranging from 1 to 2. The failure location was found nearly 0.5 H below SWL. 

From time history records of pressure measurements at top and bottom 
side of testblocks it was found that block movements occur if uplift forces are 
acting at least 1/3 of the wave period. Uplift forces may cause block 
movements if the amplitude is 2 to 4 times higher than the block weight force 
under water. 
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CALCULATED RELATIVE UPLIFT PRESSURE 
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Figure 15. Calculated Uplift Pressures for Various Cover Layer Permeabilities 
Related to Wave Parameters of Testserie 1, Structure Type A With 
a Granular Filter Layer 
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For an economical design on placed block revetments it is recommended 
to select structural permeabilities increasing from sub-soil to filter layer and 
from filter layer to cover layer. 

Verifying analytical approaches on placed block revetments it was found 
that calculated uplift pressures in the case of loose blocks are definitely 
smaller than measured uplift pressures in the naturally placed revetment. The 
physical mechanism of wave breaking together with the response of a more 
or less permeable and flexible block revetment is a very complex domain. In 
the opinion of the authors full-scale laboratory experiments as well as field 
investigations are inevitably necessary to study breaking wave attack of sea 
dykes and revetments. Results of such experiments are especially useful to 
verify theoretical solutions or to calibrate numerical models. 
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CHAPTER 121 

FIELD MEASUREMENTS ON PLACED BLOCK REVETMENTS 

Theo Stoutjesdijk, MSc1 

Ben Rigter, MSc2 

Adam Bezuijen, MSc1 

Abstract 

A report is given on a field measurement campaign on placed 
block revetments. Four types of measurement are described. Typical 
results are presented and discussed. The entire campaign shows a 
consistant image of changing physical properties in the field. 

Introduction 

Placed block revetments are a type of coastal protection 
commonly used in the Netherlands and Germany. Extensive research has 
been carried out on this type of construction, including small and 
large scale model tests (Burger et al, 1990, Sparboom and Ftihrbbter, 
1990). Analytical and numerical design methods are available (Burger 
et al, 1990 and Bezuijen et al, 1987). However, until recently 
little field data of this type of construction in marine conditions 
has been reported. Therefore, Rijkswaterstaat, the Dutch Ministry of 
Public Works, has initiated a field measurement campaign. The scope 
of this work was to compare the results of model tests and 
calculation models with the physical behaviour of revetments in the 
field. 

Some theory on placed block revetments 

Shown in figure 1 is a common construction in the 
Netherlands. You see a top layer of carefully placed blocks and a 
permeable filter layer underneath. 

The theory behind this type of revetment can be simplified 
into four statements: 

first, wave action causes pressures on the top layer, 
in  the  filter  layer  a  reaction  to these pressures takes 
place. This reaction depends largely on the permeabilities of 
top layer and filter layer. This can be characterized by one 

!DELFT GEOTECHNICS, P.O. Box 69, 2600 AB Delft, The Netherlands 
2RIJKSWATERSTAAT, P.O. Box 5044, 2600 GA Delft, The Netherlands 

1587 
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Figure 1 Placed block revetment 

parameter; the leakage length. This parameter can be expressed as: 

with: A = leakage length [m] 
b = thickness of filter layer [m] 
D = thickness of top layer [m] 
k » permeability of filter layer [m/s] 
k' = permeability of top layer [m/s] 

[1] 

the load on the top layer is the difference in pressures  on 
top and underneath the top layer. 
the load on the top layer can be compared to the strength.  A 
certain force  is  required to  push a  block out  of the 
revetment. 

In the analytical and numerical models wave pressures, 
permeabilities and leakage length are used to calculate the reaction 
in the filter layer and consequently the load on the top layer. The 
load is compared to the strength, which is expressed in terms of one 
or more times the block weight. 

Overview of performed measurements 

The same factors as mentioned above return in the overview of 
performed measurements. Four types of measurement are discussed, 
respectively: 
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1. Permeability tests 
It is clear that the permeability of the top layer is an 
important factor. This can be measured directly in the 
permeability test. The amount of water that disappears from a 
reservoir is measured. This can be linked to the permeability 
of the top layer. 

2. Infiltration tests 
The reaction in the filter layer to an imposed water-column 
is measured in the infiltration test. As this reaction is a 
function of the leakage length, the leakage length can be 
predicted. 

3. Wave and pore pressure tests 
In the wave and pore pressure test the wave pressure on the 
top layer and the pore pressure beneath the top layer are 
measured simultaneously. The difference is the load on the 
top layer. The results are used to hindcast the leakage 
length. 

4. Pull-out tests 
Blocks are pulled out of the revetment. The force required to 
do this is measured. This gives an impression of the strength 
of the top layer. 

Permeability test 

Figure 2 Set-up of permeability test 

As shown in figure 2, the permeability of the top layer is 
measured by placing a reservoir with a known surface of the open 
bottom on the top layer. Leakage through the gaps between the top 
layer and the reservoirs is reduced to a minimum by applying foam 
around the sides. A second reservoir is placed around the inner 
reservoir to make sure that the flow through the top layer is as one 
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dimensional as possible. Next, the reservoirs are both filled with 
water. The amount of water disappearing in a fixed period of time 
from the inner reservoir through the top layer is measured. This can 
be linked to the permeability of the top layer. 

Results of permeability test 

Measurements  of  the  permeability 
performed at different heights. 
Roughly, three zones can be distinguished: 

of  the  top  layer are 

,-7 
the tidal zone with a permeability of 5-10 ' m/s. 
the zone between high water level and high high water level, 
with a permeabilty a 100 times higher than in the tidal zone, 
the storm surge level, again with a permeability which is 
again 100 times higher than the zone below. 

The conclusion is, that the permeability in the tidal zone 
has decreased with a factor 10,000 during the lifetime of the 
construction. This permeability is also much lower than normally 
found in model tests. The reason for this sharp decrease in 
permeability was found when some blocks were lifted. The joints 
between the blocks are completely filled with sand and other fine 
material. Especially in the tidal zone, biological growth can 
influence the permeability. The filter layer, which originally 
consisted of gravel, is now a mixture of gravel and sand. However, 
as the decrease in permeability of the filter layer is less dramatic 
than the decrease in permeability of the top layer, inevitably the 
leakage length increases. As a large leakage length yields larger 
loads this is unfavourable. 

Infiltration test 

Figure 3 Infiltration test, measurement set-up 
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The next type of test presented here is the infiltration 
test. This test is used to determine the leakage length. The state 
of the art in modelling allows us to calculate the reaction in the 
filter layer to a given load, if only the leakage length is known. 
Therefore, some elements of the top layer are removed and a box of 1 
m height is placed in the hole. Water is pumped into the box to a 
certain, constant, level, so that the local load on the filter layer 
is known. The decrease in pore pressure, as a function of distance 
from the location where the load is applied is measured. 

A long leakage length means that the permeability of the top 
layer is relatively small compared to the permeability of the filter 
layer (see also equation [1]). Therefore the decrease in pore 
pressure with increasing distance from the infiltration point is 
small. A short leakage on the other hand means that the permeability 
of the top layer is relatively large. The decrease in pore pressures 
takes place over a limited distance. 

Figure 3 shows the measurement set-up. An infiltration 
reservoir is placed on the top layer. Bore holes are made through 
the top layer. This enables the placement of pore pressure 
transducers in the filter layer. Next, the reservoir of 1 m height 
is filled to overflow level and kept there until a stationary 
situation is obtained. At that moment the pore pressures in the 
filter layer are determined. 

Results infiltration test 

Shown in figure 4 is the measured decrease in pore pressure 
as a function of height. Schematically drawn are also the revetment, 
the infiltration reservoir, and the measured pore pressures. In a 
one-dimensional situation, that can be reached with several 
infiltration points in a horizontal row with laminar flow, an 
analytical solution is possible. 

INFILTRATION 
RESERVOIR 

MEASURED 
PORE 
PRESSURE 

Figure 4 Result of infiltration test 
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In practice however, only one or two infiltration points are 
used, and around the infiltration points turbulent flow is dominant. 
This means two dimensional flow has to be dealt with to determine 
the leakage length. Calculations are performed with the same 
numerical model that is used to investigate the influence of oblique 
wave attack on revetments (Bezuijen et al, 1992). The result of a 
calculation with this model can be seen in figure 5. 

Shown is the calculated piezometric head for a two 
dimensional situation. The leakage length in this case is relatively 
short, about 0.8 m. The drawn lines are lines of equal pore 
pressure. Vertically is set out the height on the revetment (not the 
distance along the surface of the slope), horizontally the 
horizontal distance. The calculation is performed on a dry slope; 
the tidal level is below the toe of the revetment. 

.15    0.56    0.96     [,35     1.75     3.15    2.56    3.BS    3.35    3.76    4.15    4.55 

horizontal distance 

Figure 5 Result of calculation model 

Around the infiltration point the water flows down the slope 
in a kind of umbrella shape. If the pore pressure is measured in 
several points, this can be compared to the calculated piezometric 
head in figure 5. Shown is the difference in peizometric head over 
the cover layer. A negative value means, that the water level lies 
below the cover layer at that position. Only if this value is 
positive, water will flow through the cover layer out of the 
construction. The minus 0.15 m-line represents the phreatic surface 
in the filter layer. The positive values on the bottom of the graph 
represent a build-up of difference in piezometric head that is 
caused by an impermeable toe construction. Good agreement is found, 
provided the right leakage length is chosen. 

Wave and pore pressure test 

In the wave and pore pressure test, a measuring beam with a 
length of six to nine metres is placed on the top layer, as shown in 
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figure 6. On top of the measuring beam 12 wave pressure transducers 
are fixed. Along the measuring beam 3 bore holes are made through 
the top layer. Through the bore holes pore pressure transducers are 
placed in the filter layer. 

Measurements are only useful when there is enough wind to 
generate waves of some height. Measurements are possible up to 
Beaufort 7 to 8. During fairly stormy weather the wave pressures on 
the top layer and the pore pressures beneath the top layer are 
measured simultaneously. The difference between them is the load on 
the top layer. Therefore, the wave and pore pressure test is a 
direct measurement of the load on the top layer. 

Figure 6 Measurement beam and bore holes 

Results of wave and pore pressure test 

Shown  in  the  graph 
pressure, the measured pore 
these two, which is the load 

The wave height on the 
is  some 20 cm, the reaction 
reaction in the filter layer 
the  permeability of the cove 
than expected. The result of 
layer  is, that a wave height 
will be sufficient to cause a 
the  weight  of  the blocks 
that with permeabilities that 

in figure 7 are the measured wave 
pressure and the difference between 
on the top layer. 
spot of the pore pressure transducers 

in the filter layer is about 2 cm. This 
is much smaller than expected, because 
r layer in the tidal zone is much lower 
such a small  reaction  in  the  filter 
of one fifth of the design wave height 
load on the top layer that is equal to 

The same theory, however, also explains 
are very low, little water  can  reach 
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the critical point. A much higher load is required to actually cause 
damage. 

According to the theory on placed block revetments the 
reaction of the pore pressures to the wave pressures is determined 
by the leakage length. The wave and pore pressure test therefore can 
also be used to make a hindcast of the leakage length. 
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Figure 7 Result of wave and pore pressure test 
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Figure 8 Simulation of pore pressures 

This hindcast is performed done with a numerical calculation 
model STEENZET/1. The measured wave pressures are used as input  for 
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the model. The pore pressures in the filter layer are calculated and 
compared to the measured pore pressures. A good correspondence 
between measured pore pressures and calculated pore pressures can be 
found, provided the right leakage length is chosen. In figure 8 both 
these properties are given. 

The leakage length used for this simulation is 13 m. This is 
10 to 20 times larger than usually found in model tests. As a long 
leakage length yields large loads, this is unfavourable. 

different  aspect  is  found when we  take a 1 
phreatic surface 
different tidal 
phreatic surface 
Because of the 
surface does not 
This difference 
on the top layer 
does not react ac 

ook at the 
in the filter layer. The test is repeated at 
levels. This information can be used to compare the 
in the filter layer with the mean sea water level, 
small permeability of the top layer, the phreatic 
respond instantaneously to a change in tidal level, 
in water levels can cause a considerable extra load 
if the tidal level drops and the phreatic surface 
cordingly, as shown in figure 9. 

Figure 9 Phreatic surface and tidal level 

So far this phenomenon has never been observed in model 
tests, simply because these tests are performed on newly made 
constructions. Therefore, also in calculation models it is always 
assumed that the mean water level in and outside the construction is 
more or less equal. This proves to be a dangerous assumption. 

Pull-out test 

So far only the load on 
it is shown in the previous pa 
larger than expected, it is 
strength of the top layer. 

An impression of the 
obtained by pulling blocks out 
force required to do this. 

Shown in figure 10 is a 
which is fixated on the top 
the trailer a computer-control 
lift  a  block over  a verti 

the top layer has been considered. As 
ragraphs that this load  can  be much 
important to compare this load to the 

strength of  the  revetment  can be 
of the revetment and registering  the 

pulling unit, consisting of a trailer 
layer with four supports. On board of 

led system is mounted that is able to 
cal  distance  of 2.5 cm by exerting a 
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hydraulically controlled pulling force of about 6  times  the  block 
weight. The maximum pull-out force is about 10 kN. 

A large number of blocks (over one thousand) was pulled out, 
ensuring that a statistical evaluation of the results is valid. The 
aim of the test was to answer the question how many blocks are loose 
blocks that can be lifted easily during wave attack. 

Figure 10 Pulling unit 

Results of pull-out tests 

Shown in figure 11 are the results of pull-out tests on three 
different levels. 

Three things can be read from this graph: 

the  influence  of  the  height  is evident: the lower on the 
revetment the higher the strength of the construction. 
at  a pull-out force equal to the block weight less than one 
percent of all the blocks is pulled out 
the  percentage  of  blocks  that  is  not  pulled out of the 
revetment, even at a pull-out force  of  6  times  the  block 
weight  is  considerable. Depending on the level, only 15, 30 
or 70 percent of the blocks was lifted. 
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Figure 11 Results of pull-out tests 

Not shown in this graph is the fact that in the tidal zone no 
blocks could be pulled out. In general, the required pull-out force 
is higher than expected. This is caused by friction forces and 
clamping forces in case of a slight rotation of the block. 
It is stressed that, during wave attack, the load on the blocks can 
be different than the schematized load of the pull out tests. Also, 
it is possible that more than one block at a time will move. 
Still, the strength of older placed block revetments with a low 
permeability of the cover layer can be considered higher than the 
strength of loose blocks. 

Conclusions 

The entire campaign of field measurements shows a  consistent 
image from which the following conclusions can be safely made: 

first, it is clear that physical  properties  in the  field, 
especially  permeabilities,  can differ dramatically  from 
properties  in model  tests.  This  means  that   existing 
revetments  can show physical behaviour that differs from the 
behaviour found in model tests. 
in time permeabilities decrease due to biological activity 
and migration of sand and fine material. 
in the tidal zone this influence is larger than in the zones 
above it. Properties vary with height. 
if  the  permeability  of the cover layer decreases more than 
the permeability in the filter layer, the  load  on  the  top 
layer  increases. At the same time however, also the strength 
seems to increase. 

Existing design methods are based on the concept of loose 
blocks. The methods have been verified in model tests, and therefore 
they are  valid for revetments with relatively large permeabilities 
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and short leakage length. Usually, a revetment is designed on the 
properties as expected directly after construction. 

In the measurement campaign it is shown, that the concept of 
loose blocks is valid at storm surge level, but not necessarily in 
the tidal zone. Also, it is shown, that permeabilities decrease, the 
leakage length grows and consequently the load on the top layer 
increases. Permeabilities in the tidal zone can decrease to a degree 
that, even if there is a large uplift pressure, still no block 
movement will occur, as no water can flow towards the attacked 
block. In practice, also the pull-out force can be much higher than 
expected. 

As a consequence for the design of placed block revetments 
the change in physical behaviour with time should be anticipated for 
the entire lifetime of the construction. 
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CHAPTER 122 

Numerical determination of wave induced flow 
in rubble mound breakwaters. 

Sun ZC\ Williams AF2, Allsop NWH2 

1 ABSTRACT 

This paper describes a numerical model of wave action onto and into a rubble 
mound breakwater. The model is constructed of two parts, the wave action 
on the exterior of the mound in which a boundary element method is used 
and flow inside the rubble mound in which a finite element method is used. 
The two parts of the model are coupled by demanding continuity of flow 
through the front face of the breakwater.  The predicted pressures within the 
core of the rubble mound are compared with data collected from physical 
model tests. 

2 INTRODUCTION 

The problem is that of wave action onto and into a rubble mound breakwater 
as illustrated in Fig(1).  External wave action on the breakwater induces wave 
action within the porous material of the rubble mound. The stability of both 
the rubble mound core and the external armour layers is dependent on the 
pore water pressures within the structure. Our aim is to model the wave 
motion within the rubble mound, and calculate the instantaneous pore 
pressures as they change under wave action. 

A complete model needs to incorporate all of the following physical 
processes: Random wave motion external to the breakwater and uprush onto 
the breakwater face.  Energy dissipation caused by wave breaking and friction 
at the breakwater surface. The transport of water through the front face of 
the breakwater. The flow of water through the porous material of the 
breakwater core.  Here the flow is non-Darcy or turbulent and the flow rate is 
unsteady. The effect of entrained air in the flow of water through the porous 
material. A complete model must also be able to deal with complex 
breakwater geometries, such as berms and layers of armour and filter 
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Phreatic Surface 

(^~)    Armour Layer 

Under Layer 

Figure 1 Wave action on a rubble mound breakwater. 

materials. 

No model is presently able to incorporate all of these processes. Analytical 
solutions such as that proposed be Sollitt & Cross (1972) by necessity require 
the geometry to be simplified to a homogeneous rectangle with vertical faces. 
Madsen & White (1976) also developed an analytical solution which uses 
assumptions of rectangular geometry and linear periodic wave theory. They 
improved the range of application of their model by representing multi-layered 
trapezoidal breakwaters with a "hydraulically equivalent" homogeneous 
rectangular structure.  Predictions of wave reflection and transmission can be 
made using analytical models of this type.  Unfortunately the simplifying 
assumptions and averaging processes necessary to arrive at an analytical 
solution make it impossible to calculated local instantaneous water velocities 
or pressures. 

To find the local instantaneous velocities and pressures required for the 
investigation of breakwater stability, a method is required that does not make 
gross assumptions about the structure geometry or involve integration of the 
solution over a wave period. These requirements may only be met by use of 
a numerical model.  McCorquodale & Nasser (1974), Nasser (1974) and 
Hannoura (1978) have all developed numerical models for flow with the 
porous material of the breakwater. A hybrid finite element/difference model is 
described by Hannoura & McCorquodale (1985), in which the time integration 
is carried out by a finite difference method and the space integration is solved 
by use of a finite element method. The model is restricted in its application 
as it only simulates the flow within the breakwater, and requires the boundary 
condition on the seaward face of the breakwater to be supplied from empirical 
data or an alternative numerical model. 

A more comprehensive model is at present in development under the 
European MAST G6-S project (Meer et al. (1992)).  This model utilises the 
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volume of fluid (VOF) technique similar to the SOLA-VOF developed by 
Nicholas, Hirt & Hotchkiss (1980).  VOF methods are the most promising way 
forward to a complete model which includes the effects of wave runup and 
breaking.  Unfortunately VOF models are computationally intensive and at 
present a main frame computing facilities are required for implementation. 
The model being developed under MAST still requires further work and it may 
be several years before a fully working VOF model is available. 

At Wallingford we have developed an intermediate numerical model which 
divides the problem into two parts:- a). The external wave action which 
produces pressures on the outer surface of the breakwater. (The external flow 
field). b).The internal flow within the breakwater driven by the pressures 
induced by the external flow field. (The internal flow field). The internal flow 
field (b) is modelled by the use of a finite element method. The external flow 
field (a) is calculated by use of a boundary element method. These two 
models are then coupled by allowing water to flow through the shared 
boundary. The ability to model the wave action on the exterior face of the 
breakwater means that support from physical model tests, as is necessary for 
the implementation of the Hannoura & McCorquodale (1985) model, is not 
required. 

3.        THE EXTERNAL FLOW FIELD 

Here the wave motion is calculated in two dimensions by use of a boundary 
element method. The program used is a variation of the program developed 
by Shih (1989), from the method described by Vinje & Brevig (1981). 

3.1       GENERAL PRINCIPLES 

The fluid is assumed to be both incompressible and irrotational. Such a two 
dimensional flow field can be described by either one of the pair of orthogonal 
functions termed the velocity potential § and stream function \|/. Both the 
velocity potential and the stream function are solutions of the Laplace 
equation with some specified boundary condition. In this way the Laplace 
equation relates the values of these functions in the interior of the 
computational domain to values at the boundary of the domain.  If the stream 
function or the velocity potential is specified at all points on the boundary, 
then the stream function inside the boundary can be found and hence the 
complete flow field computed. This is convenient as in our problem the 
boundary condition at the free surface of the material is most easily phrased 
in terms of the velocity potential <(>, while the conditions at the other 
boundaries of the domain are most easily specified by the stream function y. 
For the purposes of the numerical model the boundary is specified at discrete 
points zk as shown in Fig (2). 

If suitable boundary conditions can be specified for the whole domain,then the 
complete flow field may be calculated. The only remaining problem is that of 
finding the position of the free surface. The position of the free surface is 
continually re-calculated by tracking the movements of points on the surface. 
The motion of these points is given by the most recently computed values of 
the flow field at these points. 
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Figure 2 The computational domain. 

3.2      MATHEMATICAL FORMULATION 

The orthogonal function defined by the velocity potential ty and stream 
function y may be combined to form the complex potential; 

p(z,0 = <f>(z,<) + A|/(z,0 (1) 

In which z is a complex variable which describes the position in the 
computational domain; z = x + iy and t is the time variable. 

As <j) and v|/ both satisfy the Laplace equation, (3 must be an analytical function 
within the boundary of the fluid. For such an analytical function the value of p 
within the boundary can be related to the values of (3 at the boundary by use 
of the Cauchy integral theorem, 
then: 

If zK is some point inside the boundary C 

Aft) 
1 

271/ 
HA 

c z-z. 
dz (2) 

We are interested in the case when zk also lies on the boundary.  In this case 
if the boundary C is smooth, then zk is related to all other points on the 
boundary by: 

-fep(z*0 - fc ^fdz = 
(3) 

c  z-z„ 

Equating the real and imaginary parts of Equ(3) produces two equations for 
the conditions where either § or \f is known at the boundary point zk: 



WAVE ACTION MODEL 1603 

mr^O + Re f  ^^-dz = 0 (4) 

for zk lying on the boundary for which <|> is known 

n*(z*.0 + Re f 0&dz = 0 (5) 

for zk lying on the boundary for which y is known 

For purposes of the numerical calculation, the boundary is divided into 
discrete points.  By assuming a linear variation of p between the points, the 
integral around the boundary can be expressed in terms of a summation over 
an influence function.   The set of equations formed by this summation for 
each point is then assembled into a matrix. The matrix is solved by Guassian 
elimination to produce ty and y at each point on the boundary. 

3.3      BOUNDARY CONDITIONS 

There are four boundaries on which conditions must be specified. 

THE IMPERMEABLE BOTTOM BOUNDARY: Here the condition is no flow 
normal to this boundary, which results in: 

xy = constant 

In our case the constant = 0 

THE LEFT HAND BOUNDARY: This boundary condition is supplied by the 
wave maker and the simple theory of wave generation proposed by Galvin 
(1964) is used. The wave maker is simulated as a piston that produces flow 
normal to this boundary, hence at this boundary y is specified.  In addition to 
the original model developed by Shih, this boundary has been modified to 
allow wave energy to exit the computational domain. 

THE RIGHT HAND BOUNDARY: This is the interface with the internal flow 
model. Flow normal to the boundary is given by the seepage flow from the 
internal model at this interface.  Here y is again specified. 

THE FREE SURFACE BOUNDARY: At this boundary two conditions are 
required, one to specify the velocity potential and another to describe how this 
boundary should move between time steps. 

The velocity potential is given by the dynamic condition: 

^ = ww* - gy - BL (6) 
dt p 

Where w= u - //the conjugated complex velocity, g = acceleration due to 
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gravity, y = the vertical position of the boundary point, ps= the pressure at the 
surface (in most cases ps = 0), p = density of the fluid 

Hamming's fourth order predictor-corrector method is used to determine ty 
from Equ(6) with the exception of the first three time steps of a calculation 
when the Runge-Kutta method is used. 

The new position of the boundary is calculated from the kinematic condition: 

-? = -£C*+W = w* (7) 
Dt      Dt 

Where z = the complex position of the boundary point (which has coordinates 
x and y). This allows the new position z of the boundary to be calculated for 
the next time step by an integration over time t. 

4.        THE INTERNAL FLOW FIELD 

As in the external flow model the internal flow model is two-dimensional, with 
the breakwater cross section forming the computational domain.  Wave 
motion is caused by the variation of the pressure on the seaward face of the 
structure and fluid flow through the structure. The front face of the 
breakwater forms the interface of the two models. The pressures on this 
external face are supplied by the external flow model. 

4.1      THE GENERAL PRINCIPLES 

The problem is one of seepage flow through a porous granular medium, with 
a free surface within the medium. The granular material of the breakwater is 
of sufficient size that the flows within the medium are turbulent and may not 
be described by Darcy's linear law. The existence of an exact relationship 
between hydraulic gradient i, and the bulk flow velocity u, is in this case 
uncertain, however recent research by Williams, Burcharth, & den Adel (1992) 
indicates that the Forchheimer equation forms the best fit to the empirical data 
available at present. The unsteady flow form of the Forchheimer equation is: 

i=au + buz + £±9- §H (8) 
g     dt 

Where a and b are the Forchheimer coefficients which are dependent on the 
granular material.  Separate layers of filter material within the breakwater 
result in a and b being functions of position.  C is the virtual mass coefficient 
and is also dependent on the material.  Means of determining values for a,b 
and C are discussed in the paper by Williams et al. (1992). 

The assumption that the fluid is incompressible provides the continuity 
equation in the form 
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Vtf = 0 0) 

The Forchheimer equation and the equation of continuity with adequate 
boundary conditions are sufficient to allow the flow field to be solved uniquely. 

The flow field is calculated by use of a finite element method where the 
computational domain is defined by the breakwater cross section and the 
phreatic surface of the water. The phreatic surface rises and falls with the 
wave motion. As a result the size and shape of the computational domain is 
also a function of time. The position of the phreatic surface must therefore be 
calculated at each time step and the finite element mesh re-fashioned to fit 
the new computational domain. 

4.2      MATHEMATICAL FORMULATION 

It is useful to phrase the Forchheimer equation in terms of the piezometric 
head Pp 

-v/> = (fi+b\u\)u + H±£ ^ (io) p ' " g     dt 

the piezometric head is related to the pressure p by:- 

P„ = -£ + y (11) 
H      Y 

where y is the some vertical coordinate. 

The time domain is dealt with by the use of finite differences. Writing: 

du = ( tflMf - u\t) (12) 
dt At 

Substituting Equ(12) into Equ(10) gives: 

^/^U-lgtf'l d3) 

where 

1 K = 
a hi7, (ucT (•) a+D\u\+- '- 

flfAf 

is the conductivity of the rubble material. Note that K is a function of u. 
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Substituting Equ(14) into the continuity equation (Equ(9)) yields the governing 
equation for the piezometric head: 

A( K APp) = 0 (15) 

For the purposes of the numerical simulation this equation is re-phrased as 
the requirement that: 

(16) fef • fap"l2 /L*hf + -sf  ** 
should be a minimum for the given boundary conditions and the integration is 
carried out over the whole of the computational domain.  Finite element 
discretization of this equation is carried out using triangular mesh elements. 
The minimisation technique produces a set or matrix of equations that can be 
solved to give the piezometric head and flow velocities for the specified 
boundary conditions. 

4.3      BOUNDARY CONDITIONS 

For the internal flow the boundary conditions are specified in terms of the 
piezometric head Pp. There are four relevant boundaries: 

THE BOTTOM BOUNDARY: This boundary is impermeable so the condition 
of no flow normal to this boundary gives: 

^E = 0 (17) 
dy 

where y is the vertical coordinate. 

THE HARBOUR SIDE BOUNDARY: At present, this boundary has been kept 
simple by specifying that the water level behind the breakwater remains 
constant at y=d.  Hence: 

Pp = d (18) 

THE SEAWARD BOUNDARY: This is the interface between the internal and 
external models. Here the boundary condition is supplied by the pressure 
distribution given by the external model. 

Pp = £ + y (19) 

Continuity of flow through this boundary is achieved by the coupling technique 
described in the next section. 
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THE PHREATIC SURFACE BOUNDARY: Since this boundary moves, two 
boundary conditions are required. 

The kinematic boundary condition: 

4Sa<* %~-v (20) 
Dt Dt 

where x and y are the coordinates of the boundary point and u and v at the 
flow velocities at these points. 

The dynamic boundary condition: 

PP = y (2D 

At time t = 0, the initial conditions are: 

Pp = const. u = 0 (22) 

5 COUPLING OF THE INTERNAL AND EXTERNAL FLOW MODELS 

The external flow model is coupled to the internal flow model by demanding 
continuity of flow and pressures through the shared boundary. This is 
achieved by use of a trial and error technique as shown in the flow chart in 
Fig(3). 

It is this coupling of the external and internal flow regimes that makes the 
completed model unique. This technique allows the wave motion onto and 
through the breakwater to be simulated without the need for addition data to 
be supplied from physical model tests. 

6 PHYSICAL MODEL TESTS 

Work carried out at Wallingford for the Single Layer Armour Unit Research 
Club has provided an excellent opportunity to obtain empirical data against 
which the numerical model can be tested. The study involved the 
construction of a model rubble mound which was armoured with model units. 

The rubble mound was constructed with the geometry as shown in Fig (4). 
The core material was crushed limestone ranging in size from 4-6mm, the 
underlayer consisted of 10-14mm limestone. The armour units were 
simulated by a plastic frame work of the appropriate porosity or by model 
units of the correct density..  During construction care was taken to carefully 
weigh all the core and filter material used in the model so that the porosity of 
the relevant layers could be determined. These porosities must be known to 
allow the correct determination of the Forchheimer coefficients a and b used 
in the numerical model. 

During the construction the pressure transducers were buried in the positions 
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Set initial boundary 
conditions 

(from previous time step) 

Solve wave field 

pressures on 
the slope 

Solve the internal 
flow field 

shown. The cables of these 
transducers exited the rear 
of the mound and connected 
to the appropriate equipment 
to allow the pressures to be 
monitored by computer. 

In order to make the 
comparison of the numerical 
simulation and the physical 
model test data as simple as 
possible, only data from 
regular wave conditions have 
been investigated. The 
wave conditions tested 
ranged in height from 0.11 to 
0.2m and in period from 1.6 
to 2.8s. The piezometric 
heads measured by the 
pressure transducers were 
logged by computer for each 
test condition. 

The numerical model was 
run for a structure with the 
same geometry and material 
properties as the physical 
model. The values of the 
Forchheimer coefficients a 
and b were determined by 
comparison of the core and 
filter material with material 
whose permeability had 
previously been measured at 
HR, (see Williams et al. 
(1992)). The piezometric 
head at the positions of the 
pressure transducers was 
determined from the internal flow model and compared to the physical model 
data as described in the next section. 

Compare the newly calculated 
velocities at the 

front face of the breakwater 
with those used to solve 

the wave field 

_L 
Make prediction of 
the new velocities 
on the front face 

v Yes 

Go on to the   ! 

next time step 

Figure 3 
Models. 

Linkage of Wave and Internal Flow 

7 RESULTS 

The flow of fluid within the mound is illustrated as a velocity plot in Fig. (5.a- 
d). The wave hight is 0.14m with a period of 2.4s.  It is seen the that majority 
of the fluid flow occurs within the armour and filter layers. This is expected as 
the armour and filter layers are several orders of magnitude more permeable 
that the core of the breakwater. Points on the phreatic surface are marked e. 

In Fig.(6.a-e) show the predicted and observed pressures at the positions of 
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Figure 4 Locations of the pressure transducers. 

the pressure transducers within the mound. The close match between the 
empirical data and numerical results is very encouraging. The discrepancy 
been the observed and predicted pressures for positions deep within the 
mound is probably the result of the boundary condition, of constant water 
level behind the mound imposed on the internal flow model.  Replacement of 
this boundary condition would allow wave motion behind the breakwater, and 
reduce the amount of predicted of wave attenuation within the mound.  It may 
be possible to model the wave motion behind the breakwater, by applying the 
boundary element method to this region and demanding continuity of flow 
through the rear face of the breakwater as for the front face. 

The discrepancies between observed and predicted pressures for high wave 
conditions may be the result of the effects of wave breaking that cannot be 
modelled with the boundary element technique described. The use of 
empirically derived correction factors might be of use in reducing this error, 
however this would require an extensive series of physical model tests. Such 
a series of tests would circumvent the advantages of this model over the 
internal flow model developed by Hannoura & McCorquodale (1985). 

The model at present is sometimes unstable.  Problems may be encountered 
in establishing continuity of flow across the external/internal interface with 
sufficient accuracy. This may be due to the fundamental differences in the 
models used to calculate the external and internal flows, and the assumptions 
that these models are based upon. The boundary element model used for 
the external flow requires the assumption that the flow is irrotational.  No such 
restriction is placed on the internal finite element model. Such inconsistencies 
of formulation may well be the source of the observed inability to match the 
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Figure 5 Velocities within the mound 
flow through the interface. The nature of the instability requires further study 
so that the conditions that lead to it may be predicted.  Until this time the 
model must be use cautiously and the results interpreted with care. 

8 CONCLUSIONS 

There is a good agreement between predicted and observed pressures near 
the front face of the breakwater mound for waves of moderate flight. The 
accuracy of the model declines when significant a degree of wave breaking 
and air entrainment occurs. 

The model under predicts the amount of wave action deep within the mound. 
This is almost certainly due to the effects of an unrealistic boundary condition 
applied to the harbour side of the breakwater. Correction of this boundary 
condition should significantly improve this aspect of the model. 

The full modelling of wave action that includes wave breaking and the 
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Figure 6 Predicted* and observed pressures within the mound. 



1612 COASTAL ENGINEERING 1992 

entrapment of air must wait for the development of volume of fluid methods 
as described in the introduction.  Until VOF models are available for 
implementation on small computers, composite models such as this will 
continue to provide valuable insight into the nature of flows within the cores of 
rubble mound breakwaters. 
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CHAPTER 123 

Characteristics of Wave Dissipation by Flexible 
Submerged Breakwater and Utility of The Device 

Masahiro Tanaka1) 
Takumi Ohyama1) 
Tetsushi Kiyokawa2) 
Takaaki Uda3) 
Atsushi Omata3) 

Abstract 

A flexible submerged breakwater called "flexible mound", made of an elastic 
membrane bag filled with water, has been developed for wave control in shallow 
water as an advanced alternative to the conventional rigid submerged design. 
Experimental studies were carried out to compare the characteristics of the wave 
dissipation by flexible mound with those by rigid models. The appropriate ranges of 
important parameters affecting the efficiency of the flexible type were identified. 
Numerical studies were also conducted to investigate the mechanism of wave 
absorption by the flexible structure. To verify the stability and utility of the flexible 
mound, additional experimental studies were performed using a prototype model. 
A design concept involved in an actual field construction of the flexible breakwater is 
also presented. 

Introduction 

With more than 30,000 km of coastlines surrounded by rough seas, detached 
breakwaters, made of concrete blocks, are commonplace in the coastal scenery of 
Japan. Although these structures serve the intended purpose of shore protection, 
their undesirable effects on the scenic value of shorelines have been questioned 
recently. For development of marine recreational zones, there is a particularly strong 
demand for invisible yet safe and effective wave control methods. Conventional 
submerged rigid dikes could partially meet this need if it is made very wide with its 
height close to the water surface.    However, it is often too massive for general 

1) Institute of Technology, Shimizu Corp., Koto-ku, Tokyo 135, Japan 
2) Ohsaki Research Inst., Shimizu Corp., Chiyoda-ku, Tokyo 100, Japan 
3) Public Works Research Inst., the Ministry of Construction, Tsukuba, ibaraki 305, Japan 
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applications, and breaking waves and fast currents around the structure could be 
dangerous to swimmers and small boats. In response to this demand, and as an 
alternative to the rigid submerged design, the authors have devised a submerged 
flexible breakwater called "flexible mound", made of an elastic membrane bag filled 
with water. Earlier studies by Tanaka et al. (1987) and Kiyokawa et al.(1987) have 
shown that characteristics of wave dissipation by the flexible mound are substantially 
different from those by a rigid model, and that the flexible mound can effectively 
dissipate waves even when the submergence ratio is greater than 0.4. The authors 
have also identified some important parameters and their appropriate ranges for 
optimum performance of the flexible design. 

The objective of the present study is to investigate the mechanism of wave 
absorption by the flexible mound by physical and numerical model analyses. 
Experimental studies using a prototype model are also carried out to verify stability 
and utility of the flexible submerged breakwater. 

Modeling Approach 

The concept of the flexible mound and the definition of parameters used in the 
present study are shown in Figs.l and 2, where p0is the static internal added 
pressure; p: the fluid density; g: the gravitational acceleration; pm: the membrane 
density; e: the membrane thickness; and E: Young modulus of the membrane. 

Membrane 

Fig. 1     Concept of Flexible Mound (FLM) 

\> L H 

-I 
Fig.2    Definition sketch & modeling using lumped-mass method 
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Since numerical model has been described in detail by Ohyama et al. (1989), only 
an outline of the numerical analysis is presented here. In this modeling approach, 
the elastic membrane is discretized into small elements using the lumped-mass 
method as shown in Fig.3. Forces acting on j-th nodal point are shown in Fig.4; 
where Fj is the hydrodynamic force caused by the pressure difference between the 
interior and the exterior of the membrane, fj and fj_i are the tensions acting on j-th 
and j- 1-th spring , and fo is the net weight of the mass in the water. These forces 
can be represented by using the velocity potentials on the surfaces of the membrane 
and amplitudes of the membrane motions for all elements. In addition to the 
assumption inherent in the velocity potential, the motions of the fluid and the 
membrane are assumed to be sufficiently small, so that the linear theory can be 
applied. The boundary value problem for the potentials can be transformed into 
boundary integral equation by applying Green's function and Green's formula. 
Discretizing the integral equations into finite elements, linear equations for the 
velocity potentials and the amplitudes of the membrane are obtained. 

Wave transmission coefficient, KT, and reflection coefficient, KR, are obtained 
from the potential values on the free surface sufficiently apart from the structure. 

^^^^^^^^^^^^^^^^^^: 

Fig.3     Modeling by the lumped-mass method 

a, 

P=^ 

Fig.4    Forces acting on j-th nodal point 
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Experiments 

Physical model experiments were carried out in a wave tank, 40 m long, 0.6 m 
wide and 1.3 m deep as shown in Fig.5. Two models of the flexible mound were 
made of reinforced rubber membrane fiber with Young modulus, E=5800N/cm2, 
density, pm=1.2 g/cm^, and thickness, e=1.5 mm. The models were then 
hermetically sealed, filled with water and installed on the bottom of the wave tank. 
A rigid model was also examined for comparison of mobility effects on wave 
dissipation. The model configuration and the wave conditions are listed in Tables 1 
and 2. During the experiments, it was observed that the stationary component of the 
internal pressure po shifts steadily upward by Apo as a train of waves traverses over 
the flexible model. Therefore, p0'= po + Ap0 is the virtual internal pressure during 
experiments. 

A comparison between the experimental and the numerical results for the frequency 
dependence of the transmission and the reflection coefficients, Rr and KR, is shown 
in Fig. 6, in which B is the base width of the model, and L is the incident wave 
length. Some discrepancies between the numerical and the experimental results are 
attributable to the fact that the energy loss by the structure's motion in the 
experiments was not taken into account in the numerical analysis. Nonetheless, this 
numerical model can qualitatively evaluate governing parameters and their effects on 
wave dissipation by the flexible mound. 

40 (Unit: m) 

26 
~]*^4   J  3  474     W^^^tor 
©©     ®    (D© ^ 
j^jf—^-^M—it— 

Model 

Wave absorbing slope 

Fig. 5    Wave tank layout 

®~© :Wave gauge 
L :Wave length 

Table 1   Model cases 

Model type Width 

B(cm) 

Height 

e(cm) 

Case Internal pressure 

Po(Pa) 

Crown depth 

R(cm) 

B/h R/h Po/pgh 

Flexible A 160 40 A-l 657 27 2.34 0.4 0.10 

A-2 329 27 2.34 0.4 0.05 

Flexible B 80 19 B-l 172 16 2.29 0.46 0.05 

Rigid C 160 36 C-l 9 3.56 0.20 



BREAKWATER WAVE DISSIPATION 

Table 2 Wave conditions 
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No. Wave depth 

h(cm) 

Wave height 

H,(cm) 

Wave periods 

T(sec) 

Length ratio 

B/L 

Note 

1-1 45 4.5 1.01 -2.65 0.3-1.05 

forB=1.6m 1-2 45 11.3 1.01-2.65 0.3-1.05 

2-1 67 4.0 L 0.93-3.26 0.2-1.2 

2-2 67 8.0 0.93-3.26 0.2-1.0 

3-1 35 22-35 1.01-4.37 0.1-0.55 for B = 0.8 m 

O      K, :«I- ExP. 

Fig. 6    Comparison between numerical and experimental results for wave 
transmission and reflection characteristics (Case A -1: R/h = 0.4, 

B/h = 2.34, p0/pgh= 0.1) 

Characteristics of wave dissipation 

According to the customary dimensional reasonings, Kj and KR may be expressed 
by the following dimensionless parameters: 

KT, KR=f(BIL, Blh, R/h, R/H„ pjpgh, E/pmgh,p„/p, e/h ) (1) 

A preliminary study (Ohyama et al., 1989) has indicated that, among the eight 

dimensionless parameters in the group, three parameters, E/pmgB, pm/p, and e/h are 
insignificant in the practical range of application. The rest of the parameters, 
dimensionless frequency, B/L; width to water depth, B/h; submergence ratio, R/h; 

relative internal added pressure, po/pgh; and crown depth to incident wave height, 
R/Hi, have influence on the performance of wave control by the flexible structure. 

A previous study (Tanaka et al., 1990) has shown that the appropriate ranges of the 
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parameters, B/h, R/h and po/pgh, in order to obtain good performance for a wide 

range of B/L are B/h : 1.5 ~ 3.0, R/h : 0.3 ~ 0.5, and po/pgh : 0.03 -0.1.   These 
values are used in the subsequent discussion. 

Significant factors in the wave dissipation by the flexible mound are found to be 1) 
interaction between radiation waves and scattering waves, 2) breaking waves over the 
structure, and 3) energy loss other than the breaking waves. Since the mechanism of 
the energy loss has not been analyzed in detail, the first two factors are investigated 
by comparison with the characteristics of wave dissipation by a rigid breakwater. 
Fig.7 shows the numerical results of the transmission and the reflection coefficients, 
KT and KR, versus the parameter, B/L, for the rigid and the flexible models. The 
flexible mound can markedly reduce the transmitted wave heights because of the 
phase interaction between the radiated and diffracted waves, whereas the 
transmission coefficient is nearly 1.0 in the case of the rigid model.   In Fig.7, there 

^RigMjtV 

-} f'FtotiMetKjj}  
Hexibje (It,.); 

Fig.7     Comparison of KT characteristics between for a rigid model 
and a flexible model 
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Fig. 8     Amplitude ratio and phase differences of radiation wave to scattering 
wave. 
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are wave periods, A, B and C, at which Kr =0.0. At these points, the scattering and 
the radiation waves have the same height but are in the inverse phase as seen in 
Fig.8. Thus, it is concluded that the phase interaction between the radiation and the 
scattering waves plays the primary role for wave dissipation by the flexible mound. 
The points where no waves transmit may be related to the natural periods of the 
flexible mound. 

Fig.9 shows the experimental results of Rr versus B/L for the rigid and the flexible 
models under breaking wave conditions. The parameters, R/Hi and B/L, are 
important for the wave dissipation for the rigid model. As is well-known, when 
R/Hi is greater than 2.0 or B/L is less than 0.3, a rigid model cannot reduce the 
transmitted wave heights because the incident waves propagate over the structure 
without breaking (Nagai et al., 1977). The breaking waves may also play an 
important role in wave dissipation by flexible dikes when R/FL is small. As shown 
in Fig.9, however, the characteristics of wave dissipation for the flexible model are 
different from those for the rigid model under the condition of wave breaking. This 
indicates that the transmitted waves for the flexible model may be reduced not only 
by the wave breaking but also by the wave interaction. 

1.5 r 

R/h    R/H, 
-6— 0.2    0.8 
*•••• o.2 ^o 
O     0.4   3.4 ; Ftoibi,, 
•       0.46 0.45-0.73 < 

Rigid 

Fig.9    Effect of wave breaking on transmission coefficients by experiments 
(Case A - 2 : R/h = 0.4, B/h = 2.34, p0 /pgh = 0.5, Case B - 1 : R/h = 
0.46, B/h = 2.29, po /pgh = 0.5, Case C - 1 : R/h = 0.2, B/h = 3.56) 

Since a flexible mound is a kind of multi-degree-of freedom oscillation system, it is 
expected to respond sensitively to the wave periods. Therefore, it is important for 
practical design of the flexible breakwater to evaluate the effects of irregularity of 
wave field on the wave dissipation. Fig. 10 shows the experimental results for 
regular and irregular waves for which the incident wave heights, PL and Hw, are 8cm 
and between 6.2 and 8cm, respectively. Bretschneider-type spectra (Bretschneider, 
1968) , with the significant periods, 1.24, 1.43 and 1.63, were used for irregular 
waves. The performance of Kr for irregular waves is insensitive to B/L compared 
to the results for the regular waves, a desirable feature for practical applications. 



1620 COASTAL ENGINEERING 1992 

•<T 

0.8   - 

0.6 

I 

0.4 

0.2 

0 

A     K
T ' Wgular-wive 

O     K?,4 ; i 
A     w     Irnagutar-wave 

0.2       0.4       0.6       0.8 1 1.2 

B/L 

Fig. 10   Comparison between regular & irregular waves (exp.) 

Utility and Application of the flexible mound 

A prototype model of the flexible mound, which has a 4 m-wide base and is 1.2 m 
high, was designed according to the aforementioned experimental and numerical 
studies. The layout of the setup is shown in Fig. 11. Experimental study was 
carried out to verify the effectiveness of wave control, the durability of the 
membrane, and the stability of the seabed around the structure under the conditions; h 
= 2 m, R/h = 0.4, p0/pgh = 0.05 and B/h = 2.0. Fig.12 indicates an example of the 
characteristics of KT versus B/L when R/Hi varies from 0.89 to 3.1. The prototype 
model achieved transmission coefficients of less than 0.5 in broad ranges of R/Hi and 
B/L. Figs.13 and 14 show experimental results of scoring around the structure and 
evolution of beach profile behind the structure. The maximum depth of scoring 
around the structure is about 30% of incident wave height even under storm surge 
condition, an insignificant factor in general application. The evolution of beach 
profile behind the flexible mound is also the same level as those of conventional 
submerged breakwaters. The durability of the membrane and the stability of the 
structure's base have also been verified in this experiment. 

Fig. 11   Layout of prototype model test 
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Fig. 12  Wave transmission characteristics by a prototype model 
( B/h = 2.0, R/h = 0.4, p0/pgh = 0.05) 

x  (m) 

Fig. 13   The scoring profile around the flexible mound 

initial 
After acting of ordinary waves 
After acting of extraordinary waves 

-20 -15 
x  (m) 

Fig. 14   The evolution of the beach profile behind the flexible mound 
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The flexible mound is not only useful as an improved alternative to the ordinary 
submerged breakwaters but is also effective as an emergency breakwater, that can be 
inflated only during a storm passage. Two units of the flexible mound, 9 m wide, 
40 m long and 3 m high, have been installed recently at an entrance of a small harbor 
shown in Fig.15. The units are normally deflated, flush with the sea floor with 
water-supply-drainage system so that passenger liners can pass over the structure. 
During a storm surge, the mounds are inflated by the water and serve as emergency 
breakwaters. Photo. 1 shows a inflated membrane at a construction yard. Before 
the installation, it has been verified by 3-dimensional model tests that the flexible 
structures can reduce transmitted wave heights to less than 50 % of incident wave on 
average. 

Pumpi 

Fig. 15   The equipments and their layout of the applied flexible mound as an 
emergency breakwater 
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Photo 1 Inflated Membrane 

Conclusions 

A flexible submerged breakwater, composed of a thin membrane bag filled with 
water, has been developed for wave control in shallow water as an alternative to the 
conventional rigid type. The flexible dike can be made more compact compared to 
the rigid type, and controls waves without sacrifice to the scenic value of the coastal 
landscape. A noteworthy feature of the flexible design is that it utilizes the 
interaction of incident and scattering waves with radiation waves generated by the 
membrane's motion. 

Major findings are summarized as follows: 
(1) Three factors, 1) wave interaction, 2) wave breaking over the structure and 3) 

energy loss other than breaking waves, are related to the mechanism of wave 
dissipation by the flexible breakwater. The interaction of the scattering waves with 
the radiation waves, generated by the membrane's motion, plays the most important 
role in wave dissipation. The performance of the wave interaction is effective 
when the scattering and the radiation waves have the similar height but in the 
inverse phase. In addition to the interaction, the wave breaking is also important 
for the dissipation of the wave energy when the crown depth to incident wave 
height, R/Hj, is small. The energy loss excluding wave breaking also has some 
significance.   Its mechanism is currently being investigated by writers. 

(2) Although the flexible dike consists of a multi-degree-of freedom oscillation 
system, characteristic of wave dissipation for irregular waves is not sensitive to 
wave periods. 

(3) The effectiveness of wave dissipation by the flexible mound, the durability of the 
membrane and the stability of the structure were verified by a prototype model test 
for a wide range of wave conditions. 
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(4) The flexible mound is not only useful as an improved alternative to the 
conventional submerged breakwaters but is also effective as an emergency 
breakwater, that can be inflated only during a storm passage. Two units of 
flexible mound have been installed at an entrance of a harbor as a emergency dike, 
recently. 
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CHAPTER 124 

FIELD EXPERIMENTS ON A DUAL CYLINDRICAL CAISSON BREAKWATER 

*  Katsutoshi TANIMOTO*.  Hiroshi ENDOH**,  Shigeo TAKAHASHI*** 

INTRODUCTION 

A deepwater caisson breakwater as shown in Fig.l has been 
developed by the Ministry of Transport, Japan. The new breakwater is 
a composite breakwater with a cylindrical caisson named as dual 
cylinder caisson. The caisson has dual cylindrical walls and its 
outer cylinder has a perforation in the fore half of the upper 
portion, forming a wave chamber of a doughnut shape bounded by its 
inner impermeable cylinder. 

A series of laboratory experiments had been carried out at 
the Port and Harbour Research Institute from 1985 to 19881'3). 
According to the laboratory experiments, the caisson was found to 
have advantages of low reflection and high stability. The design 
method of the caisson was proposed through intensive laboratory 
studies in 1988. 

Prototype experiments of the dual cylindrical caisson 
breakwater have been conducted in order to verify its proposed 
design method against waves at Sakai Port by the Third District Port 
Construction Bureau, since 1989. A distinguished attempt in the 
field experiments was tried to measure the displacement of caisson 
as well as wave pressures during sliding due to high waves. This 
attempt was accomplished by a storm   occurred on February 17, 1991. 

Photo 1 shows a scene of the test breakwater after the storm. 
The middle caisson was slid and fallen down from the rubble mound. 
The middle caisson is the test caisson which was designed against a 
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Former   Director   General,   Kobe   Investigation   and   Design 

Office, The third District Port Construction Bureau, 
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outer cylinder 
(permeable part 

permeable type wave dissipating type 

.inner cylinder 

outer cylinder 
(impermeable 

part) 

rouble  mound 

lri£.   1   Conceptual   Figure of Dual   Cylindrical   Caisson 

Photo.   ! Slid  Caisson   in  Sakai  Port 

design   wave   with   one   year   return   period,   while   the   other   two 
caissons were designed with the 50-years return period wave. 

After the field test of sliding, model experiments with a 
scale of 1/21 were performed in a wave basin to reproduce the field 
situation and investigate the details of the phenomena. The present 
paper describes both results of field and laboratory experiments, 
especially on the wave forces and the sliding stability of the 
caisson in comparison with the proposed design method^). 

DESIGN  OF TEST CAISSON AND MEASURING  SYSTEM 

Calculation Method of Design Wave Force 

The proposed method to calculate design wave forces and the 
design of the test caisson for the sliding test are explained here 
before showing the experimental  results. 
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Figure 2 demonstrates three phases of wave action which must 
be considered in the caisson design against waves. The phases I 
indicates the phase when the wave force on the front side of the 
outer cylinder peaks. At this phase the resultant upward vertical 
force Fv mostly has its peak during one cycle of wave action and 
the horizontal wave force on the caisson FJJ is large. Consequently, 
the stability against sliding Is most critical at this phase. 

The phase II indicates the phase when the wave pressure in the 
wave chamber is predominant. At this instant, the horizontal wave 
force FH peaks, but the vertical force Fv is generally small due to 
a large amount of seawater in the wave camber. The phase III is 
when the water surface in front of the caisson is the lowest. The 
horizontal force has its negative peak ( maximum to the showered) at 
this phase. The phase II and III are important for the design of the 
structural strength of the caisson. 
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A general distribution of the design wave pressure for the 
phase I and II is shown in Fig. 3. The intensity of wave pressure 
on each structural member can be obtained from the Goda pressure 
formula*)2) with each modification factor , which had been 
obtained from the model experiments3). It should be noted that the 
pressure on the upper half of the outer cylinder in Fig.3 is defined 
as the difference between the pressures of outer and inner faces of 
the perforated wall and that the wave pressure is assumed to exert 
up to the elevation of 0.75   ij Q* above the still water level. 

The   basic   pressure   distribution   is   calculated   by   the   Goda 
pressure formula with  a 2 = 0    as follows: 

V G* = 0. 75(1 +cos 0 ) HD 

PGI =0. 5(l+cosjS) a IWOHD 

PG3=    PGU=    «3pGl 

(1) 

(2) 

(3) 

where a ,=0.6+0.5[(4?rh/LD)   /sinh(4rch/LD)]; 

a 3 = 1- (h'/h) [l-l/cosh(2 wh/Lo)] 

XIF = 0.75 

(4) 

(5) 

0 1.0 20 (P<0 

XOF = 0.90 

XORJ.=0.8O 

0 1.0 2.0 CPG] 
I !  I  I.I 

Fig.  4    Wave  Pressure  Distribution 
in  Horizontal   Sections  at 

Fig. Wave  Pressure  Distribution 
in  Horizontal   Sections  at: 
Phase  II 

Phase. 1 
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£ : the angle of wave approach measured from a line normal to the 
breakwater alignment, Hp, Ln : the wave height and length applied to 
the calculation of design wave forces, w0 : the specific weight of 
seawater, h : the water depth in front of the breakwater, h' : the 
distance from the design water level to the bottom of the caisson. 

The wave pressure distribution in the horizontal sections and 
values of the modification factors are shown in Fig. 4 for the phase 
I. The wave pressure is assumed to act uniformly on the fore half 
of cylinders for the action of non-breaking waves. The modification 
factor A OFP for tne perforated wall is 0.65, and the modification 
factor I OF f°r the lower impermeable part of the outer cylinder is 
0.9. The modification factor X jp for the front half of the inner 
cylinder is 0.15. The modification factors at the phase II are 
similarly shown    in Fig. 5. 

The negative wave pressure at the phase III can be obtained 
appropriately according to the fourth order approximation of a 
finite amplitude standing wave theory. The residual water level in 
the wave chamber, however, must be separately given as?" = 0.25 HQ. 
The pressures in the wave chamber is the hydrostatic water pressure 
corresponding to the difference between the water level and the 
still water level. 

Design Condition and Safety Factor Against Sliding 

The design wave with a return period of one year was selected 
for the sliding test caisson. The design conditions are as follows: 

Hl/3 = 2.6 m,  HD = HMAX = 4.7 m  , 
ff = 0 ,  Design tidal  level = + 0.4 m 

Figure 6 shows a cross section of the sliding test caisson. The 
caisson is a reinforced concrete caisson with the outer diameter of 
16.2 m and the height of 10.4 m. The opening ratio of the perforated 
wall is 0.25. The inside of caisson is filled with only water to 
reduce the caisson weight for the sliding test. The caisson weight 
deducted the buoyancy in seawater is 860 tf. 
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Fig.  6     Cross  Section  of Sliding Test  Caisson 
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Simane Pref. 

Tottori Pref. ' 

ig.  7    Test; Caissons   in 

Sakai  Port 

The  safety  factor   SFS  against  sliding   is   defined   by   the 
following relation: 

S Fs= fi (Wo - F v)/F H (6) 

where u is the friction coefficient between the bottom slab of 
caisson and the rubble mound foundation, and it is taken as 0.6 
according to the design standard of breakwaters. The safety factor 
of the test caisson is 0.98 against the calculated wave force. 

Measuring System 

Figure 7 shows the plan of Sakai Port and the location of the 
test breakwater. The test breakwater is isolated one consisting of 
three units of caissons. The middle caisson is the sliding test 
caisson. 

The wave profile and wave direction were measured by a set of 
wave gauges and velocity meters which located at the position 250 m 
away from the test breakwater as in the figure. Thirty four pressure 
transducers were attached to the sliding test caisson to measure the 
wave pressure distribution and to calculate the resultant wave 
force. Six displacement meters of wire type were equipped at the top 
and the bottom of the caisson. They were fixed on the neighboring 
caissons and on armor concrete blocks for the rubble mound 
foundation. The data of the pressures and displacements were 
recorded continuously during storms by a computer in an on-land 
observation house. 
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SOME  RESULTS  OF  FIELD  EXPERIMENTS 

Example of Analogue Records 

Figure 8 shows an example of field records obtained during the 
storm in February 17, 1991. The top record indicates the water 
surface oscillation measured by the wave gage. The middle record 
indicates the wave pressure profile at the impermeable front wall. 
It is noticed that the time profile of the pressure is well 
correlated to that of the water surface elevation. This is because 
the incident waves to the breakwater are diffracted waves by a 
peninsula (Zizou-misaki Cape of Shimane Peninshula) and have 
relatively long crests and the wave angle Is almost zero. The 
bottom record shows the horizontal displacement of the caisson 
measured at the bottom. The first sliding is not included in this 
figure and the displacement from the second to the fifth sliding 
is shown  in the figure. The capacity of the displacement meters was 

WATER SURFACE ELEVATION 

(tf/ra 

2. 5-) 

SA(IJI) 0 

'LAUfcMliNI   Ur   U/U55UN 

 ! 1 ! "P t l 

0 300 600 
TIME  (sec) 

Fig.  8     Sample  Record  during  the  Storm on   the   1.7th  of February   199.1 

Table  1. Waves  and  Sliding- Distances 

TIME 11•.,(m) Hi^M T.z-aW S*(m) AS(m) 

2:45-3:00 3. 15 2.05 14.1 1.06 1.06 once 

3:00-3:15 2.77 1.72 13.1 1.06 0 no 

3:15-3:30 3.19 2.03 12.7 4.32 3.26 thrice 

3:30-3:45 2.92 2.05 12.6 4.87 0.55 once 

3:45-4:00 3.17 2.23 13.4 >5 
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5 m and therefore, the wires of the meters were cut off when the 
sixth sliding occurred. 

Wave Conditions and Sliding Distances 

The first sliding was recorded at 02:50:40 on February 17 and 
the sixth sliding was occurred at 03:53:47 on the same day. 
Observed waves were analyzed for every 15 minutes from 02:45:00 to 
04:00:00. The results are shown in Table 1 together with data of the 
sliding distances, in which S^ denotes an accumulated sliding 
distance   and S   denotes   the   sliding   distance   during   each   15 
minutes. For the first 15 minutes, the maximum wave height is 3.15 
m, the significant wave height and period are 2.05 m and 14.1 s, and 
the first sliding occurred which distance was 1.06 m. The tidal 
level is observed as 0.31 m above the datum level at this time. This 
sliding distance by one wave is considerably large due to the non 
breaking wave action having a relatively long wave period in this 
case. 

Measured Wave Pressure Intensity 

Figure 9 demonstrates the order of the magnitude of the wave 
pressure measured at several points of the caisson. In this figure, 
the representative positive wave pressure intensities like pmax, 
Pl/10' anc* Pl/3 are plotted against the corresponding 
representative wave heights like Hmax, Hjyj^, and H1/3. Relatively 
large pressure intensities appear at the most rear part in the wave 
chamber, but the intensity is  less than 1.0 w0H. 
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Fig. 9    Pressure Intensities  in  the Field Experiments 
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LABORATORY EXPERIMENTS AND COMPARISON WITH FIELD DATA 

Wave Conditions 

Laboratory experiments were carried out to reproduce the field 
experiment in a wave basin with a model scale of 1/21 using uni- 
directional irregular waves. Seven kinds of laboratory waves having 
different wave heights and periods were used in the experiments. 
Two of them are corresponding to the November storm waves and others 
are corresponding to the February storm waves, which wave conditions 
are listed in Table 1. The November storm is a short and small storm 
just after the completion of the caisson installation. For each of 
them five different wave trains were prepared. Representative wave 
parameters according to the zero-upcrossing method are presented in 
Table 2 with the mean value and the standard deviation for five wave 
trains. The duration time of one wave train is 15 minutes. The wave 
direction is perpendicular to the breakwater alignment. 

The wave spectra for the November storms are represented by 
the Modified Bretschneider-Mitsuyasu (MBM) spectrum. For the 
February storm, however, the MBM spectrum is not applicable, because 
the observed spectrum is very sharply peaked. Therefore, the JONSWAP 
type is applied as the target spectrum of the February storm. The 
peak parameter in the JONSWAP spectrum can be selected so that the 
realized spectrum coincides with the spectrum observed in the field 
as much as possible. Figure 10 shows the comparison of the wave 
spectra in the field and in the laboratory. 

Table 2 Waves in  Laboratory Experiments 

F e  1  d L aborator y 

H„,,(m) HI;J(»1 T,/3( s) H„„„(m) 
(mean.   S. D. ) 

H,x3(m) 
(mean.   S.0. ) 

T,,3(s ) 

II A 2. 91 1. 90 7. 1 2. 5 8 — 3. 02 
(2.84.   0. 165) 

1. 87-1. 93 
(1.89,   0.021) 

7. 0-   7. 2 

II  B 3. 09 1. 67 6. 4 2. 4 7~ 2. 87 
(2. 64,   0. 153) 

1. 65-1. 68 
(1.66.   0.011) 

6. 3-   6. 5 

n c 2. 62 
(3. 15)" 

2. 05 14. 1 2. 76-3. 05 
(2.86,   0. 103) 

1. 99-2. 09 
(2.05,   0,032) 

14. 0-14. 2 

n D 2. 50 
(2. 77)" 

1. 72 13. 1 2. 30~2. 72 
(2. 53,   0. 135) 

1. 69-1. 76 
(1.72.   0.028) 

13. 1-13. 3 

II E 2. 61 
(3. 19)' 

2. 03 12. 7 2. 75~2. 93 
(2.84,   0.062) 

2. 03-2.05 
(2.04.   0.006) 

12. 6-12.7 

n F 2. 74 
(2. 92)' 

2. 05 12. 6 2. 7 3 — 3. 19 
(2.95.   0. 156) 

2. 02-2. 08 
(2.04,   0.023) 

12. 5-12. 6 

n G 2. 91 
(3. 17)' 

2. 23 13. 4 3. 12 — 3. 35 
(3.26.   0.091) 

2. 1.8-2. 29 
(2.22.   0.036) 

13. 2-13. 3 

'(zero crossing down) 
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0     0.2     0.4    0.6 

Fig. 10 Wave Spectra in the 

Field and Laboratory 

1&     2.0 
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Fig-. II  Measured Instantaneous Pressure Distribution 

Wave Pressure Distribution 

Figure 11 shows an example of the instantaneous distribution of 
wave pressures when the wave force at the phase I is the largest 
during the action of random waves. Both data measured in the field 
and the laboratory are shown together with the distribution 
calculated by the proposed method. Although the measured wave 
pressure are considerably larger than the calculated ones at the 
front of the inner cylinder, it can be said that the proposed method 
predicts well the wave pressure distribution as a whole. The 
resultant wave forces are calculated from such an instantaneous 
distribution of the wave pressures by considering application areas 
of caisson walls shared by respective measuring points. 

Horizontal and Vertical Wave Forces 

Peak values of measured and calculated wave forces for the 
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phase I are compared In Figs. 12 and 13. In the figures, the 
ordinate indicates the measured force and the abscissa indicates the 
calculated force. The horizontal wave forces are shown in Fig. 12, 
where the measured wave forces in the laboratory experiments are 
generally larger than the calculated ones, but the laboratory data 
agree well the field data. Data of the vertical wave forces in Fig. 
13 are widely scattered. The main reason is that the amount of water 
in the wave chamber at the phase I varies considerably depending on 
the wave periods and wave trains. 
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Fig.   14     Equivalent  Sliding  Forces 
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Figure 14 shows the peak values of calculated and measured 
equivalent sliding forces which are equal to (FH + u Fy). The 
ordinate indicates the measured force and the abscissa indicates 
the calculated force. The equivalent sliding forces in the 
laboratory experiments are generally larger than the calculated 
ones, as the horizontal forces in Fig. 11. However, it should be 
noted that the equivalent sliding forces measured in the field are a 
little lower than those in the laboratory and are almost the same 
as the calculated ones. The measured wave forces scatter 
significantly in the figures. This is becuase the wave profile 
varies even though the wave height is the same. Therefore, this may 
be the reason of the difference between the values in the 
laboratory and the field. 

Relation between Safety Factor and Sliding Distance 

In the laboratory experiments, the horizontal displacement was 
measured for two possible weights of the sliding test caisson. The 
one is corresponding to the design weight, and the other is the 
weight assumed that the water level inside the inner caisson lowers 
to the tidal level. They are denoted by W^ and W2, respectively. W2 
is calculated as 781 tf in a still water and is 90% of W^. Because 
it is difficult to prevent the leakage of water from the inner 
cylinder, the weight W2 is presumably the weight during sliding. 
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In the laboratory experiments, the friction coefficient was 
also measured. Since the sliding in the field occurred only three 
months after its installation and no large storms attacked the 
caisson until the sliding occurred, the compaction of the rubble 
mound by the caisson movements was not enough to get the ordinary 
friction factor of 0.6. The measured friction coefficient without 
the compaction of the rubble mound were about 0.55 in the laboratory 
experiments. 

Figure 15 shows the results of sliding tests in the 
laboratory. The ordinate indicates the maximum sliding distance by 
one wave during the action of irregular waves. The abscissa 
indicates the safety factor against sliding, which is calculated for 
the measured wave forces, the caisson weight (W^ or W2), and the 
friction coefficient of 0.55. The results shows that the caisson 
slides in most cases having the safety factor less than 1.0. Thus, 
the results of laboratory experiments suggests that the occurrence 
of the sliding can be judged by the safety factor. 

Safety Factor against Sliding for the Field Data 

The safety factor against sliding 
which is calculated according to the 
measured wave forces is shown in Table 
3 for the condition of the first 
sliding in the field. The caisson slid 
by 1.06 m during the first sliding. 
The safety factor is 0.93, less than 
1.0, when the friction factor is 
assumed to be 0.55 and the caisson 
weight is W2- Even if the caisson 
weight is W^ and the friction factor is 
0.6, the safety factor is less than 
1.2. Therefore, it can be concluded 
that the caisson sliding can be judged 
by its safety factor also in the field 
experiments. 

Table 3       Safety Factor 

against  Sliding 

Wo(tf) U S. F. 

895 0. 60 1. 19 

895 0. 55 1.10 

781 0. 60 1.01 

781 0.55 0.93 

The   safety   factor   using    the 
calculated wave forces,   the  caisson 
weight of W2 and the friction coefficient of 0.55 is 0.87. Because 
the measured wave forces in the field are almost the same as the 
calculated wave forces, the safety factor against sliding using the 
calculated wave forces is close to that using the measured wave 
forces. 

CONCLUDING  REMARKS 

Slidings of a prototype dual cylinder caisson were successfully 
measured in  the field verification experiments. The slidings of the 
caisson   were   reproduced   in      laboratory   experiments.   The   major 
conclusions in this study are as follows: 
l)The  sliding  of the caisson  can  be  judged  by  its  safety  factor 
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using the measured wave forces, the caisson weight and the 
friction factor both in the field and in the  laboratory. 

2)The measured wave forces acting on the caisson in the field were 
almost the same as the calculated wave forces. Therefore, the 
sliding of the caisson in the field can be judged also by the 
safety factor using the calculated wave forces. 

3)The measured wave forces in the laboratory are larger than those 
in the field as a whole. However the difference is not significant 
and this is because of the wide variation of the  laboratory data. 

ACKNOWLEDGMENTS 

The field experiments have been conducted under the guidance of 
the advisory committee chaired by professor Y. Goda. The experiments 
were carried out by the collaboration with many engineers especially 
of the Sakai Port Construction Office and the Kobe Design and 
Investigation Office of the Third District Port Construction Bureau, 
MOT. The authors wish to express their sincere gratitude to all the 
people. 

REFERENCES 

1) TANIMOTO, K., TAKAHASHI, S., and KIMURA, K. : Structures and 
Hydraulic Characteristics of Breakwaters, - State of the Art of 
Breakwater Design in Japan-. Rept. of Port and Harbour Res. Inst., 
Vol.  26,  No.  5.   1987,  pp.   11-55. 

2) GODA, Y. : Random Seas and Design of Maritime Structures, 
University Tokyo Press,  1985, 323 p. 

3) TANIMOTO, K., et al. : Hydraulic Characteristics and Design. Wave 
Forces of Double-Cylindrical Caisson, - A Study on Development of 
Deepwater Breakwater (part 4) - , Tech. Note of Port and Harbour 
Res. Inst., No. 600,  1987, pp.  1-21,  (in Japanese). 

4) TAKAHASHI, S., Ken'ichirou SHIMOSAKO, and Hitoshi SASAKI : 
Experimental Study on Wave Forces and Sliding of Dual Cylinder 
Caisson - Reproducing Experiment of Field Sliding Test in Sakai 
Port-., Tech. Note of Port and Harbour Res. Inst., No. 742, 1992, 
(in Japanese). 



CHAPTER 125 

Pressure Oscillations during Wave 
Impact on Vertical Walls 

M.E.Topliss*       M.J.Cooker*        D.H. Peregrine1 

Introduction 

This area of study concerns wave impact pressure on vertical structures. Se- 
vere damage can be inflicted on coastal defences during storms and numerous 
laboratory experiments have been undertaken to gain an understanding of the 
physical processes. This paper gives a mathematical description of high fre- 
quency pressure oscillations which are observed in measurements of water-wave 
impacts; particularly impact against a vertical wall. Our ultimate aim is to trace 
the physical origins of the pressure fluctuations which are related to the under- 
standing of the role of fluid compressibility in breaking wave impact pressure. It 
has been suggested by some authors that the recorded pressure oscillations are 
due to the vibrations of air-filled gas bubbles, for example Weggel & Maxwell 
(1970) model some details of acoustic wave propagation. In addition, it is well 
known that the compressibility of a small volume fraction of air in water dramat- 
ically reduces the velocity of sound in the mixture. We investigate possible cases 
by simplifying the geometry and finding the frequency of free oscillations. We 
ignore the main flow of water since it has a longer time-scale. Our initial model 
considers compressible aerated water near the wall and compressible non-aerated 
water with a much higher sound speed further away. This is compared with a 
simple example of an air pocket trapped against a wall in incompressible water. 
Comparisons with three experimental results are encouraging. 

'Research Student, School of Mathematics, Bristol University, Bristol BS8 1TW 
^Research Assistant, School of Mathematics, Bristol University, Bristol BS8 1TW 
•Professor of Mathematics, School of Mathematics, Bristol University, Bristol BS8 1TW 
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Bubbly mixture near a wall 

This model applies to the instances when a wave has broken creating a vol- 
ume of water with many small bubbles next to the impact wall. This is now a 
compressible mixture. 

Consider a region of uniform bubbly mixture (region 1) with a gas fraction 
a next to a vertical wall, and non-aerated water on the other side (region 2) as 
shown in figure 1. 

We treat the solid wall and solid bed as rigid so that the component of 
displacement normal to these boundaries vanishes. As there is a large density 
contrast between the fluid and the air above, we take the pressure to vanish at 
the free surface. For linearised theory and sinusoidally varying velocity potential 
<j)(x,y) elwi this implies <j> may be taken to be zero on the free surface. 

Q atmosphere 
^s'dn ^> = o 

1 
region 1 1 

1 
1 

region 2: non-aerated water 

& = 0 

Figure 1. Limited volume of bubbly water 

Sound waves are weak pressure disturbances which propagate at high speed 
through a fluid. The sound velocity in air is approximately 340 metres per 
second; that in water is approximately 1500 metres per second. In a mixture of 
air and water however, the speed of sound is dramatically reduced. The density 
in region 1 is taken to be p\ = (1 — a)p2 where p2 is the density in region 2. We 
have taken the speed of sound in region 1 as derived by Hsieh & Plesset (1961) 
to be 

•a =        IP 
1      pia(l-a)' 

where p is the atmospheric pressure, pi = defined above, 7 is the ratio of specific 
heats, a is the gas fraction. For example f percent, 4 percent and 10 percent 
aeration give sound speeds of 120 m/s, 60 m/s and 40 m/s respectively, and this 
accords with experimental measures. The expression for <? is a good empirical 
rule provided a is not too near 0 or 1. 

Viscosity and gravitational effects will be ignored. The reduced wave equa- 
tion, 

(V2 + *?)& = 0 

where the subscripts i = 1,2 refers to regions 1,2 respectively and h = UJ/C{ where 
ui = 2icf , is solved by separation of variables. 
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As the free surface and the rigid bed are totally reflecting surfaces the fluid 
can be considered as an acoustic plane waveguide and a standing wave field 
results, which has a cut-off frequency u„ for each mode of oscillation, below 
which no propagation occurs. In region 2 the sound speed is very much higher 
and therefore u maybe less than the cut-off frequency and there is no propagation. 
The velocity potential for the bubbly mixture in this instance is: 

At eV^F^i cos(7n2/) cosh   ^k2 _ 72 (a. + i) 

and for the non-aerated water outside the bubbly mixture is 

= At eV^f^1 (1 - a) cos(7n2/) cosh   ^kj -i*L -\/ln-k2x e
iwt 

where c2 = the speed of sound in non-aerated water, 7n = nw/2H , n =1,3,5, 
..., H is the depth of the fluid, L is the width of the bubbly layer, Ai is a constant. 

Assuming pressure and normal velocity are continuous across the interface 
between region 1 and region 2, we find an expression for the frequency of modes 
of oscillations trapped in region 1: 

(1 - «) \p& k2 — y «i ll  tan y/%-tfL 

For a fixed width and air content, a high free surface will give a low frequency 
as illustrated in figure 2. Figure 3 shows that, for a fixed amount of air and depth, 
a wider region will have a lower frequency. Conversely a very narrow band of 
bubbles against a rigid wall will produce very high frequencies. Both figures 
show higher frequencies with a lower aeration level. 
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A trapped air pocket 

To model of a trapped air pocket against a vertical wall we now have to take 
into account a) the presence of the free surface, b) the cylindrical geometry of 
the gas pocket, c) the presence of the rigid wall. 

Suppose the bubble contains air at atmospheric pressure and that it's centre 
is submerged a distance h below the free surface and lies a distance d above the 
seabed as shown in figure 4. The water is taken to be incompressible. 

d± _ 0 atmosphere 
^^dn ^> = o 

air 1 
Laplace's equation: V2<f> = 0 

incompressible water 

Figure 4. Trapped air pocket at the wall 

We model the vibrations of the trapped air pocket by considering the radial 
oscillations, translation and shape oscillations of a single two dimensional bubble 
with semi-circular cross-section of radius r. As this study concerns only relatively 
large bubbles, surface tension effects can be neglected as they are only significant 
for small radii. During the short time in which the bubble oscillates regularly 
we suppose that the free surface moves very little so that we may again ignore 
the flow in the impacting wave. We take an image of the bubble above the free 
surface to be oscillating in anti-phase with respect to the bubble, an image below 
the rigid bed to be oscillating in phase, and a third image below, oscillating in 
anti-phase, to ensure symmetry as shown in figure 5. These images then extend 
above and below to produce an infinite series which is summed analytically. The 
potential for this model is 

= -a0 log 
cosh(A«) — cos(Ad) 

cosh(A«) + cos(A<i) 
+ 7 r + ' 

(z - Z0) {Z - 20)2 

where A = ir/2(d + h) , zo = the position of the bubble, i — y/—l, a0,a\.,a.2 are 
constants. Figure 6 shows the pressure contours from a two dimensional bubble. 

The logarithmic term, which is the dominant term, represents the radial 
oscillations. The second term, evaluated on the bubble surface, 

= — ao — [ cot Xd + tan \d ] sin 6 , 
(z - z0) 2 

represents translational motion and the third term, evaluated on the bubble 



VERTICAL WALL OSCILLATIONS 1643 

surface, 

\2  i 
°2        = a0~-[4 +tan2 Xd - cot2 Ad] (2 cos2 0 - 1) , 

(* - *o)2 

represents a first approximation to shape oscillations. 

We calculate the time-harmonic irrotational flow induced by the semicircular 
two dimensional bubble and the frequency of the small oscillations is given by 

27P[1 + IAV] 

pr2[\og(\Xr tan Xd) + \X2r2} 

p is the atmospheric pressure, p is the density of water. As figure 7 shows, for 
fixed h + d, an air pocket nearer the rigid bed will have a lower resonant frequency 
than an air pocket nearer the free surface. The size of the air pocket is inversely 
proportional to the frequency as illustrated in figure 8. This corresponds to 
the previous model for the bubbly mixture which showed high frequencies are 
obtained for lower aeration. 

i) as h becomes large, 
. .2 27P 

pr2 log [2rd/R]' 

the frequency for a single two dimensional bubble in the vicinity of a rigid 
boundary, where R is a large number representing a boundary far away. This is 
to ensure boundary conditions in the far field are satisfied, 
ii) as d becomes large, 

ji _ 27p 
pr2 log [r/2h]' 

the frequency for a single two dimensional bubble in the vicinity of a free 
boundary (Topliss 1991). 
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Figure 5. Bubble and three images 
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Figure 6. Pressure contours from single bubble on wall 
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Comparisons with experiments 

We have considered three experimental studies for comparison with these theo- 
retical results: 

I) Hattori & Arami (1992); Chuo University, Japan 

Hattori & Arami have provided us with many details of their experiments 
which investigate the importance of an air pocket between the breaking wave 
and the wall. The experiments were undertaken in a small wave tank (still 
water depth at the wall of five centimetres) and high-speed video frames were 
taken of waves as they impact on a vertical wall and some waves appear to 
trap a cylinder of air against the wall. Records from six pressure gauges of one 
centimetre diameter are available. 

The histories of the pressure, measured at the wall, for these waves exhibit 
three stages. Initially the pressure rises to a peak value and is followed by an 
interval of regular smooth oscillations, of decreasing amplitude. These oscilla- 
tions are displayed with the same frequency in all six pressure gauges. Clearly 
this decay requires further modelling. This finally develops into a more confused 
signal, consisting of higher frequencies with lower amplitudes, and which carries 
on for an indefinite time. 

As the wave advances towards the impact structure, it begins to curl over, 
entrapping an air pocket against the wall. In the video frames following the 
impact, it can be seen that the free surface rises and a thin jet of water shoots 
up the wall. We neglect this since it is usually much thinner than the bubble 
until a later stage and assume a flat surface in our models. For each experiment 
we have considered, we have taken measurements from the first three frames at 
the begining of the oscillations and compared the frequency calculated for that 
geometry with the frequency given by the pressure gauges. The theory compares 
particularly well for large air pockets, see table 1. 

II) Witte (1988); Leichtweiss-Institut, Germany 

Witte describes a wave impact against a vertical wall and observed an air 
pocket trapped against the impact wall. The wave tank had a still water depth 
at the wall of sixteen centimetres and fourteen pressure cells. Full details are 
given of one case (example no.l3,figure 6.3, type II). Regular oscillations are 
recorded in all cells of period 12 milliseconds, or a frequency of 83.3 Hertz. If 
we choose h = 0.22 m and d = 0.05 m (no photographs are given but the de- 
scription given by Witte suggests that the air pocket is nearer the bed than the 
free surface) then, from figure 9 below where the variation of frequency with size 
of air pocket is presented, a bubble of radius 0.0155 m would give a frequency 
of 83 Hertz. Although no photos are available, the statistics presented in Witte 
(1988) for this type of impact give scope for further study. 
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description Topliss Hattori 
distance d 
(metres) 

distance h 
(metres) 

radius r 
(metres) 

frequency / 
(Hertz) 

frequency / 
(Hertz) 

data No.1-031-3 
frame 715 0.06 ^   0.016 0.011 235 210 
frame 720 0.06 0.017 0.011 228 210 
frame 725 0.061 0.017 0.011 228 210 

data No. 172-3 
frame 815 0.031 0.038 0.007 233 210 
frame 820 0.032 0.04 0.007 231 210 
frame 825 0.033 0.042 0.007 229      J 210 

data No. 132-3 
frame 295 0.031 0.024 0.008 241 190 
frame 300 0.031 0.04 0.008 207 190 
frame 305 0.031 0.044 0.008 202 190 

data No. 178-3 
frame 320 0.027 0.025 0.02 142 104 
frame 325 0.029 0.041 0.02 106 104 
frame 330 0.029 0.043 0.02 104 104 

data No.152-6 
frame 015 0.029 0.044 0.024 93 100 
frame 020 0.03 0.047 0.024 90 100 
frame 025 0.03 0.05 0.024 87 100 

data No.2-255-4 
frame 330 0.032 0.037 0.02 113 99 
frame 335 0.032 0.044 0.02 104 99 
frame 340 0.032 0.049 0.02 99 99 

Table 1. Comparison of experimental data and theory. The frames are separated by a 

timestep of five milliseconds and / = OJ/2TT 
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III) Graham k. Hewson (1992); Plymouth University, England 

Graham k, Hewson have carried out model-scale experiments of waves break- 
ing against a vertical wall, with three pressure transducers and one aeration 
gauge in order to investigate aeration levels of a wave impacting upon stuctures. 
No previous work (to our knowledge) has been carried out on aeration measure- 
ments and with the kind permission of Graham & Hewson we are able to compare 
our theoretical work with the preliminary work carried out at Plymouth. Video 
frames are not yet available. 

After impact the pressure transducers show both rapid fluctuations and an 
underlying frequency of approximately 30-40 Hertz. Although we have been 
unable to find an example which would give a frequency this low, the rapid 
fluctuations are in the range of 100-300 Hertz which is consistent with other ex- 
periments. The levels of aeration shown range between 4 percent and 20 percent. 
If we estimate the depth of the water at the wall to be 0.1 metres and the width 
of the bubbles to be 0.04 metres we can expect frequencies of between 100 and 
260 Hertz, as illustrated in figure 10. These are within the range of frequencies 
measured in the experiments. 

Discussion 

We have not yet been able to compare the theory with large scale experi- 
ments, although studies are been undertaken in Hannover (Schmidt, Oumeraci 
k, Partenscky 1992), where double peak forces have been recorded along with 
negative pressures. Table 2 gives examples of how scale effects could vary the 
frequencies according to the size and position of an air pocket trapped. We 
have taken an example from table 1 (data No.132-3) and altered the geometric 
parameters. 

radius r distance d distance h frequency / 
(metres) (metres) (metres) (Hertz) 

0.008 0.031 0.040 207 
x5 0.04 0.155 0.2 42 
x 10 0.08 0.31 0.4 21 
x50 0.4 1.55 2.0 4.2 

x 100 0.8 3.1 4.0 2.1 

Table 2. Variation of geometries for a trapped air pocket 

For a wave which breaks giving a bubbly mixture, table 3 gives examples of 
frequencies which could be obtained in a larger volume. Here we have taken the 
gas fraction to be 0.1. 
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height H width L frequency / 
(metres) (metres) (Hertz) 

0.1 0.04 146 
x5 0.5 0.2 106 

x 10 1.0 0.4 14.6 
x50 5.0 2.0 10.6 
x 100 10.0 4.0 1.46 

Table 3. Variation of geometries for a bubbly mixture 

Table 2 and 3 show that the frequency varies linearly with the geometric 
parameters, a property easily deduced from the equations. For the lowest fre- 
quency shown above, a typical compressible length = wavelength / 1~K which is 
approximately 160 metres in pure water but only 5 metres for 10 percent aeration 
indicates that for the largest waves that trap air, sound propagation is important 
as has been noted by Schmidt, Oumeraci & Partenscky. 

This work has only studied free oscillations. The initial forcing, amplitude 
and damping of the oscillations all require further study. The decay of the regular 
oscillations, well illustrated by the experiments of Hattori & Arami (1992), are 
due to damping which could be the result of several mechanisms: viscous damp- 
ing, thermal damping or acoustic radiation. There are also radiating modes 
which need investigation. 

The financial assistance of SERC is gratefully acknowledged. 
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CHAPTER 126 

WATER PARTICLE VELOCITIES ON A BERM BREAKWATER 

Alf T0rum 1 and Marcel van Gent 2 

ABSTRACT 

Water particle velocities in waves running up and down a berm break- 
water have been measured for several wave heights and wave periods with a 
Laser Doppler Velocimeter (LDV). 

The measured water particle velocities have been compared with 
velocities computed with the numerical model ODIFLOCS. There is a fan- 
agreement between the calculated and measured velocities. 

1 INTRODUCTION 

It is the velocity field on a breakwater front that is the main governing 
factor with respect to the stability of the armour cover blocks. This velocity 
field and the forces on a cover block have been poorly known. 

The different formulae that have been presented on the required block 
weight, e.g. Iribarren (1938), Hudson (1985) and Hedar (1960) have been 
based on some approximate concept of the velocities and the forces, leading 
to formulaes with a single unknown coeffisient. The value of this coefficient 
has been determined from model tests. 

One of the first attempts to calculate and measure the velocities for 
downrush on a rubble mound breakwater model was made by Brandtzasg and 
T0rum (1966), Brandtzasg, T0rum and 0stby (1968). They measured velocities 

'SINTEF Norwegian Hydrotechnical Laboratory/Norwegian Institute of Tech- 
nology, 7034 Trondheim, Norway. 

2Delft Technical University, Department of Civil Engineering, Hydraulics and 
Offshore Engineering Division, POB 5048, GA 2600, Delft, The Netherlands. 
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with a micro propeller. The measurements were made at one height above the 
slope and gave no details about the velocity variation from the slope face and 
up towards the water surface. There was a fair agreement between the 
measurements and the simple mathematical model that was derived to calculate 
the velocities in downrush. 

Sawaragi et al. (1982) measured particle velocities on the breakwater 
slope by filming particles made of sponge with the same specific mass as 
water introduced in the water. The point to point movement of the particles 
was recorded on 16 mm colour films taken by a high speed film camera (50 
frames per sec). From the film the particle velocities were obtained by super- 
position of projected film frames to give a distance and a time interval of 
movement. Sawaragi et al. found that the non-dimensional maximum velocity 
was a function of the surf similarity parameter and the ratio of the wave height 
to the water depth. Sawaragi et al. did not compare their velocity measure- 
ments with any theoretical results. 

Kobayashi et al. (1987) and Kobayashi and Wurjanto (1989) developed 
a numerical model for the computation of the water particle velocities on an 
impervious rubble mound slope. This model is based on the finite amplitude 
shallow water wave equation. By use of this model they can calculate the verti- 
cally averaged horizontal velocities as well as run up and run down. They 
compared the calculated run up with measurements, which showed fair agree- 
ment, but did not make any comparisons between calculated and measured 
velocities. 

Breteler and van der Meer (1990) report the measurement and computa- 
tion of wave induced velocities on a smooth slope. The measurements were 
made with an electromagnetic current meter. The computations were made with 
the computer program developed by Kobayashi and Wurjanto (1989). Breteler 
and van der Meer concluded that there was a fair agreement between the meas- 
urements and the computations with respect to run up levels and run down vel- 
ocities, the results for run up velocities were a little worse and the results for 
pressures and run down levels were bad. 

Laser doppler velocity meters (LDV) offers the possibility to make 
good velocity measurements without any interference with or disturbance of 
the fluid. Since no detailed velocity measurements have been carried out as the 
waves run up and down a berm breakwater slope it was decided to carry out 
such measurements. The results have been compared with results obtained by 
the computer program ODIFLOCS, van Gent (1992). 

2 TEST SET UP AND MEASUREMENT SYSTEMS 

2.1      Wave flume and berm breakwater model 

The measurements were carried out in a wave flume with the berm breakwater 
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as shown in Figure 1. The width of the flume was 1.0 m. 
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Figure 1 The wave flume with the breakwater model. 

The breakwater cross section is shown in Figure 2. The shown section of the 
reshaped breakwater was obtained by using waves with heights up to 0.25 m. 

Measures in cm 

Figure 2 Berm breakwater cross section. 

2.2       Laser Doppler Velocimeter (LDV) 

The water particle velocities were measured with a Laser Doppler Velocimeter 
(LDV). The LDV system is a two component system based on the forward scatter 
mode. This LDV system was built in-house for a study of the kinematics of irregular 
water waves (potential flow). The noise to signal ratio was too large for this 
instrument to give any meaningful measurements of turbulence. The measurements 
were taken with a rate of 100 samples per second. In the analysis the data have been 
smoothed by using a gliding average of 11 data points. 
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The velocities were taken at several of the points shown in Figure 3. The main 
reason for concentrating the velocity measurement points in the area shown in 
Figure 3 was that less air entrainment due to breaking waves was expected in this area 

Figure 3 Velocity measurement points. 

than closer to the breakwater crest. Air entrainment causes drop outs of the LDV 
measurements. Another reason is that it may be expected that the destructive velocities 
and forces downslope are largest in this region where the breakwater slope is flattest. 

The berm breakwater profile shown in Figure 3 gives an average profile along 
the glass panel wall of the flume. The distance between this profile and the lowest 
measuring point is not necessarily representative for the distance between the measure- 
ment point and the closest stone. The measurement points are located approximately 
in the middle of the wave flume. The LDV system was orientated such that the veloci- 
ties in horizontal and vertical direction was measured. However, during the analysis 
the instantaneous velocities in any direction could be obtained. In this paper velocities 
parallel and normal to the breakwater slope are given. Positive parallel velocities mean 
uprush while positive normal velocities mean velocities away from the slope. 

2.3      Wave measurements 

The waves were measured with wave gauges of the conductivity type. 
Prior to the velocity measurement runs the waves were calibrated in the wave 
flume. During the wave calibration runs the waves were measured in an area 
approximately 5 m ahead of the breakwater model. All the tests during the 
water particle velocity measurements were carried out with regular waves. 
Hence the waves were calibrated by moving a wave gauge along the wave 
flume to obtain the maximum and minimum wave heights. The height of the 
incoming wave was then set as the average of the maximum and minimum 
wave height. 
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During the velocity measurement runs the waves were measured close 
to the velocity measurement points, Figure 3. The main purpose of this gauge 
is to give phase information between the wave elevation and the velocity 
measurements. The wave elevation measurements at this gauge may be inac- 
curate, partly because of the shallow water and partly by air entrainment during 
the breaking of the largest waves. 

3 VELOCITY MEASUREMENTS - ANALYSIS AND RESULTS 

Water particle velocities have been measured primarily at the measure- 
ment points, see Figure 3: 08, 09, 10, 11, 13 and 22 for the three wave periods 
T = 1.5, 1.8 and 2.1 s for several wave heights for each wave period. Not all 
data have been analysed, but we will present some main features of the 
analysis. Figure 4 shows waves measured at the location of the reference wave 
gauge shown in Figure 3. Figures 5 and 6 show parallel and normal velocities 
in point 08 measured simultaneously with the waves. Figure 7 shows a time 
expanded diagram of the wave and the parallel and normal velocity at point 08. 
The time reference is the same as in Figures 4, 5 and 6. Further details on the 
measurements are given by T0rum (1992). 
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Figure 4 Measured wave at the location of the reference wave gauge 
shown in Figure 3. 

Although the waves are "regular" there are slight variations in then- 
heights at the reference gauge. In this case the waves broke after they passed 
the wave gauge and the measurements are not influenced by any air entrain- 
ment. 

There are also slight variations in the parallel velocities. It is though not 
necessarily such that a high wave generate a large uprush velocity. The normal 
velocities are more irregular than the parallel velocities. 
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The maximum, mean and minimum velocities measured in the points 
08, 09, 10, 13 and 22 are shown in Tables 1 and 2 for uprush and downrush. 
Point 9 "went dry" during downrush. Hence no "maximum" downrush 
velocities were taken for this point 

Figure 5 
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Measured parallel velocity at point 08. Positive velocity means 
uprush. 

R1S0S35   H = 0175m, T = 1.8 

ifPllI Hit 

";0 10 20 30 40        50 60 70 30 90        K0 

Tiise. seconds 

Figure 6 Measured normal velocity at point 08. Positive velocity means 
velocity away from the slope. 

There is a tendency that the maximum parallel velocities in uprush are 
largest closest to the berm breakwater slope. This might be due to amplifi- 
cation effects close to cover stones or overshoot effects in the wave boundary 
layer. 

Since the velocities were not measured simultaneously in the different 
points it is not possible to draw a "true" velocity profile through the measure- 
ment points 09, 10 and 13. An order of magnitude analysis indicates that the 
boundary layer thickness is 0.01 - 0.015 m during maximum velocities. 
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• H = 0.175 m.T = 1.3 sec. 
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Figure 7 Measured velocities in point 08 and wave at reference wave 
gauge. Positive velocity means uprush. 

Table 1 Minimum, mean and maximum parallel velocities in m/sec 
during uprush and downrush. H = 0.175 m, T = 1.8 sec. 

Measure- 
ment 
point 

U„p "down 

min mean max min mean max 

09 
10 
13 

08 
22 

0.6 
0.6 
1.15 

1.25 
0.95 

1.0 
0.9 
1.20 

1.4 
1.05 

1.25 
1.1 
1.30 

1.55 
1.15 

0.75 
0.7 

0.7 
0.85 

0.8 
0.8 

0.75 
0.9 

0.90 
1.0 

0.8 
1.0 

Table 2 Minimum, mean and maximum normal velocities in m/sec. 
H = 0.175 m,T= 1.8 sec. 

Measure- 
ment 
point 

V«P 'down 

min mean max min mean max 

09 
10 
13 

08 
22 

0.6 
0.40 
0.20 

0.13 
0.4 

0.65 
0.45 
0.22 

0.20 
0.45 

0.7 
0.50 
0.25 

0.31 
0.5 

0.20 
0.25 
0.20 

0.21 
0.12 

0.30 
0.30 
0.23 

0.25 
0.18 

0.4 
0.35 
0.25 

0.41 
0.25 
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4.        COMPARISON OF MEASUREMENTS WITH 
THE NUMERICAL MODEL ODIFLOCS 

4.1 Description of the numerical model ODIFLOCS 

The model ODIFLOCS (One Dimensional Flow on and in Coastal 
Structures) describes the wave motion on and in several types of structures. 
The model takes various phenomena into account. For instance reflection, per- 
meability, infiltration, desorption, overtopping, varying roughness along the 
slope, linear and non-linear porous friction (Darcy- and turbulent friction), 
added mass, internal set-up and the disconnection of the free surface and the 
phreatic surface are all implemented. The model couples a hydraulic model to 
a porous flow model. Kobayashi et al. (1987 and 1989) proved that long wave 
equations can be used for the description of the external flow. The way in 
which the wave front is treated is also done in a similar way as by Kobayashi 
et al. (1987 and 1989). In the model ODIFLOCS long wave equations are app- 
lied for the internal flow as well. Long wave equations use hydrostatic pres- 
sures and imply a simulation of a breaking wave like a bore. The external flow 
and the internal flow are computed in two layers, a hydraulic layer and a 
porous layer, that partially overlap. The flow between both layers is determined 
by the pressure gradients. This flow has a maximum caused by the equilibrium 
of the pressure gradient and the friction. The pressure gradient in the vertical 
direction is assumed not to be larger than one. For a detailed description of this 
aspect and the model in general, see Van Gent (1992). 

4.2 Comparison of measurements with the numerical model 
ODIFLOCS 

The model can deal with only one porous layer. For a berm breakwater 
with a core, the choice has to be made whether the breakwater will be model- 
led as a homogeneous structure or as a structure with an impermeable core. 
The permeability of the core was very much the same as the material of the 
berm itself. Therefore, modelling as a homogeneous structure has been applied. 
The friction factor, depending on the roughness of the surface and the flow 
characteristics, was derived by using the empirical formula for fully rough tur- 
bulent flow on a uniform sloping breakwater by Madsen and White (1975): 

A — (|f(- d x0-5 (  d \01 

R cotaj 

The depth in front of the structure ds was 0.79 m; for the size of the 
armour unit, d, the Dn50=0.034 m was taken; the run-up R is about equal to the 
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wave height for which 0.175 was used and for the angle of the slope, the angle 
from the berm section was taken (cota=5). This gives a friction factor fw=0.15. 
For the porosity, 0.35 was used. For the simulation added mass was not in- 
cluded. It might be inappropriate to compare calculated depth-averaged veloci- 
ties with measured velocities in one point. However, an approximation of the 
maximum boundary layer thickness gives 0.01-0.015 m. This is rather low 
compared to the local water depth. Measured velocities in points above the 
boundary layer are assumed to be representative for the depth-averaged veloci- 
ties. Measured velocities in different points above the slope, but in the same 
cross section, show differences in the order of magnitude of 20%. 

For comparisons, two measuring points have been selected. The 
velocities measured in point 8 and 10, both above the berm and about 0.1 m 
away from each other, were used. Point 8 was positioned very close to the 
bottom and point 10 was about 0.07 m above the slope. Wave heights were 
measured above the berm and a comparison of those wave heights has been 
made as well, although the measured wave heights may be inaccurate as 
explained before. The simulated wave conditions were the nine combinations 
of wave heights of about 0.10, 0.15 and 0.20 m and wave periods of 1.5, 1.8 
and 2.1 s. The combination H=0.175 m and T=1.8 s was added. Measuring 
point 8 is about at the level of the boundary thickness for these wave con- 
ditions. Point 10 is assumed to be above the boundary layer. 

The calculated velocities are the horizontal velocities while the given 
measured velocities are the velocities along the slope. In principle the given 
measured velocities should be slightly larger than the calculated velocities. 

The calculated velocities are the depth averaged velocities while the 
given measured velocities are velocities in a point. It is though believed that 
the measurement points are outside the boundary layer, except point 8. 

The results of the comparisons of measured surface elevations with 
output from the numerical model, are summarized in Table 3. 

The differences are rather low. A comparison between the maximum 
and minimum surface elevation is made to exclude the influence of a slightly 
different water level. The numerical model underestimates the fluctuation of 
the surface elevation with an average of 12.6 % difference (about 0.02 m) with 
the measured elevations. The wave condition T=1.5 s and H=19.5 cm gives a 
difference (10.9%) in the same order of magnitude as the average difference 
(12.6%). Therefore this computation is supposed to give a representative im- 
pression of the differences, see Figure 8. 
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Table 3  Differences between measured and calculated surface elevations. 

Surface elevation Measured ODIFLOCS Difference 
(in %) (H in cm) max min max min 

T=1.5 H=11.7 32.0 

35.0 

36.0 

25.9 

30.8 

34.5 

26.2 

30.7 

32.1 

14.9 

15.0 

13.5 

17.5 

16.8 

14.5 

16.4 

15.0 

12.8 

28.8 

31.0 

37.0 

26.1 

29.2 

33.0 

24.8 

27.0 

29.0 

14.7 

14.5 

13.0 

17.5 

15.8 

14.0 

18.2 

16.8 

11.8 

17.5 

17.5 

-6.7 

-2.4 

4.3 

5.0 

32.7 

35.0 

10.9 

H=15.0 

H=20.8 

T=1.8 H=9.7 

H=14.0 

H=19.8 

T=2.1 H=9.9 

H=14.2 

H=19.5 

Average 12.6 

T-2.1»;H-0.195m: Tlmo at x-1,14m. 

Tfci»(») 

Figure 8  Comparison of the measured surface elevation with ODIFLOCS 
results. 

The comparison of simulated depth-averaged velocities with the 
measured (point) velocities are summarized in Table 4 and Table 5. Two 
measurements in point 8 were not carried out. Differences for point 8 were to 
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be expected because this point is so close to the bottom that the influence of 
the boundary layer is present here. However, an underestimation of the 
measured velocities with an average of 15.3% (maximum uprush velocity + 
maximum downrush velocity) is not so bad regarding the assumptions made 
for comparisons. The velocities in the direction of the breakwater (max) show 
an average underestimation of 18.4%. The velocities in the opposite direction 
give an average underestimation of 8.4%. 

Table 4 Differences between measured and calculated velocities in point 8. 

VELOCITIES 
point 8 
(H in cm) 

Measured ODIFLOCS Difference (in %) 

max min max min mx-mn max min 

T=1.5 H=20.8 1.19 
0.75 

1.12 

1.31 

0.90 

1.15 

1.20 

-0.80 
-0.44 

-0.63 

-0.82 

-0.62 

-0.85 

-1.02 

0.92 
0.52 

0.70 

0.90 

0.62 

0.92 

1.18 

-0.92 
-0.35 

-0.60 

-0.88 

-0.38 

-0.66 

-0.90 

7.5 
26.9 

25.7 

16.4 

34.2 

21.0 

6.3 

22.7 
30.7 

37.5 

31.3 

31.1 

20.0 

1.7 

-15.0 
20.5 

4.8 

-7.3 

38.7 

22.4 

11.8 

T=1.8 H=9.7 

H=14.0 

H=19.8 

T=2.1 H=9.9 

H=14.2 

H=19.5 
Average 15.3 18.4 8.4 

Table 5 Differences between measured and computed velocities for point 10. 

VELOCITIES 
point 10 
(H in cm) 

Measured ODIFLOCS Difference (in %) 

max min max min mx-mn max min 

T=1.5 H=11.7 0.38 

0.55 

0.90 

0.34 

0.58 

0.94 

0.52 

1.05 

1.42 

-0.43 

-0.55 

-0.83 

-0.34 

-0.56 

-0.83 

-0.54 

-0.90 

-1.20 

0.42 

0.52 

0.73 

0.47 

0.64 

0.92 

0.57 

0.77 

1.05 

-0.40 

-0.60 

-0.88 

-0.33 

-0.55 

-0.90 

-0.38 

-0.60 

-0.90 

-1.2 

-1.8 

6.9 

-17.6 

-4.4 

-2.8 

10.4 

29.7 

25.6 

-10.5 

5.5 

18.9 

-38.2 

-10.3 

2.1 

-9.6 

26.7 

26.1 

7.0 

-9.1 

-6.0 

2.9 

1.8 

-8.4 

29.6 

33.3 

25.0 

H=15.0 

H=20.8 

T=1.8 H=9.7 

H=14.0 

H=19.8 

T=2.1 H=9.9 

H=14.2 

H=19.5 

Average ,    5.0 1.2 8.5 
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Comparisons with data from measuring point 10 give better results than 
for point 8. As mentioned before, the relatively higher differences for point 8 
are probably due to the overshoot effect in the boundary layer. The average 
underestimation is now 5% (average of max. uprush velocity + max. downrush 
velocity) of the measured velocity. The average difference independent of 
whether an underestimation or an overestimation is found, is higher than 5%. 
The average (absolute) deviation of the sum of the maximum velocities in both 
directions is 11.1% (max-min). The average deviation is 16.4% in the direction 
towards the breakwater and 13.7% in the direction away from the breakwater. 
Table 4 shows that the underestimation is relatively high for the combination 
with high wave heights and long wave periods. For these cases, the boundary 
layer may be relatively thick. Measuring point 10 may be influenced by the 
higher velocities of the boundary layer. In general, the predicted velocities 
show differences with the measured velocities in the same order of magnitude 
as the differences which appear between measured velocities at different 
positions above the slope in the same cross section. The results prove that the 
numerical model ODIFLOCS predicts velocities rather good although differ- 
ences of about 35% occurred sometimes. Figure 9 and 10 show the results of 
two comparisons. Figure 11 shows differences for a wave height of 0.099 m 
and a period of 2.1 s in measuring point 10. This combination gives a differ- 
ence with the measurement of 10.4% which gives a representative impression 
of the deviations. 
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T-1.g«H-q.17giTi;Tlnw »wfa «tx-l.2Pm. 
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Figure 9  Comparison of the measured velocity with ODIFLOCS results 
point 10. 

T-2.1g;H-O.P89m: Tlma satto at x-1.29m. 

Figure 10  Comparison of the measured velocity with ODIFLOCS results 
point 10. 



1664 COASTAL ENGINEERING 1992 

4.3      Calculated extreme velocities 

The comparison between the measured velocities and the calculated 
velocities give a fair agreement. Therefore, it is interesting to compute the 

maximum velocities 
appearing somewhere 
along the slope. The cal- 
culated maximum 
velocities show that the 
maximum upward 
velocities (U-max) are 
higher than the 
maximum downward 
velocities (U-min). 
These extreme velocities 
appeared to be just 
below the still water 
level. Only for the com- 
putations with the 
relatively high wave 
heights, the extreme 
velocities U-min were 

found further down the slope. For these three cases local maximums occurred 
just below still water level. 

MAXIMUM VELOCITIES 

T H Umax Umin x-Umax x-Umin 

1.5 0.117 1.33 

1.61 

2.01 

0.94 

1.55 

2.02 

0.87 

1.53 

2.02 

-0.52 

-0.69 

-0.92 

-0.50 

-0.71 

-0.93 

-0.49 

-0.70 

-0.95 

-0.03 

-0.03 

-0.03 

-0.03 

-0.09 

-0.06 

0.03 

-0.12 

-0.12 

-0.03 

0.00 

-0.48 

-0.09 

-0.06 

-0.69 

-0.12 

-0.09 

-0.81 

0.150 

0.208 

1.8 0.097 

0.140 

0.198 

2.1 0.099 

0.142 

0.195 

Table 6 Maximum velocities with the positions 
along the slope. 

5 CONCLUSIONS 

Although the measurements were carried out for "regular" waves, there 
were variations in the heights of consecutive waves and also in the maximum 
velocities for each wave. 

On this background the conclusion from the few comparisons we have 
made between the ODIFLOCS calculations and the measurements are that there 
is a fair agreement between the measurements and the calculations except in 
measurement point 08. The velocities in measurement point 08 are as previous- 
ly remarked possibly influenced by proximity to the stone cover layer. 
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CHAPTER 127 

RUBBLE-MOUND BREAKWATER STABILITY 
RESULTS OF IN-SITU MEASUREMENTS 

ir. L. Van Damme l 

dr. ir. J. De Rouck 2 

ir. D. Vermeir 3 

ABSTRACT 

When the construction of the Zeebrugge Outer Harbour 
was  finished  a  full  scale monitoring  system was 
realized as a part of the global monitoring and 
inspection programme. 

The monitoring system was designed to follow the water 
level- and the water pressure fluctuation inside and in 
front of the breakwater. 

A general description is given of the instrumentation 
of a section of the NW-breakwater followed by a global 
overview of the data-acquisition system and off-line 
data processing. 

Results from the primary analysis of the raw data of 
relevant storm measuring sessions are presented. 

1.  INTRODUCTION 

In 19 89 the construction of the breakwaters of the 
Zeebrugge Outer Harbour was finished. The breakwaters 
are of the rubble-mound type with open crest (without a 
concrete parapet wall). Figure 1 shows a typical cross- 
section. Some quantities involved in the construction 
of the breakwaters are approximately : willow 
mattresses :  1.1 Mm2  ; quarry stone's :  11 Mtons ; 

1 Ministry of Public Works, Coastal Department, Ostend, Belgium 
2 Harbour and Engineering Consultants HAECON N.V., Ghent - Ghent 

University, Belgium 
3 Harbour and Engineering Consultants HAECON N.V. , Ghent, Belgium 
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concrete   cubes   25   t    - 
15   ton   :   11,000  units. 

30    t 60,000    units 

1667 

Haros® 

Figure 1. Cross-section of the breakwater 

Once the construction of the breakwaters was finished, 
the principal organized an inspection, monitoring and 
maintenance programme of the new breakwaters. Such a 
programme is a standard rule in the management policy 
of the Ministry of the Flemish Community regarding 
major infrastructure works. 

The monitoring and inspection programme is based on a 
complete design file and is composed of the following 
parts : 

(a) 

(b) 
(c) 

(d) 
(e) 

(f) 

visual control of the armour layer, the crest of 
the breakwater and the filter construction next to 
the road ; 
topographic measurements ; 
bathymetric  soundings  of  the  different  zones 
surrounding and inside the harbour ; 
aerial remote sensing of the armour units ; 
side scan sonar recordings of the underwater armour 
layer and the wave breaking carpet and berms ; 
evaluation of the hydraulic design conditions on 
the basis of data collected by five measurement 



1668 COASTAL ENGINEERING 1992 

stations and seven wave-buoys in the surroundings 
of the harbour ; 

(g) evalation of some design hypothesis by means of an 
instrumentation of a section of the NW-breakwater. 

The last item of this programme, the NW-breakwater 
instrumentation, makes it possible to collect reliable 
prototype measurement-data. As such, it is an important 
step forward to a more reliable design of rubble-mound 
breakwaters. 

2.  AIM OF THE NW-BREAKWATER INSTRUMENTATION 
PROGRAMME 

The whole infrastructure was designed to measure, to 
follow the water level- and water pressure fluctuation 
inside and in front of the breakwater. Knowledge of 
these phenomena are important on the one hand with 
regard to the stability of the armour layer and on the 
other hand with regard to the overall slope stability 
of the breakwater. 

At several occasions the importance of water pressures 
inside the armour layer on the hydraulic stability of 
the armour units has been emphasized. To our knowledge 
less attention has been paid to the influence of the 
water pressure fluctuation on the overall slope 
stability. We will focus our attention to this item. 

With regard to the water level fluctuation and 
especially the influence on the slope stability one has 
to distinguish between two loading situations : 
A. slope only subjected to tides (e.g. inner slope of 

a breakwater) 
B. slope subjected to tides and waves. 

For case A one can assume that the pore pressure is 
hydrostatic with regard to the still water level 
(S.W.L.). Regarding the high permeability of the 
breakwater material the S.W.L. in the core will be the 
same as in front of the breakwater. The low water 
situation is the most critical one. 

For case B (tide and waves) the water level in front of 
the breakwater varies over several meters in a few 
seconds. As a result hydrodynamic pore-pressures will 
be generated in the armour layer, under-layer and 
breakwater core. Harlow E.H. (1980), Barends F.B.J. et 
al. (1983) and others state that these hydrodynamic 
pressures played an important role in the destruction 
of some bigger rubble-mound breakwaters (such as Sines, 
Bilbao, Tripoli, Arzew, ...). 
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Literature review revealed only limited information 
with regard to research work on the water pressure 
fluctuation inside the breakwater : some researchers 
have tried to solve the problem using mathematical 
modelling, others worked on physical models. 

Before discussing in more detail the results of the 
modelling we draw the attention on the set-up which 
occurs in the breakwater core (fig. 2). This set-up is 
predominantly caused by the geometry of the slope : 
inflow of water through AC (at maximum run-up), outflow 
through AB (at maximum run-down). This difference in 
surface, together with the longer way which has to be 
passed through by the water particles during outflow 
cause a surplus of water with an internal set-up of the 
water level as a consequence. 

WAVE  CREST 
T 1 ,s,     \     1 

S.W.L / \ //TT?*^c^ 

WAVE  TROUGH V. /     H 
B>^s 

\ 
1 

y 

Q 
X 

A t 

H = 10m T=10s         D=10m 

T = 40" K=0,1n7s     n=0,3 

l = 16m 

case 1   S,    =  0,10  D 

case 2 S2   =   0,22   D 

Figure 2. Internal set-up due to wave action (Barends, 
1985) 

a)  Mathematical models 

The water level fluctuation inside a breakwater is 
determined by the still water level S.W.L., the 
internal set-up and an internal wave. The S.W.L. is 
defined by the design conditions. 
The internal set-up depends on the permeability of the 
materials and the width of the breakwater at the S.W.L. 
Barends F.B.J. (1985) finds a set-up up to 0.25 D (D = 
water depth in front of the breakwater). The set-up 
becomes important, especially when a sand fill has been 
placed at the inner side of the breakwater. Barends F. 
B.J. et al.  (1983 and 1985) and Hannoura A.A. et al. 
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(19 85) present the model HADEER : this model calculates 
the horizontal water movement in and through the coarse 
core-material, caused by regular waves acting on the 
seaward slope of the breakwater. The main results of 
the published data are : 

the finer the core material, the higher the set-up 
and the higher the damping (= the lower the wave 
amplitude at the leeside) ; 
the higher the incoming wave, the higher the set-up 
; the damping is not influenced by the magnitude of 
the incident wave. 

b)  Physical models 

Depending on the scale of the physical model one can 
distinguish models with normally applied scale (scale 
model less than 1,0 m high) and the so-called big scale 
models. 

Considering scale models with normally applied scale, 
the most relevant results were found in Gunbak A.R. 
(1976) and Simm J.D. et al. (1988). 

The main results of Gunbak's experiments are : 
mean water level inside the breakwater core is 
clearly higher than S.W.L. . 
the water level fluctuation decreases while moving 
to the centre of the core; 
the water pressure inside the core increases when 
finer core material has been used. 

Simm J.D. et al. find : 
the set-up is proportional to H2T, so closely 
related to the wave energy ; 
the damping of the fluctuation inside the core ; 
the pore pressure in the middle of the breakwater 
varies almost hydrostatically. 

Considering the so-called big scale models, Burger W. 
et al. (1988 and 1990) report the results of tests 
carried out in the Groszen Wellen Kanal (G.W.K.) at 
Hannover. In the G.W.K. they have built a breakwater of 
ca. 4.00 m high on a sandbed of ca. 1,50 m thick. 

When analyzing into detail one finds that the results 
of Burger et al. confirm some results of Simm et al. : 
the water pressure varies almost hydrostatically in the 
centre of the breakwater core. 

To our knowledge only few attempts have been made to 
measure the pore water pressure fluctuation in a 
breakwater on site, e.g. Hakimi et.al. (19 84) describe 
the instrumented breakwater at Jorf Lasfar (Morocco). 
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Only preliminary results are available. They find a 
rather high damping even in the seaward borehole, which 
is located close to the axis of the breakwater. However 
they have used open pipes instead of pressure 
transducers. 

The foregoing emphasizes the lack of results, 
especially full-scale results, with regard to the water 
level and pore water pressure fluctuation inside a 
breakwater. By reviewing some literature we focussed on 
data which are useful to analyze the overall slope 
stability. We assume that a review focussed on the 
armour layer stability will lead to a comparable 
conclusion. 

Yet, in 1983, at the opening session of the "Coastal 
Structures Conference" held in Washington D.C., A.W. 
Price stated that the common approach for the design of 
rubble mound breakwaters (based on mathematical and 
physical modelling) was not sufficiently funded on 
measurements on full scale operational breakwaters and 
that there was a serious lack of knowledge about the 
real phenomena of energy dissipation inside the 
different parts of the rubble-mound breakwater. 

The main final objectives of the herein presented 
instrumentation programme are : 
1) Acquire a better understanding of the geo-hydraulic 

phenomena and parameters affecting the overall 
stability and behaviour of the armour layer of 
rubble-mound breakwaters subjected to random wave 
attack. 

2) Development of simulation techniques of these 
phenomena on physical models, leading to higher 
reliability in model tests. 

3) Particular attention will be paid to the 
determination of the real forces acting on the 
amour units and the real hydraulic pressure set-up 
in the breakwater core and foundation layers. 

These goals can't be achieved all at once. So in a 
first phase, we intend to collect data, interprete and 
implement these data in order to be able to provide 
basic full scale data for : 

the calibration of mathematical models ; 
the  elaboration  of  a  more  comprehensive  and 
adequate scaling method in physical modelling. 

3.  INFRASTRUCTURE 

A measurement jetty of ca. 70 m long has been built on 
a steel pile at the toe of the breakwater and on a 
support on top of the breakwater (fig. 1). 
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Six boreholes have been drilled : four vertical 
boreholes (3, 4, 5 and 6) in the core and partially in 
the armour layer and two oblique boreholes (1 and 2) in 
the core, underneath the armour layer. Galvanized steel 
casings are placed in these boreholes. These casings 
are perforated in order not to disturb the overall 
permeability. In these casings part of the instruments 
are placed. 

The casings reach the clapped sand. Doing this way it 
is possible to place pore water pressure transducers in 
the clapped sand underneath the breakwater toe. 
Knowledge of the variation of the pore water pressure 
in this area is very important for the overall slope 
stability. 
The results of a measurement campaign and an evaluation 
of their influence on the overall slope stability can 
be found in De Rouck (1991). 

A data acquisition system confined in an airconditioned 
20' container is placed on the lee-side of the jetty at 
the landward side of the service road. 

The steel pile and the bridge over the armour layer, is 
used to install measuring equipment. 

4.  MEASURING EQUIPMENT 

The main considerations kept in mind during the 
selection of instrument layout and instruments 
themselves were : 

good reliability to marine environment and wave 
action ; 
good accessibility for instrument installation and 
maintenance ; 
provision of reliable power supply. 

The instrumentation was directed to the measurement and 
observation of the following phenomena : 

wave characteristics in front of the breakwater up 
to 250 m seaward, and at greater distances {ca. 3 
km) ; 
tidal currents and orbital velocity (3 axes) at the 
toe of the armour layer ; 
water level and water pressure  fluctuation at 
several points in front of the breakwater, in the 
armour layer and in the core ; 
air pressure in the upper part of the boreholes 
underneath the service road of the breakwater ; 
impact pressure on all faces of armour units ; 
video observation of the uprush and downruch of the 
waves on the armour layer. 
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The following equipment has been installed : 
- wave-rider buoys : 2 
- infra-red wave height sensor : 1 
- pressure transducers : 11 
- electrical analog step-gauge : 3 
- electrical digital step-gauge : 1 
- video camera : 2 
- 3D ultrasonic current meter : 1 
- temperature meter : 1 

The location of the sensors is indicated on fig. 3. 

B+^J!J> 

BUOY     6U0Y 
/ waveriderl/wovendeM     Three dimensional 
\ or wovecAor wavecj     ultrasonic curent 

meter 

HI? ii? lUffnL- 

contains also a pressure ^ 
and temperature meter     -ry^ 

Figure 3. Location of the sensors in the measurement 
jetty 

All instruments are controlled by a data acquisition 
system and scanned at variable frequencies, with a 
maximum of 5 0 for the dynamic wave impact on the armour 
units. The system permits a visual control of the 
signals and dumps the accumulated data into a hard disc 
memory. After a measuring session the data are 
transferred to tape cassettes for further off-line data 
processing. 

Fig.  4  is giving a global overview of the data- 
acquisition system and the off-line data processing. 
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21 digital values of 
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* Buffering the information 
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21 

* Collecting all the data 
of the in-sifu measurements 
in a special database 

* Displaying the measurements 
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OFF-LINE PROCESSING 
OF THE MEASUREMENTS 

  OFF-LINE DATA 
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2E 
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the measurements 

« Reporting bf the results 
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•Database with processed 
information for further 
specific analyses 

Figure 4. Global  overview  of  the  data-acquisition 
system and off-line processing 

A basic software package has been established to 
reorganize the data in an appropriate database, to 
calibrate and scale the raw data, to produce graphical 
output (time plots and instant profiles) and to perform 
the specific analysis of some variations in selected 
significant time intervals. Experience has shown that 
this basic package has to be revised and upgraded 
continuously in parallel with the interpretation, 
further analysis of the results and orientation of the 
research. 

In normal weather conditions a watch-dog programme is 
running continuously on the computer system to check 
all sensors. In order to be aware of major storm 
weather conditions a special prewarning procedure has 
been elaborated. The oceanographic hydro-meteo station 
at Zeebrugge is making special forecasts with a preavis 
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(stand-by) of 48, 24, 12 and 6 hours to the responsible 
scientist. At this moment the decision is taken to 
measure or not. In the positive case the programme is 
loaded for the start of a continuous measuring session 
during maximum 17 hours. 

5.  RESULTS 

Relevant storm measuring sessions were performed during 
the storm periods of March 1988, March-April 1989 and 
January-February 1990. 

These sessions did provide the raw data for a primary 
analysis which revealed very promising results. All 
data and results were stored in a well structured 
database and are partially reported. A primary 
interpretation did reveal some interesting phenomena, 
e.g. about the components of the waves in front of the 
rubble-mound breakwater and the damping of these waves 
in the core. 

As an example : on 26.01.1990 measurements were carried 
out for several hours during a storm. An excerpt of the 
measurements is given on fig. 5. The wave height of the 
incident wave was 3.30 m. From this figure it can be 
concluded that the incoming wave is propagated into the 
core of the breakwater at least to sensor K19 which is 
installed in borehole 4. Even the signals registered by 
sensor K21 (borehole 5) and K22 (borehole 6) show some 
damped wave action. 

To detect any damping of the waves with increasing 
distance from the slope of the breakwater the double 
amplitudes A^i of the measured waves at each location 
are compared with the wave height of the incident wave 
Ainc.w- Tne mean results are given in table 1 and are 
represented on fig. 6. 

Sensor AKi (m) 
A 

K13 1.90 0.58 
K16 1.30 0.39 
K17 1.27 0.38 
K19 0.50 0.15 
K21 ca. 0.30 0.09 
K22 ca. 0.20 0.06 

Table 1 : Damping ratio of sensors placed 
in the six boreholes 



1676 COASTAL ENGINEERING 1992 

METER 
6. 

5.5 

5. 

4.5 

4. 

3.5 

3. S       0.00 5.00 10.00 15.00 20.00 25.00 30.00 
39     0 39   15 39  30 

MIN S 

5. 

4.5 

5. 

4.5 

4. 

5. 

4.5 

5. 

4.5 

5 

4.5 

/s r\ f \   , /"\    K16                 j"- 

\j    \^ u—^2 '              ^ 

/A 

/           \                  ^ 
/*    \M7              7^" 

,/      V / \_/ 

^_ K19 

-^-v^                      '^ ^              "V^_^ 

^MA#^^^ 

K22/ 

Figure 5. Example of propagation of an incident wave 
into the core of the breakwater 
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Figure 6. Cross-section of instrumented breakwater and 
example of wave damping 

Pressure meter K13 is placed at the LW-level and 
approximately on the interface between the 1-3 ton 
filter layer and the core. At the location of K13 the 
amplitude has decreased to ca. 1.90 m, due to damping 
in the armour layer and underlayer. 

6.  CONCLUSIONS AND PERSPECTIVES 

The first results of the breakwater instrumentation 
have proved the reliability of the system to collect 
full scale data. However more elaboration and 
interpretation is needed to clearly identify and 
extract the basic information. 

The complexity of the phenomena and the considerable 
investments involved make it necessary to look for 
future international cooperation. 

As the available infrastructure in Zeebrugge is unique, 
it can also be used for testing of marine instruments 
and measuring sensor packages actually under 
development. 
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CHAPTER 128 

A UNIVERSAL ANALYSIS FOR THE STABILITY OF BOTH LOW- 
CRESTED AND SUBMERGED BREAKWATERS 

C. Vidal1, 
M.A. Losada1, 
R. Medina1, 

E.P.D. Mansard2 

G. Gomez-Pina3 

Abstract. 

Three-dimensional physical models of detached rubble- 
mound breakwaters have been built with separate Total 
Section, Front Slope, Crest and Back Slope sections. The 
stability responses of the armor units of this sections 
have been tested using irregular waves and differents 
freeboards. 

The stability curves relating the level of damage, the 
stability number, Ns, and the freeboard, have been obtained 
for each one of the different sections defined on the 
breakwaters. A distinct behaviour of the different sections 
have been found. The curves that plot the stability number 
against the freeboard for a given level of damage shows a 
minimun for a intermediate freeboard for the Crest and Back 
Slope sections. The total section stability response is a 
combination of the response of each one of its components. 
As a consequence, relative minimums of stability may appear 
for intermediate freeboards, due mainly to the contribution 
of the Crest failure to the total stability. 

1 Ocean & Coastal Research Group, Santander, Spain. 

2 National Research Council, Ottawa, Canada. 

3 Direccion General de Costas, M.O.P.T., Madrid, Spain. 
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Introduction. 

Low-crested and submerged breakwaters are designed to 
allow the transmission of a significant amount of wave 
energy due to overtopping. Conventional breakwaters have 
the traditional multi-layer cross-section. Reef breakwaters 
are low-crested or submerged breakwaters composed by a 
homogeneous rubble. 

Because of the overtopping, the flow over the front 
slope section of the breakwater attenuates as the freeboard 
decreases and the weight of the armour stones on the front 
slope can be significantly reduced, as proposed by Van der 
Meer (1988) . However, the crest and back slope armour units 
may need increased weight to withstand the wave forces 
caused by overtopping. The combination of increasing 
stability on the front slope and the decreasing stability 
on the crest and back slope can lead to stability minimums 
in intermediate positive freeboards, as suggested by Ahrens 
et al. (1990) . Losada et al. (1992) used experimental 
velocity data and analytical values, obtained from 
Kobayashi et al. (1987, 1990), to show that the minimum 
stability of crest units occurs when the crest is at the 
mean water level. Experimental studies of the U.S. Army 
(1965), Raichlen (1972), Magoon et al. (1975) and Walker et 
al. (1976), suggested that the Back Slope section of 
low-crest breakwaters is more susceptible to damage than 
the seaward slope. 

The aim of this paper is to establish that the 
different sections of the breakwater trunk have very 
diverse stability response to a sea state condition and 
that the behavior of the Total Slope section, (generally 
the only probed in two-dimensional model tests), reflects 
the stability response of each section component of the 
breakwater trunk. A complete description of this study is 
described in Vidal et al. (1992). 

Damage criteria. 

The average erosion area, Ae and the number of 
displaced units, N are usually used to describe the damage 
in the breakwater tests. The values of these variables do 
not give complete information of the state of damage of the 
breakwater, because they depend upon the geometry of the 
study sections. To relate the state of damage of a section 
of the structure with the values of these variables, it is 
necessary to define some general damage criteria. 

Losada et al. (1986) defined three different degrees 
of armour damage that can be recognized by visual 
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assessment. These are: Initiation of Damage, (ID), 
Iribarren's Damage, (IR) and Destruction, (D). Recently, 
Vidal et al. (1991) proposed and aditional damage level 
called Start of Destruction, (SD). These global damage 
definition will be used in the following. Relations between 
the S parameter and the damage level will also be given 
(see Table 3) in this paper for the different sections 
tested. 

Experimental set-up and data analysis. 

Experimental set-up. 

The physical tests were carried out at the Hydraulics 
Laboratory of the National Research Council, Ottawa, 
Canada. 

Plan vi«w 

Figure 1. 

The net area used in the facilities was 34x14 m2. 
Figure 1 shows a plan view of the experimental set-up. A 
1.5 meter-wide channel was constructed on one of the sides 
of the basins. In the side walls near the model heads, five 
modules of upright wave absorbers were placed in order to 
dissipate the diffracted energy from the model. On the side 
opposite the wave board, a 1/15 sloped gravel beach was 
built in order to ensure an efficient dissipation of wave 
energy. Excluding the gravel beach, the bottom in all the 
testing area was kept horizontal. The models were placed 
with their longitudinal axis paralel to the wave board. A 
distance of approximately 5 m between the rear toe of the 
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breakwater and the front toe of the rear gravel beach was 
available to monitor the transmitted and diffracted wave 
energy. 

Figure 2. shows a plan view of the models. A steel 
frame covering the upper 0.3 5 m of the breakwater was 
built. Using this frame, the structure was subdivided into 
six components, four trunk- and two head-sections. The 
trunk sections, 0.5 m long each, were: Front Slope, (FS), 
Back Slope, (BS), Crest, (C) and Total Slope, (TS). The 
remaining parts of the breakwater sections, which were not 
included in these sectors were covered with a steel mesh 
having square openings of lxl cm in size. This prevented 
any motions or damage to these parts without changing the 
flow characteristics through and over the structure. 

545 

470 

-Js^" Js^terete."" -fe- -r"fer*l"-Js[ 

m 

Incident Wav» 

Figure 2. 

The breakwater cross-section was composed of a 
permeable core armoured with two layers of rocks which were 
carefully selected in term of weight. Some main 
characteristics of the armour and core stones are provided 
in Table 1. In order to assure easy tracking of the armour 
units displacement, a colour coding was deployed. All the 
slopes of the trunk and heads were 1:1.5 and the crest 
width was equivalent to 6»Dn50 and therefore, approximately 
0.15 m. The water surface elevations of sea states were 
measured at eleven different locations as shown in Figure 
1. 

Before and after every test profiling, VCR pictures 
and color photographs were taken in order to assess the 
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damage. During the wave generation period of each test, VCR 
pictures were taken to survey the evolution of the damage. 
The profiling of the breakwater cross-sections was 
performed using a electro-mechanic profiler. Nine profiles, 
0.05 m apart, were taken for each trunk sector. 

PARAMETER ARMOUR CORE 

Dn)5 cm 2.37 1.64 

D„j0 cm 2.49 1.90 

D„85 cm 2.64 2.24 

Px g/cm3 2.65 2.65 

Ps 
0.45 0.44 

TABLE 1: Model rubble characteristics 

The one hour time series were synthesized using the 
Random Phase Spectra Method. The synthesized time series 
had JONSWAP spectra with two different peak periods (Tp= 
1.4 and 1.8 s) having a peak enhancement factor of c = 3.3 
and variable cero-moment wave height Hmo. 

TEST  NUMBER a, l»c TP 
Hmo 

cm cm sec cm 

1,4,5,2,3 40 40 1.4 5,8,8,10,13 
13 60 60 1.4 15 
9,6,7,8 45 40 1.4 8,10,13,15 
14,15 65 60 1.4 15,18 
12,10,11 38 40 1.4 8,10,12 
16,17 58 60 1.4 5,18 
18,19,20,21,22,23 56 60 1.4 5,8,10,13,16,19 
24,25,26,27,28,29 54 60 1.4 6,8,10,12,14,16 
30,31,32,33 58 60 1.8 6,9,12,15 
34,35 54 60 1.8 8,11 

TABLE 2: Target parameters for the stability tests. 

A total of 35 tests were carried out. The relevant 
target parameters of these tests are summarized in Table 2. 
The damaged breakwater sections were rebuilt after each 
test. 

Data analysis. 
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The wave data from the probes was subjected to 
spectral, SIWEH, zero crossing and probability distribution 
analysis. The data collected from the three probes in front 
of the sea side of the test structure was subjected to 
reflection analysis. 

The global damage figure for each part of the 
breakwater was obtained from the visual inspection of the 
model after the test. The final figures for the relation 
between the global damage levels and the S parameter was 
obtained after the tests and is given in Table 3. To assess 
the number of units displaced during each test, still 
colour photographs and video pictures were taken before and 
after the test. 

SECTION 
DAMAGE 

TS C BS FS 

ID 1.5 1.0 0.5 1.0 

IR 2.5 2.5 2.0 2.5 

SD 6.5 5.0 3.5 4.0 

D 12.0 10.0   9.0 

TABLE 3: Approximate 'S' minimun threshold values for the 
different definitions of damage and breakwater trunk 
sectors. 

If Nex is the number of units displaced in a trunk 
sector of length X and porosity Ps, the following 
expression, was used to translate this number into an 
equivalent visual damage parameter, Sv: 

Sv=Nex.Dn50/((l-Pa).X) (1) 

Using the data from the mechanical profiler the 
average profile for each section of the breakwater before 
and after each test was calculated and the eroded average 
area, A6, was derived. The adimensional damage parameter 
'Sp' was evaluated from this eroded area, Ae, using the 
expression: 

Sp=Aj (Dn50)2 (2) 

Using the indicated procedure, four values of Sp and 
Sv, corresponding to the four trunk sectors were obtained 
for each test. 
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Discussion of stability results. 

To represent an overall dimensionless sea state 
parameter, the stability number, Ns, was used: 

Ns=Hs/(A.Dn50) (3) 

Where A = (pr - p)/p. It was decided to classify the 
results according to the values of the adimensional 
freeboard, Fd=F/Dn50, where F is the breakwater freeboard, 
F=hc-ds. For a given breakwater, water depth, time domain 
characteristics of incident waves and sea state duration, 
the damage should be a function of the stability number and 
the adimensional freeboard: 

S=f{Ns,Fd) (4) 

For fixed damage levels, S=S0, this function can be 
represented in a bidimensional plot relating the stability 
number  for this damage level, Nso, with the freeboard: 

S=f0(Fd) (5) 

If this function has a minimum for a given freeboard, 
this freeboard will give the minimum stability for the 
corresponding section of the breakwater. 

Comparison between damage levels. 

In the following plots of the stability results Fd-Ns 
for each one of the trunk sections will be presented. Each 
set of data will be related to a global damage level. 

- Front slope section 'FS': 

Figure 3 plots the stability results for the 'FS' 
section. The lines drawn at the right correspond to the 
limiting Nsvalues for each line, taken from Van der Meer's 
(1988) data of non-overtopped breakwaters. 

The curves fitted to each set of data in Figure 3 are 
straight lines suggesting a linear relation between the 
freeboard and the stability number for each damage level. 
The minimum value for a given damage level always 
corresponds to the non-overtopped breakwater. The values of 
Na for initiation of damage and destruction are closer for 
the positive than for the negative freeboard or that the 
section is more brittle for the positive freeboards. The 
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freeboard of minimum stability increases as the level of 
damage increases. This is because the minimum stability 
corresponds to the non-overtopping condition and if the 
wave height increases to attain bigger damages, the 
freeboard for non-overtopping must also increase. 

FRONT SLOPE SECTOR 

i iiiiiiiiiiiiiiiii i i i i ii i ii i i i i i i i 

-a  -2  -l  o   l   2       a   4 
ADIMENSIONAL FREEBOARD, Fd 

Figure 3. 

Any damage in the breakwater that decreases the 
freeboard will cause better stability conditions in the 
'FS' section. As the deformation of the 'FS' section due to 
damage also improves its stability, the result is that the 
'FS' section in low-crested breakwaters is always in a 
stable condition (any damage increases the stability of the 
section). 

- Crest section, 'C. 

Figure 4 despicts the results for the 'C section. The 
curves that fit the data are 2nd order parabolas. 

For a given damage level, the freeboard of minimum 
stability is found slightly below the zero freeboard. The 
minimum of stability moves somewhat to the negative 
freeboards as the damage level increases, indicating the 
effect of the increasing wave height. The slope of the 
curves for positive freeboard is higher than for negative 
freeboard. That implies that the 'C section increases its 
stability faster with the increase of positive freeboard 
than with the decrease of the negative freeboard. When the 
freeboard is positive, the armour units removed from the 
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Crest section by the waves are mainly carried with the 
forward movement of the waves to the 'BS' section. When the 
freeboard is negative, a higher proportion of armour units 
are carried to the front slope with the backward movement 
of the waves, due to the increase of the symmetry of the 
flow over the crest as the freeboard decreases. The 
proportion of units that moves to the FS or to the BS 
depends also on the wave height. 

CREST SECTOR 

onoanID 
4AAA4IR 
OafcOtf SD 

T~T  i  i  |  i  r~i  i  |  n  n  |  i  i i  i  |  i  i  n  |  i  r~ 
-2-10 1 2 3 

ADLMENSIONAL FREEBOARD, Fd 
-3 

Figure 4. 

Taking into account only the freeboard, the Crest 
section is in an unstable situation for positive 
freeboards: when the damage reduces the freeboard, the 
stability decreases. Figure 4 shows that the crest section 
is not more brittle for positive than for negative 
freeboards. The factors that compensate the decrease in 
stability due to de reduction of the crest height should be 
the increase of the width of the crest and the change in 
the crest slope that results from this reduction of crest 
height. 

- Back slope section, 'BS' 

Figure 5 plots the results for the 'BS' section. Due 
to the high stability of this section, only the Initiation 
of Damage has enough information to show the complete 
trend. The fitted curve is a 2nd order parabola that has its 
minimum in a Fd value between 1 and 2. The other curves for 
higher levels of damage must have their minimums for higher 
freeboards and stability numbers. Extrapolating the trend 
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of the curves for Iribarren's Damage and Starting of 
Destruction, and assuming that they are parabolas it can be 
concluded that the a high brittleness could be expected. 

The behavior of the 'BS' section can be explained by 
the characteristics of the flow over the armour. For 
negative freeboards, the waves go over the crest and break 
(backward and forward) on the water that protect the back 
slope armour units. When the crest emerges, the water jet 
starts to impinge over the back slope armour units and the 
stability continues to decrease because the flow works with 
gravity to move the armour units. With the crest emerged, 
a minimum Ns is necessary for the initiation of overtopping 
and the origin (S=0) of the line Ns-S moves to higher Ns. 

BACK SLOPE SECTOR 

i i i i i i i i i i i i i i i i i i 
-2-10 1 

ADIMENSIONAL FREEBOARD, Fd 

Figure  5. 

The distribution of damage in the 'BS' section is more 
irregular than in the other sections. The shape and 
concentration of the water jet that impinges over the 'BS' 
creates areas where the damage is concentrated. Because of 
that, the values of S for a given damage level are smaller 
in this section than in the others (see Table 3). 

- Total slope section, 'TS'. 

Figure 6 shows the results for the 'TS' section. The 
horizontal lines at the right of the figure indicates the 
values of Ns for the different damage levels corresponding 
to the non-overtopping case, obtained from Van der Meer 
(1988). Instead of the straight lines of the 'FS' section 
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(Figure 3), the best fits are 2nd order parabolas with a 
minimum corresponding to the freeboard of non-overtopping. 
The interaction between the damage on the sections, 
particularly between the Crest and the Front Slope, 
produces relative minimums in the curve Fd-Ns. This complex 
behavior is the cause of controversy about which is the Fd 
of minimum stability. 

TOTAL SLOPE SECTION 
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Figure  6. 

The separation between the curves for the different 
damage levels is slightly minor in the positive freeboard 
range. This is due to the increase of brittleness for the 
positive freeboards in the Front Slope section. This 
brittleness is maximum for the non-overtopping case. 

Comparison between sections. 

The comparison between sections can be performed for 
fixed damage levels. As a representative example, the 
comparison for Iribarren's damage is discussed here. 

Figure 7 plots the stability results Fd-Ns for 
Iribarren's Damage. Each set of data represents a different 
breakwater trunk section. The fitted curves are the same as 
used in Figures 3 to 6. 

The 'FS' section is the least stable for Fd>0.5. For 
Fd<0.5, the 'C section is the least stable of the trunk 
sectors. The Back Slope section is the most stable section 
of the breakwater for Fd<2.0. For Fd>2.0, the Crest section 
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is the most stable. For this reason, if the freeboard is 
high and the armour of the Crest is the same as the Back 
Slope,  the damage can start in the Back Slope and 
desegregate the Crest. 
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Figure 7. 

The curve corresponding to the 'TS' section reflects 
the influence of the damage in all its components: for high 
positive freeboards, it behaves like the 'FS' section and 
for negative freeboards, it approaches the 'C curve. 
Because the Crest section is more stable than the Front 
Slope for Fd>0.5, the damage produced on the crest region 
of the 'TS' section is mainly caused by the spreading of 
the damage from the seaward slope to the crest. Several 
tests with positive freeboards have reported Destruction of 
the crest region of the 'TS' section while the Crest 
section had only Initiation of Damage. This damage on the 
crest region of the 'TS' was also attained for high 
positive freeboards due to the spread of the damage in the 
landward slope, because in these cases, the crest region is 
more stable than the back slope region. 

Conclusions and recomendations. 

The damage in a low-crest or submerged breakwater is 
the response to the different flow and stability conditions 
that support the armour units in the differents sections of 
the breakwater. The different sections of the breakwater 
have distinct stability responses to a sea state condition. 
The behavior of the Total Slope section, (generally tested 
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in conventional model tests), reflects the stability 
behaviour of each section component of the breakwater 
trunk. If the objective of the model tests is to optimize 
the armor weight to obtain a similar security condition in 
each part of the breakwater, the stability curves for each 
section should be determined. 

The stability of low-crested rubble-mound breakwaters 
is very dependent on the freeboard. This implies that, any 
comparative evaluation of breakwater stability should be 
based on low levels of damage such as Iribarren's Damage or 
lower. Higher level of damage could affect the crest level 
of the structure, thereby, affecting the stability and 
performance characteristics. 

More experimental and theoretical work is necessary to 
establish the influence of other variables held constant in 
these tests: slope angles, crest width, type of armour 
units, etc. The high stability of the Back Slope section 
has impeded the completion of the stability curves for high 
levels of damage. 
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1.0 INTRODUCTION 

With the completion of the Eastern Scheldt storm surge 
barrier the Delta plan was realized. Herewith a period 
of the construction of large hydraulic engineering 
structures ended more or less. Therefore the interest in 
the optimal maintenance of the existing structures is 
growing and efforts are made to develop a theoretical 
basis for the planning of maintenance. 

In the field of mechanical engineering considerable 
progress has been made. Maintenance is defined as 
consisting of two activities inspection and repair. 
Inspection implies the observation of the state of the 
structure and repair the restoration of the structure to 
it's original state. 

Two main classes of maintenance are discerned: cor- 
rective and preventive maintenance. In this classi- 
fication only the last subclass contains inspection 
besides repair. When a corrective maintenance strategy 
is applied, the structure will be repaired after 
failure. In a preventive maintenance scheme the 
structure will be repaired at specified intervals 
defined in time or operational hours before failure 
occurs. In a more refined strategy the state of the 
structure is inspected at such intervals. On the basis 
of the inspection result the decision to repair is 
taken. 

1693 
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The optimal cycle of inspection and repair is found by 
minimization of the present value of the sum of failure 
costs, inspection costs and repair costs. In these 
optimization models simple probability distributions for 
the time to failure as the exponential distribution are 
frequently applied. Some times this constant failure 
rate model is refined by the use of a "bathtub" curve 
for the failure rate. 

Generally in mechanical engineering the failure rate is 
not related to the environmental conditions or loads. 
This paper studies if these theories can be applied 
directly to the maintenance of hydraulic structures like 
dikes, dunes, breakwaters, bottom protections or that 
further refinement is required. 

2.0 THE MAINTENANCE OF HYDRAULIC STRUCTURES 

The design of hydraulic structures is among others based 
on the analysis of the ultimate and the serviceability 
limit states (ULS and SLS respectively) that are typical 
for the structure at hand. Beside one class of ULS two 
classes of SLS can be discerned. 

ULS models the failure of the structure under extreme 
loads S 

SLS describes the deterioration the resistance R of the 
structure under the ever present loads. 

SLS analyses the functional performance of the 
structure under the ever present loads (e.g. 
limiting wave transmission for a breakwater. 

When maintenance is studied the first mentioned type of 
SLS needs special attention. As the deterioration due to 
SLS leads in many cases to an increased likelihood of 
the occurrence of the ULS over the lifetime [3] and thus 
to failure. The deterioration may be regularly 
redressed by systematic repair. The regular heightening 
of dikes in the Netherlands to neutralize the effects of 
settlement and sea level rise is an example. 

In hydraulic engineering the corrective maintenance 
strategy is generally not advised in view of the great 
risks involved when a dike, a breakwater or a bottom 
protection reaches an unsafe state due to ULS failure. 
The corrective maintenance strategy can only be applied 
to relatively unimportant parts of the structure that do 
not initiate overall failure. The maintenance of dike 
revetments in Holland gives an example. Every year 
during major storms minor parts of the dike revetment 
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are washed away. This poses no threat to the hinterland 
protected by the dike as a considerable reserve strength 
is hidden in the clay layers on which the revetments are 
mostly placed. After the storm the damage will be 
repaired before the next extreme high water occurs. 
In hydraulic engineering only preventive maintenance is 
advised in view of the high failure costs associated 
with the breach of a dike, the interruption of harbour 
activities due to breakwater failure. 

TIME 
BASED 

Fig.  1    Corrective  maintenance  and 
maintenance governed by various triggers 

preventive 

Several types of triggering preventive maintenance can 
be imagined (Fig. 1). The simplest alternative is time 
based maintenance which implies that the structure is 
repaired at fixed intervals. Use based maintenance is a 
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second alternative. Here the structure is repaired after 
a certain number of uses. A spillway can be repaired 
after a specified number of spills. 

Connected to this type is the load based strategy. Here 
repair is triggered if e.g. the sum or cumulative effect 
of the loads exerted on the structure over time exceeds 
a specified level. In the resistance based strategy the 
resistance or the state of the structure is inspected 
and repair is due when this variable falls below a 
specified minimum level. 

Due to the spatial vastness of hydraulic structures, the 
high cost of inspection and the often poor resolution of 
the (underwater) observations a strategic approach to 
inspection is necessary. The decision to start a 
thorough inspection of the state of the structure is 
based on the outcome of an observation of variables that 
provide an indication of the state to be expected in 
case of a full inspection. The observation of these 
proxy-variables is called monitoring. Monitoring of the 
time, the use, the cumulative load or the state will 
precede an expensive and elaborate inspection of the 
exact state of the structure. This principle is shown in 
Fig.2. 

MONITORING INSPECTION REPAIR 

time 
use 
cum. load 
state 

resistance 
or 
state 

Fig.2    Preventive maintenance with monitoring and 
inspection 

The steel gates of the Eastern Scheldt Storm Surge 
Barrier provide an example. The cumulative effect of the 
wave loads is monitored on a continuous basis. When the 
cumulation exceeds a certain level the nodes of the 
steel frame, supporting the water retaining surface of 
the gates, are inspected to measure growth of fatigue 
cracks. 

The way to choose between corrective and preventive 
maintenance and the various strategies comprised under 
the latter is depicted in Fig 3. If the consequences of 
failure are grave preventive maintenance is preferred. 
The second question is if a description of the de- 
terioration  process  is  known.  Without  such  a 
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CONSEQUENCE GOOD 
DETORIATION 

MODEL? 

NO STATE 
DEPENDENT 

FAILURE ORAVE 

SMALL YES 

CORRECTIVE 
MAINTENANCE 

CONTAINS 
EFFECT OF 
LOADING? 

NO  1   |   1  YES 
i 1 

TIME 
DEPENDENT 

USE 
DEPENDENT 

LOAD 
DEPENDENT 

deterioration 
model continuous 
monitoring and 
subsequent in- 
spection of the 
state is the only 
viable solution. 
If a good de- 
terioration model 
is available and 
if it contains the 
effect of loading 
on the process, Fig. 3 Choice between maintenance 
the monitoring of strategies 
the   cumulative 
load as a precursor to full inspection of the state 
seems the right alternative. If there is no clear 
relation between the loads and the deterioration the 
monitoring of time forms the only basis for the 
scheduling of inspections. The use based inspection 
strategy lies between these extremes. Many specialists 
assume that deterioration models for various hydraulic 
structures do not yet exist. Some reflection however 
shows that with slight adaptation the equations used in 
the SLS analyses provide excellent deterioration models. 
The calculation of the settlement of a dike, of the 
erosion of a bottomprotection, of scour behind a 
structure, of long shore transport on a berm breakwater, 
provide examples. The scour behind the bottomprotection 
of a discharge sluice can be predicted as a function of 
time via the current velocity, the turbulence and the 
D50, see [5] . The relatively slow scour process is 
however only a threat in sofar it may cause an in- 
stability of the foundation of the discharge sluice via 
a slide flow (ULS). The slide flow is initiated by a 
steep upper slope of the scour hole as is shown in 
fig.'s 4 and 5. The steep upper slope may be redressed 
by the dumping of gravel or sand as a maintenance 
measure. 

The value of inspection was analyzed for two types of 
SLS behaviour common in hydraulic engineering (Fig.6). 
The first type is characterized by a deterioration of 
the resistance R linear with time, as is the case with 
settlement and sea level rise. The derivative with 
respect to time is constant but uncertain. If an 
inspection is performed the derivative can be accurately 
estimated and a precise prediction of the resistance 
R(t) at some moment in the future can be provided. The 
value of the inspection is that the wide p.d.f. of R(t) 
existing before changes into a very narrow one after. 
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The behaviour of 
a dune under the 
continuous 
action of waves 
and wind, that 
is conveniently 
described by a 
random walk 
model [3] , con- 
stitutes the 
second type. Now 
the inspection 
provides the 
position of the 
dunefoot at t;. 
Due to the 
random walk 
character of the 
process the 
position of the 
dune foot at 
some future 
moment   can   only 

FLOW   SLIDE 

SCOUR   HOLE 

••.:SAN0: 

be predicted in ^- 4  Scour hole (SLS) leading to a 
. ^51 „~ „ *,„.•   flow  slide  (ULS)  threathenmg  the terms of a fair- 
ly wide p.d.f foundation 

Quite narrower however 
than before inspection. So 
generally speaking inspec- 
tion reduces the standard 
deviation of the pre- 
diction of the state of 
the structure in the 
future, for instance the 
planned moment of repair. 

The optimal intervals of 
inspection and repair can 
be evaluated by minimizing 
the expected value of the 
present value of the total 
cost. The total cost com- 
prises the cost of 
inspection, the cost of 
repair and the risk 
defined as the product of 
the probability of failure 
and the consequential 
damage D. Moreover the 

expected value of the present value of the total cost 
has to be taken as the various costs are stochastic 
variables. In the literature decisions are based on 

1 T 

| U.L.S. 
| (SLICE  FLOW) PrtFAILURE 

j 
CON- 

VOLUTION 

„J            U 
"^    1 

LOAD R(t) 

J 

S.L.S. 
(SCOUR) 

PrCAR) 

| 
CON- 

VOLUTION 

^ 
^    i 

^ 
LOAD K, 

Fig. 5  Relation SLS-ULS 
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expected 
values ne- 
glecting the 
variance of 
the total 
cost. Most 
decisionmakers 
are however 
risk averse. 
Therefore the 
study of the 
variance might 
be of interest 
for future 
studies. 

INSPECTION 

BEFORE    AFTER 

BEFORE AFTER 

Fig. 6  The value of inspection for two 
types of degradation processes 

3.0 EXAMPLES 

Some examples that were solved succesfully elsewhere 
where already mentioned. The linear degradation of the 
dikeheight by sea level rise and the regular heightening 
was studied in [2]. For the settlement of the dike, a 
logarithmic function of time, an analysis is given in 
[6]. The optimal interval of beach nourishment to combat 
the erosion of a dune, that can be modelled as a random 
walk process was studied in [3] and [7]. 

A fourth type describes the gradual deterioration of a 
bed protection or a berm breakwater that looses once in 
every year an uncertain amount of material due to the 
extreme load. Given the threshold character of the 
transport relation the transported amount is in many 
years zero and has some years a positive value causing 
erosion. The p.d.f. of the significant wave height and 
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the consequent p.d.f.   of longshore transport is given in 
Fig.   7. 

BERM   BREAKWATER 

Fig. 7 Longshore transport T 

In this paper a similar process leading to the degra- 
dation of the bottom protection (BP) behind a discharge 
sluice will be studied. The BP consists of a sand tight 
cloth ballasted by a layer of rock. The layer of rock is 
gradually eroded over time by extreme discharges. This 
leads in due time to one of two failure modes (Fig.8): 
either the cloth is exposed to the current and fails or 
the weight of the rock layer becomes insufficient to 
withstand the uplift pressure, that is a fraction of the 
head difference, when the sluice is closed. 

The uplift pressure follows a Gumbel-distribution with 
parameters of 1.55 and 0.78 kN/m2 for mode and width. 

The maximal current velocity U is normally distributed 
with a mean of 2 m/s and a standard deviation (s.d.) of 
0.4 m/s. 
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EROSION B.P. 

FAILURE 
B.P. 

^ 
1 1 

TOPLAYER 
ERODED 

B.P. 
LIFTED 

R  >  S 

WEIGHT   OF 
FILTER 

UPLIFT 
PRESSURE 

wA i. 

EROSION 

S  .  R 

CURRENT 
VELOCITY 

STONE 
WEIGHT A D 

Fig. 8 The two failure modes of the bottom protection 

The transport relation has the following form T = 12 60 
(U - 2)2 kg/m2 per year for U>2 m/s and T=0 elsewhere. 

The conditional p.d.f. of the transport per year if 
transport occurs is derived as: 

fT(X\X>0)   = 
v/5040*X 
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The probability of transport is 0.5 and equal to the 
probability of no transport. Numerically the mean and 
the s.d. of the transport per year are calculated at 101 
and 226 kg/m2.The degradation as a function of time is 
the sum of the yearly erosion. The p.d.f. of the 
degradation after 5,10,20 and 40 year is given in Fig. 
9. 

pdf 

0.020 Next  the  proba- 
bility of uplift 
is calculated for 
every year and the 
probability   of 
total   erosion 
leading  to  the 
exposure  of 
filter cloth 
the area (I) 
the  sluice 
latter   is 
deciding mechanism 
and in the areas 
further away (II & 
III) erosion forms 
the main failure 
cause. The pf is given as a function of time in Fig.10 

the 
.  In 
near 
the 
the 

0.015 

0.010 

0.005 ._ 

0.000 

Fig. 9  The p.d.f. 
of the B.P. after 5, 

300  400  500 
Aw/year 

of degradation 
10 20 40 years 

f(t) d/year] 

time   [year] 
—B— section   1      —i— section   2      —e— section  3 

Fig. 10  The failure rate pf as a function of time 
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The present value of the risk is written as follows: 

y (D*f(t)*—^—) 
*- (l+r)£ 

The cost of repair is based on the expected value of the 
erosion, which equals 101.t kg/m2 after t year for area 
I. The present value of the total cost of repair at t is 
given by: 

C+c* (101*fc) 
(1+r) t 

Now the present value of the cost of repairs and the 
risk between repairs has to be added over the life time 
of the structure. This defines the objective function 
that has to be minimised with respect to t; the repair 
interval. 
For the numerical evaluation the following values have 
been assumed: 

D = 40 Mfl 
C = 10 kfl 
c = 100 fl.m2/kg  (equal to 50 fl/ton) 
r = 0.04 

The present value of the total cost as a function of the 
repair interval is given in Fig. 11. The optimal inter- 
val is 4 year if the three areas of the B.P. are 
repaired at the same time. The calculation was also 
performed for separate intervals for each of the three 
areas of the B.P. Withe the reasonable assumption that 
the mobilization cost C has to be paid only once when 
the repairs for the areas coincide and three times when 
not, the minimum cost is reached at 4 yearly interval 
for all areas. If inspection of the state of the B.P. is 
introduced the p.d.f. of the resistance R(t) will be re- 
placed by the result of the inspection the deterministic 
value R,. Ex ante the value of R, is uncertain and follows 
the p.d.f. of R(t). To find the value of the inspection 
under the assumption of instantaneous repair, we have to 
integrate over all possible results of the inspection 
with their respective probabilities given by the p.d.f. 
of R(t). 
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constant   value   [DFU 
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_ total 

Fig. 11  Total expected cost as a function of the 
repair interval 

4.0 CONCLUSIONS 

The maintenance theory developed in mechanical engi- 
neering has to be adapted and refined to account for the 
typical problems of hydraulic engineering. A proba- 
bilistic approach proves to be highly effective and 
necessary in the approach of the problem. Moreover the 
serviceability limit state (SLS) equations used in the 
design of hydraulic structures may be easily adapted to 
serve as degradation models. 

The advantage of the use of rigorous maintenance models 
is that the risk of deferred repair and the value of 
inspection can be objectively assessed. Therefore the 
theory can assist managers of coastal structures in the 
definition of optimal maintenance strategies. 

However all decisions in the described model are based 
on expected values of the costs. The limitations imposed 
by the omission of the variance of the cost has to be 
further explored. 
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Finite Element Simulation of Wave-Induced Internal 
Flow in Rubble Mound Structures 
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University of Hannover, Sonderforschungsbereich 205, 
Coastal Engineering, Hannover/Germany 

Abstract 

A Finite Element Model for the simulation of the wave-induced flow in 
a porous structure is presented and applied to three types of structures: homo- 
geneous vertical structure, homogeneous trapezoidal structure and traditional 
multilayered rubble mound breakwater. The obtained results are related to 
the motion of the phreatic surface, the pore pressure histories and distributions 
within the structure as well as to the internal velocity field induced by wave 
action. The problems to be solved in order to get an improved numerical model 
are discussed. 

Introduction 

Rubble mound breakwaters still represent the most commonly used type 
of structure for the protection of coastal areas, harbours and further facilities 
against wave action. The traditional approach to study the stability of such 
structures still consists in the use of physical wave models with scales ranging 
from 1:30 to 1:50. For such scales the REYNOLDS numbers of the wave-in- 
duced flow in the core material of the model are generally smaller than the 
critical value ReD = 104. For lower ReD-values scale effects due to higher vis- 
cous forces start to occur. The latter will in turn affect the flow field in the 
armour and underlayer, so that the hydraulic stability may also be subject to 
scale effects. Due to the oscillatory nature of the flow and to the large variation 
of the hydraulic gradients, the tentative approach using distorsion factors in 
the FROUDE scaling of the core material is not satisfactory. On the other 
hand, the performance of large-scale model tests in a wave flume is too costly 
and time consuming when used for design purposes or basic research in- 
cluding a large variation of the relevant parameters. For this reason, a research 
strategy has been adopted which consists in using numerical codes calibrated 
by experimental data obtained from a limited number of large-scale model 
tests (WTBBELER / OUMERACI, 1992). 

1) Dipl.-Ing., Res.Eng., Sonderforschungsbereich 205, Callinstr. 34 
2) Dr.-Ing., Senior Researcher, Franzius-Institut, SFB 205, Nienburger Str. 4 

3000 Hannover 1 / Germany 

1706 
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These calibrated codes are used as research tools for further parameter 
studies, the final objective being, however, the development of analytical sol- 
utions. Since the early seventies several models for the simulation of the wave- 
induced flow on and in rubble mound breakwaters have been developed. Both 
analytical solutions and numerical models were described. Despite the rela- 
tively high number of existing numerical models, no model exists which has 
been calibrated by reliable data covering all relevant flow phenomena in- 
volved. This paper will first briefly review some of the mathematical/numeri- 
cal models available and then discuss the results of a Finite Element Model 
developed at the University of Hannover for the simulation of the wave-in- 
duced flow in a rubble mound breakwater. 

Review of Existing Mathematical/Numerical Models 

An exhaustive review of the existing mathematical/numerical models for the 
simulation of wave-induced internal flow in rubble mound structures would be 
beyond the scope of this paper. Therefore, only a very brief review is given 
below. As illustrated by Fig. 1, one may distinguish analytical and numerical 
models. The latter are in turn divided in a) Finite Difference Models (FD), 
b) Finite Element Models (FE) and c) Hybrid Models using Finite Elements 
and Finite Difference Techniques (FD/FE). 

Math./Num. Models for 
Wave Motion in Rubble 

Mound Structures 
X 

Analytical Models 

Sollit / Cross 

Numerical Models 

Kondo 

Madsen/White 

Nasser 

Koutitas 

FD-Models     FE-Models       FD/FE-Models 

Wibbeler 
Hannoura / 

McCorquodale 

Mizumura 

Thompson 

Barends/Holscher 

Austin / Schlueter 

Sakakiyama 

Fig. 1: Existing Models for Wave Motion in Rubble Mound Structures 
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However there are still a number of problems to be solved in order to come up 
with a reliable model which can properly simulate the interaction between 
waves and rubble mound structures, especially the wave-induced internal 
flow. Among these problems the following may be mentioned: 

a) Description of the external flow field: The present knowledge on the wave 
kinematics in front of a rough permeable structure is almost nil. 

b) Interaction between external and internal flow: Almost nothing is available on 
the physical processes involved at the boundary between two layers of different 
porous materials (discontinuities) and their mathematical formulation (coup- 
ling problem). 

c) Energy dissipation on the slope: The question on how to account for this dissi- 
pation in case of breaking is still an unresolved problem. 

d) Porous flow equation: It is still not clear whether a FORCHHEIMER-type 
equation will apply for the flow in the armour layer and filter layer. 

e) Air entrainment: The air entrained by waves breaking on the structure is 
expected to strongly affect the internal flow. No attempt has yet been made to 
account for this effect in a numerical model. 

f) Internal stability of the porous medium: Generally the porous matrix is assu- 
med to be fixed. Actually, however, this is not the case. 

As a conclusion, there is still a long way to go before a reliable numerical 
model can be developed which can account for all these aspects. Meanwhile, a 
relatively simple Finite Element Model for the simulation of wave-induced 
internal flow in a rubble mound breakwater has been developed at the Univer- 
sity of Hannover. This model and some of the computational results obtained 
so far are discussed below. 

Description of the Finite Element Model 

Porous Flow Equations 

For the description of the fluid flow within the rubble mound structure non- 
linear constitutive equations of the FORCHHEIMER-type : 

« = (a + 6|v|)v (1) 

or of the exponential-type : 

/ = c |v| m~1 v (2) 

can be used, where : 
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v        velocity vector 
a

b       FORCHHEIMER constants 

i        hydraulic gradient     ( / = - grad h ) 
c, m   constants of exponential law 

The FORCHHEIMER constants and the constants of the exponential law are 
mainly dependent on the grain size and shape, the roughness of the grain sur- 
face and the porosity of the material. These constants have to be determined 
experimentally. Such experimental studies have been performed for instance 
by (SKH, 1990) and (HANNOURA / McCORQUODALE, 1985). From the 
latter study the following equations can be evaluated: 

a = 70.0 
g n  d2 

£ = 0.54 
(0.5+ 0.5/r) 

g  Jn   6 

n d 
6(1 -n)Sf 

(3) 

(4) 

(5) 

a, b FORCHHEIMER constants 
d particle diameter 

d effective pore hydr. diameter 
fr roughness factor 
g acceleration due to gravity 
n porosity 
v kinematic viscosity 
Sf particle shape factor 

a [s/cm] 
2.00- \sf= 2.0 

1.50- ; 
i x>,Sf= 1.5 

1.00-1 
\' 

.50 J 
\V5/=1'° 

- 
i     i     i     i   - 

n = 0.30 

d[cm] 

2.0     4.0     6.0     8.0 

.070 

.050 

.030  - 

.010 - 

b{s2/cm2} n = 0.30 

:2.0 

 d[cm] 

2.0     4.0     6.0     8.0 

Fig. 2: Effect of Size and Shape of Grain Particles 
on FORCHHEIMER constants 

Furthermore, the velocity vector v is expressed as a function of the per- 
meability tensor K. Using a relative permeability coefficient kr, the following 
general linearized constitutive equation is obtained which is used in the com- 
putations to evaluate the velocity in the porous media: 

v = - kr k„ K i 

where kn is a non-linear permeability coefficient. 

(6) 
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Finite Element Formulation and Evaluation of the Phreatic Surface 

In the present Finite Element Model the piezometric heads h are used as de- 
grees of freedom (h-model). The transient motion of the phreatic surface, 
which is defined by the condition p=0 (pressure head), is described by the 
following differential equation: 

<j>Y——-kr kn div ( K grad h )-q = 0 (7) 

kr relative permeability 
7    specific weight 0 porosity 
h    piezometric head q discharge 

K   permeability tensor s saturation 

A Finite Element formulation of Eq. (7) leads to following equation: 

(— Se+@Ke) hntl = (-^ Se-( 1-0 ) Ke) hn-Q (8) 

wjm: B derivatives of shape functions 

At time step 
Ke = JBrKBdG (9)       Ke element matrix 

n N shape functions 

se = I So NT N do (10)       Q vector of nodal flows 
a Se saturation matrix 

Eq. (8) is solved by using a 0 - method. 
The position of the phreatic surface must be evaluated by an iterative pro- 
cedure. For these calculations, the domain of the structure is divided into two 
parts. These are the wet part beneath and the dry part above the phreatic sur- 
face. During the iteration, the permeability of the structure above the phreatic 
surface is set to a very small value, so that it behaves as almost impermeable. 
In each iteration step the element matrices must be calculated by using the new 
position of the phreatic surface. This procedure has to be continued until the 
position of the phreatic surface remains constant. The convergence of the iter- 
ation can be improved by use of a transition area between the permeable and 
impermeable domain (RANK / WERNER, 1986). This transition area is also 
used to calculate the saturation matrix Se. Matrices of elements which are 
intersected by the phreatic surface have to be calculated by a special integra- 
tion method (WTBBELER / MEISSNER, 1992). 
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The Finite Element Mesh 

One of the most important steps of a Finite Element calculation is the discreti- 
zation of the structure. For the present model, an automatic mesh generator is 
available. This mesh generator is able to create meshes according to the differ- 
ent layers of the breakwater and the position of the phreatic surface. The re- 
liability of the results can be controlled by the evaluation of an error estimator 
(MEISSNER / WTBBELER, 1990). The distribution of the approximation error 
allows the mesh generator to create an improved mesh either by a complete 
remeshing or by local refinements (adaptive discretization). 

Fig 3: Adaptive Discretization of a Breakwater 

Simulation of Wave Motion 

The wave motion in front of the structure and at the seaward slope of the 
breakwater can be described by using any wave theory or a numerical model 
as well as by using the wave data directly recorded from hydraulic model tests. 
The pressure at each boundary slope is prescribed by the function h(t) where 
h denotes the piezometric head (Fig. 4). 

Hw    wave height 

Lw     wave length 

• boundary nodes 

Fig.4: Simulation of Wave Motion 

Flowchart of the Finite Element Model 

The main components of the present Finite Element Model are described by 
the flowchart in Fig. 5. 
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f   Start   ") 

Geometry, material 
parameter etc. 

Measured data 
Wave theory 
Numerical wave 
model 

Input 

Mesh generator 

Inflow boundary conditions 

Calculation of element 
and saturation matrices 

Assembling system matrix 

Solving linear system of equations 

Calculation of velocities 
and pore pressures 

I 
Control of porous flow equation 

i 

Test of phreatic surface and 
boundary conditions 

Calculation of residuals Aq 

Calculation of approximation error 

No 

Control of iteration 
convergence 

Refreshment 
or refinement 
of   FE-mesh 
necessary ? 

t = t+At 

New time step ? 

Time-integration 
by a 8-Method 

Yes 

Fig. 5: Flowchart of the 
Numerical Model 

C    Stop    J 
Postprocessor 

Plotting the results of calculation : 

Velocity   vectors,   contours   of  pore 
pressure, pore pressure histories etc. 
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Computational Results 

The simulation using the FE-Model described above is demonstrated on three 
types of porous structures: on a homogeneous vertical structure, a homo- 
geneous trapezoidal structure and a multilayered traditional breakwater. 
a) Homogeneous Vertical Structure 

The actual vertical structure and its FE-discretized counterpart are 
shown in Fig. 6. 

^—  5.0 m —f 289 nodes 
•V   512 elements 

Hw 
SWL 

Hw=1.6 m 

Tw= 4.0 s 

t 

4: 

a) Actual Structure 

Fig. 6: Homogeneous Vertical Porous Structure 

b) FE-Discretized Structure 

The instantaneous velocity fields and isobars at four successive time steps 
At=Tw/4 (Tw=Wave Period) are shown in Fig. 7, providing a good insight in 
the flow processes within the structure during a wave cycle. 

0.3 m/s 

/ j i i i >  ' 

, / / ' i I / / r i I i , 

t2#/v 

t=Tw/4 t=Tw/2 

Y/7/Vi 
// / /  i 1 , 
//Jit   \ 

ss s// /  i i 
S s * J   t    i   ' 

-//,', 

t=3/4Tw t=T„ 

Fig. 7: Velocity Fields and Isobars within the Vertical Structure 
( Wave Conditions see Fig. 6) 
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Pore pressure histories at two different elevations under still water level are 
given in Fig. 8, showing a) the rate at which the wave motion is damped at 
different levels as the wave propagates into the structure and b) the phase 
shift of the pressure histories at different locations in the direction of wave 
propagation. 

Pressure Histories at Section I-I 

Time t[s] 

Fig. 8: Pore Pressure Damping and Phase Shift 
(Wave Conditions see Fig. 6a) 

The spatial pore pressure distribution at section II—H during maximum wave 
run-up and maximum wave run-down are given in Fig. 9, showing the poss- 
ible range of pressure variation within the structure during one wave cycle. 

Distance from Seaward Face 

5.00   x[m] 

Fig. 9: Pore Pressure Distribution at Section 11-11 during 
Max. Wave Run-Up and Max. Run-Down 
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b) Homogeneous Trapezoidal Breakwater 

Both the actual and discretized homogeneous trapezoidal breakwater are 
shown in Fig. 10 where also the incident wave conditions used for the computa- 
tion are given. 

_»+4.40 m 
„+3.10 m 

+0.00 

SWL 

15.0 nV 
a) Actual Structure 

Wave Height Hw = 1.35 m 
Wave Period Tw = 4.0 s 

b) FE-Discretized Structure 

Fig. 10: Homogeneous Trapezoidal Breakwater 

In the same manner as for the homogeneous vertical structure, instanteneous 
velocity fields and isobars at different time steps of the wave cycle can be 
determined (Fig. 11). 

0.3 m/s 

t=Tw/4 t=Tw/2 

^s£5r./   \v^jLurr ~- -. 
t=3/4Tw t=Tw 

Fig. 11: Velocity Fields and Isobars within the Homogeneous 

Trapezoidal Structure  (Wave Conditions see Fig. 10) 
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This kind of results is particularly important for the study of the flow-induced 
forces on the armour units as well as for the stability of the armour layer and 
breakwater toe. For instance, it is seen from Fig. 11 that not only run-down 
but also run-up may exert large forces on the armour units. A number of 
results of numerical tests of this kind can be analysed in order to improve 
the understanding of the flow processes leading to failures and to enable an 
analytical description of the forces involved. 
The simultaneous pore pressure histories obtained at the three different loca- 
tions (79,83 and 300 in Fig. 10b) in the breakwater also well illustrate the 
damping of the wave motion and the phase shift of the pore pressure histories 
at the different locations in the direction of wave propagation (Fig.12). 

0.55-, 

Fig. 12:  Simultaneous Pore Pressure Histories 
(Wave Conditions see Fig. 10) 

The relative pore pressure p(x)/p0 distribution in a horizontal plane located 
slightly below SWL is given for instance in Fig. 13, showing a relative good 
agreement with the results of large-scale model tests and the analytical sol- 
ution given by (OUMERACI/PARTENSCKY, 1990). 

P(x)/Pt FEM-computation 
Analytical solution 

In 
(11) 

0.      2.5      5.0      7.5      10.      12.      15. 

p0 ;   pore pressure at the seaward slope (x=0) 
V :  wave length in the breakwater 
P :   damping coefficient which is strongly 

depth dependent 

Fig. 13: Horizontal Distribution of Wave-Induced Pore Pressure 
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c) Traditional Multilayered Breakwater 

The actual structure which has been tested in the Large Wave Flume (GWK) in 
Hannover and its discretized counterpart are given by Fig. 14, 

:o.om 
50 kg Tetrapods 

a)  Actual Structure b)  FE-Discretized Structure 

Fig. 14: Traditional Multilayered Breakwater 

where only half of the structure is represented (second half is symmetrical to 
the represented part). In the same manner as for the previous homogeneous 
structures, the velocity fields in the structure during four steps (t=Tw/4, Tw/2, 
3/4Tw, and Tw) of the wave cycle Tw are obtained in Fig. 15, 

0.2 m/s 

t=Tw/4 

phreatic surface 

t?- /,x~—m 

t=Tw/2 

E* k^l 

phrealic surface 

t=3/4Tw t=Tw 

Fig. 15:   Velocity Field and Isobars in the Multilayered Structure 
(Wave Conditions see Fig. 14) 

which may give some indications on possible critical locations for the stability 
of the armour layer and the toe of the structure. 
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Further results of the computation as compared to the experimental data 
from the large-scale model tests are given in a further paper (WIBBELER / 
OUMERACI, 1992 ) showing a relatively good agreement between computed 
and   measured wave-induced pore pressures within the structure. 

Concluding Remarks and Perspectives 

The results of the FE-Model applied to three types of porous structures subject 
to wave action have shown that: 

a) the wave-induced pore pressure histories at different locations within 
the structure, 

b) the motion of the internal water table, 

c) the internal velocity field during a wave cycle 

can be satisfactorily simulated, despite the simplicity of the model used. 
This has also been shown more clearly in a further paper (WIBBELER / 
OUMERACI, 1992 ). 

The reasons for some discrepancies between numerical and experimental re- 
sults are essentially due to air entrainment, singularities due to abrupt 
changes, unsteadiness of the flow and high turbulence within the first layers. 
Although the computation yields acceptable results for engineering purposes, 
there is a considerable need to improve and extend the FE-Model. This con- 
cerns particularly the coupling of the internal and external flow field, the im- 
provement of the inflow boundary conditions, the consideration of the virtual 
mass effects and the simulation of the two-phase flow. 

The research within the next years will be directed toward the development 
of an integrated numerical model for the simulation of the wave-induced flow 
processes on, at and in the rubble mound structure. The final result will be 
a reliable research tool for the study of the hydraulic stability of rubble mound 
structures, including all hydrodynamic effects of internal and external flow. 
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CHAPTER 131 

The permeability of rubble mound breakwaters. 
New measurements and new ideas. 

Williams AF1, Burcharth HF2, den Adel H3 

1 ABSTRACT 

The results of an extensive series of permeability experiments originally 
analysed by Shih (1990) are reinterpreted in the light of new experiments.  It 
is proposed that the Forchheimer equation might not fully describe flow at the 
high Reynolds numbers found in the interior of rubble material. A new series 
of tests designed to test for deviations from the Forchheimer equation and 
investigate the effects of material shape are described. While no evidence 
can be found to indicate a deviation from the Forchheimer equation a 
dependency of permeability and the surface roughness the material is 
demonstrated. 

2 INTRODUCTION 

This work forms part of a study under the MAST project G6 Coastal 
Structures, funded by the European Community, to develop a package of 
techniques to model wave action on rubble mound breakwaters. An important 
parameter necessary for such models is the permeability;  HR Wallingford of 
the UK, Aalborg University of Denmark and Delft Geotechnics of the 
Netherlands. The major part of the testing has been carried out at HR 
Wallingford, by Williams, while contributions to the analysis have been made 
by Burcharth and den Adel. 

Traditionally, permeability of the material in rubble mounds has been a difficult 

1Coastal Structures Section, HR Wallingford, UK. 

department of Civil Engineering, University of Aalborg, Denmark. 

department of Marine Structures, Delft Geotechnics, The Netherlands. 
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parameter to measure.  Prototype size experiments are not feasible due to 
the large scale of the material involved. The problem is compounded by 
uncertainties about the way small scale experiments may be scaled to 
prototype size.  Before the start of this study a large amount of work had 
already been carried out on permeability at Wallingford. A large range of 
material sizes (4-60mm) were tested so that the effects of material size could 
be investigated.  Shih (1990) carried out the first analysis of the results and 
looked for the desired scaling effects.  Here further ideas about the 
interpretation of these experiments are discussed and a further set 
measurements designed to look at the effects of material shape are 
described. 

Following the analysis by Shih and similar work carried out at Aalborg, it 
became apparent that there were uncertainties about the interpretation of the 
data. Burcharth & Christensen (1991) suggested that there might be several 
distinct flow regimes possible in rubble material and that the transition from a 
laminar flow pattern to a turbulent flow pattern would be described by a 
Reynolds number. If this was the case then it would effect attempts to scale 
permeability measurements made at model scale to prototype size. 

Further experiments were required to investigate the transition from laminar to 
turbulent flow regimes.  In order to do this the permeameter at Wallingford 
was modified to increase the maximum possible flow rate and, thus enable a 
wider range of Reynolds number, for each single material size, to be 
investigated. 

In addition to looking for flow regime changes, these new tests also provided 
the opportunity to investigate the effects of material shape on permeability.  It 
was possible to obtain samples of material that had been carefully prepared 
according to shape. This material had been analysed using an image 
processing technique, by Latham et al. (1988). 

3 FLOW EQUATIONS 

The most common interpretation of permeability of a material is as a measure 
of the pressure gradient required to produce a given flow rate of fluid through 
the material. This was formulated into an equation by Darcy, 

where u is the discharge velocity, and k is the effective permeability 

The linear form of Darcy's law makes it easy to deal with, and has proved 
very successful in the modelling flows through pores materials when the flow 
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rate or Reynolds number is low. However, at higher Reynolds number the 
inertia of the fluid becomes important and the relationship between / and u 
can no longer be expressed in this linear form. The size of the rubble 
material within a breakwater and the flow rates induced by wave action result 
in flows with typically large Reynolds numbers (>500). This means that to 
model correctly the breakwater behaviour requires a non-linear expression 
within the flow equation. 

The exact form that such a non-linear flow law should take is at present 
unclear, for the purposes of these experiments the equation suggested by 
Forchheimer (and described by Engelund (1953)) shall be used. 

/ = au + bu2 (2) 

In this equation the permeability is described by the two coefficients a and b 
which are intended to be independent of the discharge rate u. 

It is generally considered that the two terms on the right hand side of Equ(2) 
independently describe the laminar and turbulent flow regimes. The first term 
au describes the laminar flow and is dominant at small values of u.  In laminar 
flow the viscous terms in the Navier stokes equation dominate and hence the 
coefficient, a should be dependent on the viscosity of the fluid u  Conversely 
the second term, bif is dominant at large values of u and is attributed to the 
turbulent flow regime, indicating that b must be independent of the fluid 
viscosity. 

The Forchheimer equation is the most widely used in the analysis of 
permeability data, however it may not fully describe the complex flows that 
occur in the large porous material of a rubble mound.  If the Forchheimer 
equation is our chosen flow equation, the question is now one of determining 
the form of the coefficients a and b. 

4 THE a AND b COEFFICIENTS 

Engelund (1953) suggests that the relevant parameters are the porosity of the 
porous medium n, and some measure of the grain size D. By demanding that 
the coefficients remain dimensionally correct he obtained the best fit to his 
data with the expressions:- 

(1 -nf 
if   gDz 

(3) 

These expressions provide the permeability in terms of only two simply- 
determined parameters, by the incorporation of the two dimensionless 
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b = fillzfLJL (4) 

coefficients a and p. Ideally a and (3 would be constants however even 
Engelund recognised that they may be dependent on other properties of the 
material, such as shape or grain size distribution. This means that there is a 
wide range in the possible values for a and (3 which must be determined for 
the material under consideration. 

Engelund chose his coefficients to provide the best possible fit to his data.  It 
has been pointed out by Burcharth & Christensen (1991), that Engelund's 
data set is restricted to results from material with very small particle sizes, 
and hence low Reynolds number flows.  Burcharth goes on to suggest a new 
formula for the laminar coefficient, a, based on arguments of dimensional 
analysis and geometry of the voids in a porous material.  Burcharth's new 
coefficient takes the form:- 

a = a Hzlf^L- (5) 
n3   gd2 

This results in the new dimensionless coefficient o^.  It should be noticed that 
in the range of experimental observation of n=0.3 to n=0.45 the general form 
of Engelund's laminar coefficient and Burcharth's new coefficient are so 
similar as to be indistinguishable. 

Shih (1990) analysed the large amount of data collected in previous 
experiments at Wallingford in terms of the Engelund coefficients. This data 
set contained measurements for a wide range of material sizes and 
gradations. The a and (3 values were investigated for any dependence on 
grain size (D15).  For material with a narrow grain size distribution laminar 
constant a was found to increase with D15 in the way illustrated in Fig.(1). 
The turbulent constant p was found to decease exponentially with D15, as 
shown in Fig.(1). These results suggested that Engelund's expressions for a 
and b could be modified to provide a scaling law for the permeability. The 
coefficients a and b for the Forchheimer equation become. 

oti + a, 3DZ (6) 

where n = porosity a, = 1683.71, a2 = 3.12 x 103, v = kinematic viscosity of 
water - 1.14 x 10"6 m2s"1, g= gravitational acceleration = 9.81 ms~2 
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b = ip1+p2exp 
1 

HI 3 
„2 °u 0-n)    1 

n3   gD,5 

(7) 

A similar analysis was carried out on the data from material with a wider size 
grading and a formula for an equivalent D15 is proposed for use in these 
formulae. 

Following the analysis by Shih and inspection of data collected at Aalborg 
University, Burcharth & Christensen (1991) suggests that the Forchheimer 
equation does not accurately model the behaviour of the flow through porous 
media.  He proposes that a plot of ilu against u does not have the linear form 

c o 
Darcy 'id Forchheimer 

• flow c flow c: 

/ = a"u H / = au+bu2 H        -| 

- Turbulent 
5 

- 

flow 
/ = a'u+b'if 

u 

Figure 2 Flow regimes suggested by Burcharth 

demanded by the Forchheimer equation, but has the form shown in Fig.(2). 
The extreme portions of the graph represent laminar and turbulent flow 
regimes as indicated, while between these two extremes lies a transition 
region modeled by the Forchheimer equation. 

Burcharth interprets the trends in a and p as the result of differing flow 
regimes in the separate tests. The intercept and gradient of the line in Fig(2) 
is a measure of a and p respectively. For tests conducted with small material 
the flow is describe by the Forchheimer equation and yields small values of a 
and large values of (3. Conversely of large material the flow regime is 
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turbulent and has correspondingly large values for a and small values for (3. 

This would mean that the Forchheimer equation could not be used to 
extrapolate from small scale tests to prototype material. At this stage this 
hypothesis could not be confirmed as no single experiment had been 
conducted over sufficiently wide a range of Reynolds number to allow any 
deviation from the Forchheimer equation to be observed. 

In addition to this interpretation there are further doubts about the validity of 
the scaling formulae proposed by Shih. The accuracy of the measurements 
of the a and p coefficients are both functions of material size in just the form 
required to produce the trends reported by Shih. 

5 THE PERMEAMETER EXPERIMENTS 

To test Burcharth's hypothesis the permeameter at Wallingford was modified 
to approximately double its maximum flow rate. This would allow 
measurements to be made over a larger range of Reynolds number and thus 
increase the opportunity of finding deviations from the Forchheimer equation. 

To test for the effects of shape five types of material were tested and were 
classified according to shape in the following manner: 

TABULAR:   The maximum/minimum dimension was greater than two.  Flat 
and elongate material was included.  Selection was by eye. 

CUBIC:        The maximum/minimum dimension was less than two and there 
was at least one pair of parallel faces. Selection was by eye. 

FRESH:       The angular material left after the tabular rock had been 
removed. 

SEMI- Fresh material was rounded by abrasion to achieve a 5 to 10% 
ROUND:       weight loss. 
ROUND:       Fresh material was rounded by abrasion to achieve a 20 to 25% 

weight loss. 

The source material was crushed Carboniferous limestone which had been 
sorted into the above classifications for a previous study on the effects of 
material shape on stability. The D50 of the material in each group = 50mm. A 
full description of the material preparation is given by Bradbury et al. (1988). 

The above material was tested in the large permeameter at Wallingford. This 
permeameter consists of a large cylinder of 0.6m diameter and 1m long, 
which is mounted with its axis vertical. The material is loaded into the 
permeameter and water is pumped into the bottom of the cylinder and allowed 
to flow freely out from the top. The pressure gradient is measured across the 
material by two pressure tappings 0.5m apart attached to a differential 
pressure cell. The corresponding flow rate is measured by a magnetic 
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flowmeter mounted in the entry pipe. 

6 SHAPE ANALYSIS 

The material used in the tests with the modified permeameter had previously 
been analysis by Latham, at Queen Mary College, University of London, and 
a full description of the technique is given in Latham et all. (1988). 

A sample of each type of stone was placed on a light table and an image of 
its silhouette obtained with a video camera. The resulting image was then 
digitised and passed on to a computer.  Both a Fourier transform and a fractal 
technique were used in the analysis of the results. 

6.1      Fourier transform analysis 

Once the digital form of the stone's silhouette has been obtained on the 
computer, it is a simple task to obtain the coordinates of the silhouette outline. 
From these coordinates the centre of the projected area or "centre of gravity" 
of the silhouette may be calculated and this is then used as a centre 
reference point. The outline may then be described in polar coordinates (r,0) 

Figure 3 Coordinate system for shape analysis 

using the centre of gravity as the origin (see Fig.(3)).  A Fourier analysis was 
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carried out on the normalised radius vector of the outline. The outline was be 
described by a Fourier series in the following manner: 

4e)=c0+£ c„cos(/7e-4j (8) 
n=1 

where  Cn is the amplitude coefficient of the nth harmonic, An is the phase 
angle of the n,h harmonic, n is the harmonic order, 6 is the polar angle 
measured from an arbitrary reference line. 

The gross shape of the outline is described by the lower harmonics in the 
series, while the higher harmonics provide information on the degree of 
surface roughness. 

The problem now remains of choosing suitable parameters from the resulting 
harmonic amplitude coefficients.  It is useful to first define a coefficient Q 
which provides a flexible quantitative index which can be computed over all or 
a chosen range of harmonics and is defined as: 

Q&zczr (9) 

The following parameters are suggested by Latham & Poole (1987) 

Symbol Range of n   Name 

P„ 1 to °o Fourier noncircularity 
Pc 1 to 10 Fourier shape factor 
PR 11 to 20        Fourier asperity roughness factor 

In their report Latham & Poole (1987) choose to give the results of the shape 
analysis in terms of Pc and PR, and these results are presented in Table (1). 
Along with the mean values the 15, 50 and 85% exceedance values, are also 
given to provide an indication of the degree of spread within a sample. 

6.2      FRACTAL SHAPE DESCRIPTION 

A better measure of the convolution or roughness of a stones outline may be 
provided using the concepts of fractal geometry, described by Mandelbrot 
(1982). The concept is centred on the way the measured perimeter of the 
silhouette image changes as a function of the scale of the measuring 
instrument.  In our case the perimeters of the silhouette were measured by 
stepping around the outline with a "hypothetical" pair of dividers set at a given 
step length. This process was then repeated many times with differing step 
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lengths so that the variation of measured perimeter with step length could be 
studied.  A Mandelbrot-Richardson plot was then made of the log perimeter 
measured against the log step length. The gradient of the resulting plot is a 
measure of the roughness of the outline and is the negative of the fractal 
shape coefficient F. The resulting values of F are given in Table (1). 

7 RESULTS 

The data from each test was plotted as i/u against Reynolds number and a 
linear regression made to obtain values for b from which p was determined.  It 
should be noted that for the size of material used in these tests the flow was 
always predominately turbulent so no attempt was made to measure the 
lamina coefficient a and a. 

Each data set was investigated for variations from the Forchheimer equation 
as proposed by Burcharth. No variation larger than the typical experimental 
error was observed for any of the data sets. 

3 - 
+                                    * 

2.5 - 

2 - 
0 

P,.. 0 

0.5 - 
Pc 

1.1                     1.6                     1.8                       2                       2.2                    2.4                     2-S 

• Round -j- Cubic <^> Semi-round  A Tabular   X Fresh 

Figure 4 p plotted against the Fourier shape contribution factor P0 

The p values of each test have been plotted against each of the shape 
parameters described in Section 6, Fig(4,5 & 6).  No trend can be seen for 
the Fourier shape contribution factor Pc. The Fourier asperity roughness and 
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Figure 5 p plotted against the Fourier asperity roughness PR 

the fractal coefficients both show (3 as a decreasing function. The Fourier 
asperity roughness and fractal coefficient are a measure of the surface 
roughness.  It may be concluded that the nature of the surface of the test 
material is more important than the overall shape of the material in the 
determination of the turbulent coefficient b. 

It should be stressed that the range of tested material was small (only five 
groups), so the form of p as a function of the For P„, can not be determined. 
Figs (4,5 & 6) show that this material forms only two distinct groups in terms 
of surface roughness. The equant, tabular and fresh rock all have very 
similar surface properties, which are essentially those of freshly crushed rock. 
The preparation of the round and semi-round material produces a smooth 
surface which behaves in a different way to turbulent flows. 

The intention of these tests was to investigate the suitability of the shape 
analysis parameters, rather than to produce enough data to derive the form of 
P as a function of these parameters.  It is hoped that these experiments will 
point the way for further tests, which will make use of these shape description 
techniques. 

8 CONCLUSIONS 

The Forchheimer equation has been used in the analysis of permeability data 
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Figure 6 (3 plotted against the fractal coefficient F 

for many years and up to data there has been no significant evidence to 
suggest that it is not applicable over the whole range of possible flow rates. 
The data collected in these experiments supports this view, in that within the 
accuracy of the experiments no deviation from Equ.(2) could be found. The 
question still remains that the range of Reynolds numbers tested for a single 
sample might not be large enough to demonstrate a deviation from the 
Forchheimer equation.  If this is the case then some caution must be used in 
the scaling up of laboratory tests to larger prototype material. 

The material tested with the modified permeameter at Wallingford was made 
up of samples of narrow size grading of around 50mm, which had been hand 
graded with respect to shape. This material was analysed for shape by the 
use of a video imaging technique. The shape is described by three 
parameters, the gross shape of the material is provided by the Fourier shape 
contribution factor Pc, the surface roughness is described by the Fourier 
asperity roughness PR and the fractal coefficient F. The value of p shows no 
distinguishable trend as a function of the Fourier shape contribution factor Pc, 
however (3 is a function of both the asperity roughness, PR and the fractal F. 
These results indicate that the turbulent coefficient p is a function of the 
surface texture of the rubble material, rather that the overall gross shape of 
the material. The data set from these experiments was small and far more 
data is required over a wider range of material surface textures before the 
dependency of p can be determined. 
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CHAPTER 132 

NEW METHODS TO EVALUATE WAVE RUN-UP HEIGHT AND WAVE OVERTOPPING RATE 

YoshLmichi Yamamoto1 

Kiyoshi Horikawa2 

Abstract 

Recently, waterfront development and the mean sea level rise due 
to greenhouse effect have been noticed, and it has become important to 
develop a practical method to calculate wave run-up height or wave 
overtopping rate. 

This paper presents new methods for calculating the wave run-up 
height on and the wave overtopping rate over a seawall located on a 
complicated bottom profile of sea coast. The proposed methods were 
tested both in the laboratory and in the field. The predicted results 
coincide well with the available data. 

Introduction 

Waterfront development has extended rapidly over recent years. 
Governmental agencies are also seriously concerned about the mean sea 
level rise due to greenhouse effect. The mean sea level is expected to 
be risen some 20cm to 110cm by the year of 2030. Under such circum- 
stances, precise evaluation of the wave run-up height or of wave over- 
topping rate is of extreme importance for the future planning of 
coastal preservation. 

Many conventional methods to calculate the wave run-up height and 
the wave overtopping rate exist, but the scope of applicability of 
these methods is limited (refer to Herbicb.,1991). For example, 
Saville's nomograph (1957) for calculating the wave run-up height can 
not evaluate the difference of bottom profiles from the breaking point 
to the extent of maxiinum wave run-up. Goda's nomographs (1970a) for 
calculating the wave overtopping rate are graphs for the condition of 
vertical seawalls. Battjes' calculating method (1974) for the over- 
topping rates over sloped structures does not consider the influence 

1 Graduate student, Saitama University, 255, Shimo-Okubo, Urawa, 
Saitama, 338, Japan. 

2 President, Saitama University, ditto. 
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of bottom profiles. Thus this method is applicable only for non-break- 
ing waves. Therefore it is important to develop methods that can be 
applied to a wide range of conditions such as complicated bottom pro- 
files and arbitrary sloped seawalls. 

Kobayashi et al.(1989) developed a numerical model for the cal- 
culation of the wave overtopping rate. In their study, shallow water 
long wave theory was used and a finite difference method was applied. 
However the effects of wave breaking on wave overtopping were not 
taken into account in the above model. Mizuguchi et al.(1988) consid- 
ered the effects of wave breaking on wave run-up height by using a set 
of an energy equation including a term of energy dissipation by wave 
breaking and a time-averaged integral momentum equation. Although the 
wave run-up height can be obtained by using the above method, but the 
wave overtopping rate can not be obtained. These numerical models 
should be keenly promoted in order to develop suitable calculating 
methods. 

On the other hand, it is also important to develop methods that 
can be easily applied to complicated coastal profiles on site using a 
personal computer. Therefore in this paper characteristics of wave 
run-up profile were investigated and new methods consisting of exper- 
imental equations were proposed. 

New Method for the Evaluation of the Wave Run-up Height 

(1) For Breaking Waves 
It is assumed that the influence of the complicated coastal pro- 

file on the wave run-up height can be evaluated by introducing a hypo- 
thetical single slope angle ot  proposed by Nakamura et al.(1972) as 
follows: 

a = tan_1(R+hb)2/2A (1) 

where R is the wave run-up height, hb is the breaking water depth and 
A is the shaded area from the depth at the breaking point to the 
extent of maximum wave run-up, as shown in Figure 1. 

Figure 1. Hypothetical single slope angle (Nakamura et al.,1972). 

By considering the balance between the potential energy of maxi- 
mum wave run-up and the kinetic energy of waves on a shoreline, the 
wave run-up height can be expressed as follows: 
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R= (1 -k) Us2/2 (2) 

where,k is a coefficient of energy loss caused by sea-bed friction, 
Us is the fluid velocity at the shoreline and g is the acceleration 
of gravity. According to Iwagaki et al.(1966), Us can be expressed 
by Eq.(3). 

Us=CV g77 s cosa (3) 

where,C is a coefficient dependent on the sea-bed topography in surf 
zone and V s is the wave set-up at the shoreline. Substitution of Eq. 
(3) into Eq.(2) gives 

R = 0.5(1- k)C2??s (cosa)2 (4) 

If Eq.(4) is valid, the value of R/ W s should be constant in case of 
the coasts with the same coefficients k, C. In the laboratory expe- 
riment against the same sea-bed, the wave set-up was measured at a 
shallow point near the shoreline by a servo-type waterlevel gauge. It 
was assumed that this measured value of, the wave set-up corresponds to 
the value of V s  and the relationship between the value of R/T? S 
and the deep water wave steepness was investigated. Figure 2 shows the 
result of this investigation. From this figure, it is remarkable that 
Eq.(4) is applicable with the conditions of the experiment. Equation 
(4) indicates that the wave set-up is important for the evaluation of 
the wave run-up height for breaking waves. 

if* 

ct: 

0.01    ^       0.02  Ho/Lo 

Figure 2. Relation between R/7? s and wave steepness. 

Yamamoto (1988) obtained the following empirical equation: 

?n = Hs/[2.4(tana)0-3]=0.8(tana)0'6Hb       (5) 

where Hs is the wave height at the shoreline and Hb is the breaking 
wave height. Sunamura (1983) obtained the following equation for Hb: 

Hb = (tana)°-2   (Ho/Lor1/4 Ho (6) 
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where H o and L o are the wave height and the wavelength in deep water 
respectively. Fran Eqs.(4), (5) and (6), the following equation can be 
obtained: 

R = 0.4(1- k )C2 (cosa )2 (tana )"•8 (Ho/Lop^Ho (7) 

The coefficient (1—k )C2 is formulated by comparison of Eq.(7) with 
data of Nakamura et al.(1972) against several types of seawalls locat- 
ed on complicated bottom profiles as follows: 

(1- k )C2 =3.125(tana )-"• 2 [1/3^ tana ^ 1/50] (8) 

Now, the wave run-up height R and the hypothetical slope tana 
can be determined by using Bqs.(l), (7) and (8). Since the relationship 
between R and tana is nonlinear, an iterative scheme is used. 

First, the breaking water depth is evaluated by using the nomo- 
graph for non-overtopping by Goda (1970b). The reduction of the break- 
ing water depth due to wave overtopping is ignored in order to simpli- 
fy the treatment. The comparison of the breaking water depths and the 
breaking wave heights obtained from wave overtopping tests in this 
study with those for non-overtopping by Goda (1970b) is presented in 
Figure 3. This figure shows that the breaking water depth during wave 
overtopping is smaller than that for non-overtopping. 

h b under non- 
overtopping. 

0.01 

He/ Ho 
• 0.0   -0.5 
O0.5   -0.75 
•0.75-  I .0 
D 1.0   -1.25 
• 1.25-   I . 5 
D 1.5   ~ 

0.01 0.05 0.1 
Ho/Lo 

0.05 0. I 
Ho/Lo 

Figure 3. Breaking wave height and breaking water depth 
during wave overtopping. 

Second, the wave run-up height is assumed and an approximate 
value of tana is obtained by using Eq.(l). 

Third, the wave run-up height is calculated by Bq.(7) with the 
evaluated tana. The procedure is repeated until the difference be- 
tween successive solutions of the wave run-up height R and tana 
is less than some prescribed tolerance. 

The wave run-up heights calculated by using Bqs.(l), (7) and (8) 
agree well with those obtained by using the nomograph presented by 
Nakamura et al.(1972) as shown in Figure 4. The comparison of calcu- 
lated values with field data is shown in Figure 5. 
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Usually, the assumption that the influence of the seabed profile 
on the wave run-up height is small for non-breaking wave is accepta- 
ble. Thus the following equation of Sainflou (1928) was used to evalu- 
ate the wave run-up height. 

R= (l.0+7r(H/L) coth(27rh/L)) Ho (9) 

0 1 2 
R/Ho obtained by Nakamura et al.' nomograph 

Figure 4. Comparison of R/Ho calculated by using Eq.(7) with 
R/Ho obtained by nomograph presented by Nakamura et al. 

4      6 

Field data  (m) 

Figure 5. Comparison of R calculated by using Eq.(7) with field data. 
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New Method for the Evaluation of the Wave Overtopping Rate 

(1) For Breaking Waves 
The actual shape of the wave run-up profile is presented in 

Figure 6(a). Takada(1977) assumed that it could be approximated by the 
one presented in Figure 6(b) and studied the wave overtopping rate 
over one wave period T. He found that this value is proportional to 
the shaded area A in Figure 6(b). That is, 

q °< A (10) 

where q is the wave overtopping rate over one wave period (m? /m/T) 
and A is a hypothetical area above the seawall crown in a wave run-up 
profile shown in Figure 6(b) and obtained by the following equation. 

A=(R-Hc)x[(Xo/R)-cota](R-Hc)/2 (11) 

where H c is the freeboard above SWL and X o is the horizontal length 
of the shape of the wave run-up profile. 

(a) Actual shape 

(b) Assumed shape 

Figure 6. Actual shape and assumed shape of wave run-up profile. 

From Eqs.flO) and (11), the overtopping rate q can be predicted by the 
following equation: 

q = c[(Xo/R)~cota](R-Hc)2/2 (12) 

where C is a overtopping coefficient which can be determined from ex- 
periment. 

In Figure 6, the upper part of the actual shape of the wave run- 
up is thinner than that of the assumed shape, and the value of Xo in 
the actual shape is longer than that of the assumed shape. Thus if the 
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value of Xo of the actual shape is used, the resultant evaluation of 
the area A will be extremely exaggerated. Therefore the value of 
Xo of assumed shape is used. It is calculated by using the following 
equation obtained from geometrical relationship. 

X o/R = cot [ a - tan-1 (hm/R/svatx ) ] (13) 

where hm is the maximum thickness of the water tongue shown in Figure 
6(b). 

The expression for hm can be found by the following procedure: 
By using the long wave theory, the wave run-up profile on the uniform 
slope can be obtained as follows: 

71 = ^i J° (~Sia} stu(Jk%
x) - 2s?^iji2 (iiga )cos2 Htg*} (14) 

where V   is the water surface elevation above SWL, Ha is the wave 
height at the point where there is no energy loss by the breaking 
waves and the average water level Jf nearly equals 0, CO  is the angu- 
lar frequency (=2ff/T), J0 and Ji are the Bessel functions of the 
zeroth and first order respectively, (7=4 V g( i X + 7)) ,   A =2(11 — 
git), i is the bottom slope (=tana ), x is the spatial coordi- 
nate directed from shore towards offshore, u is the horizontal com- 
ponent of the water particle velocity and t is the time. 

Next the simplified form of the energy equation proposed by 
Izumiya and Horikawa (1983) is solved in order to obtain the relation- 
ship between the wave height H, and the breaking wave height Hb. 

_iL_ , _5JI L_ Jll §_ _ii_ n_ 0,072 )1/2 = 0 (15) 
dx + 4x   400i x    80i  x  u  72    ' [ ' 

Bottom friction term    Breaking wave term 

The coordinates used here is the same as that in Figure 6(a) and 7 
is the wave height - water depth ratio. By performing a Taylor expan- 
sion on the breaking wave term in Eq.(15) with respect to 0.072/72 

and omitting small terms at the position where the variable x is rea- 
sonably large, the remained term of the energy loss is the only that 
by the breaking waves. The integration of this simplified energy equa- 
tion under the condition of 7 — 7 *  at the breaking point X = X b 
results in Eq.(16). 

'r = 1/c<rt-lM>(-f;),/a+i&)^   (16) 

Experimentally it can be assumed that the position where the average 
water level "W nearly equals 0 is expressed by Xa^0.8Xb. There- 
fore Ha (^ 7 X0.8Xb i ) is obtained by Bq.(17). 

Ha = (0.8Hb/7O / (0.572( -^ ~  ^ ) + ^ ) l/2  (17) 
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If the maximum value of V   at X = 0 is derived by the differen- 
tial calculation of Eq.(14) and the wave set-up at the shoreline is 
considered by using Eq.(5), the following equation can be obtained as 
an approximation for hm. 

The results of the calculations by using Eq.(18) are shown as the 
dotted lines in Figure 7. The plotted data are the measured values of 
the experiment for non-overtopping. The length, width and height of 
the two-dimensional flume used were 18m, 40cm and 75cm respectively, 
while the slope of the seabed was 1/10. The front slopes of the sea- 
walls were 1:4, 1:2, upright. The wave height, period and water depth 
were variously changed. Hb was obtained by using Eq.(6). The values 
calculated by using Eq.(18) are larger than the measured values It 
takes long time to calculate the Bessel function Jo in Eq.(18). There- 
fore the use of the approximate expression of the Bessel function and 
the substitution of realistic values for hm induce the following equa- 
tion: 

"ft* °-7 C ¥%- < V0.8Hb/Lo>l/2+ °-8i°'6]      (19) 

The results of the calculations by using Eq.(19) are shown as the solid 
lines in Figure 7. 

hm 

--- H„/Lo= 0.0075 O :  H »/ LoSO.0075 
--- H»/Lo=0.015 E : H»/LoS0.015 

—  Hb/Lo= 0.030 A. :  H./LoS0.030 
   H„/Lo=0.0075 

»YA MS     '      H»/Lo=0.015 
•b,^V>\ ^     H ./L o=0. 030 

01 23456789 10 
cot a 

Figure 7. Relation between the maximum thickness of the water tongue 
and the bottom slope. 

Finaly the overtopping coefficient c  was investigated. The over- 
topping coefficient represents the percentage of the imaginary area of 
the wave run-up profile that passes over the sea wall crown and that 
actually reaches the inland side. It can be assumed that the overtopp- 
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ing coefficient increases with the increase of the lateral component 
of the water block movement of the wave run-up. Therefore this coeffi- 
cient increases as the front slope angle of the seawall or the wave 
steepness becomes smaller. Because of this, the two parameters (cos6> 
+ cosa)/2  and (Lo/Hb)1^ were considered, and the relation- 
ship between the non-dimensional wave overtopping rate and these pa- 
rameters was investigated. In the above expression, 6  is the front 
slope angle of the seawall. The experiment for overtopping was con- 
ducted by using the same flume and models that were used for the ex- 
periments of non-overtopping. The wave height, period and water depth 
were variously changed. The experimental results are shown in Figure 8 
which indicates that the non-dimensional wave overtopping rate in- 
creases as the two parameters increase. By substituting experimental 
data into Eqs.fl2), 03 and (19), Bq.(20 for the coefficient C can be 
obtained 

c =0.1(Lo/H„y /3 (cos9 +cosa )/2 (20) 

X 
1 0.4 
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^0.3 
fci 

S0.2 
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Figure 8. Relation between the wave overtopping rate and 
the wave overtopping coefficient. 

Figure 9 depicts the comparison between the calculated values of 
q by Eqs.(l3, (13), (19) and (20 and the experiment data. This figure 
suggests that there is a good fit between the calculated values of q 
and the measured ones. Figure 10 depicts the comparison of the values 
of q computed by using Eq.flS) with the ones computed by using the 
equation proposed by Kikkawa et al.(1967). Figure 11 is the same com- 
parison between the values obtain by Eq.(13 and the experiment data for 
a compound bottom profile by Inoue et al.(1972). However the breaking 
water depths for non-overtopping were used for these calculations. 

(2) For non-breaking waves 
It can be assumed that the effect of the seabed profile on the 

wave overtopping rate is small for non-breaking waves. Therefore the 
following experimental equation by Takada(1977) was used. 

q=0.65 (R-Hc)2 (21) 
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where R  is the wave run-up height determined by Bq.(9). 

0.02 

1743 

0.01 0.02 

Experimental data       (nf/m/T) 
Figure 9. Comparison of q  calculated by Bq.(12) with 

experimental data (regular waves). 

0 12 3 

q  calculated by Kikkawa et al.'   equation   (m'/m/T) 

Figure 10. Comparison of q  calculated by Eq.flS) with q  calculated 
by the Kikkawa et al.' equation (regular waves). 
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Experimental data  (m'/m/T) 

Figure 11. Comparison of q calculated by Eq.(12} with 
experimental data (regular waves). 

(3) For irregular waves 
The wave overtopping rate for irregular waves can be calculated 

by the following equation: 

Q = X<T J7 q • P dH dT (22) 

where, Q is the overtopping rate of irregular waves, P is the joint 
distribution function of wave heights and wave periods, q is the 
overtopping rate of the component waves and H and T are the wave 
height and the wave period of the component waves respectively. The 
term p proposed by Watanabe et al.(1984) can be expressed as follows: 

P = P(r )p(Xf If )/x*(r ). 

p(r)~    i+v i + v>    r 
v =V   (m„m2 

V{Xt 
Xt=X/ Xja(T  ), 

      [ v2+ (r- 1) 
nV) -1 , 

r )= (32/7r2)Xf2exp[-4x 

2 13 /2 

V) 

X-Cr) =V S(f)f//r^S(f)fp(r)dr 

(23) 

where X=H/H, r=T//T (the overhar indicates an average value), 
f is the frequency, mk is the kth order moment of the spectrum and 
S (f) is the Bretschneider-Mitsuyasu Spectrum. 

The overtopping rate for breaking waves is calculated by using 
Eqs.(l), (7), (8), (13, (13), (19) and (2d. That for non-breaking waves is 
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calculated by using Eqs.(9) and (21). 
Figure 12 is comparison of the calculated values by this method 

with the prototype data. From this figure, it is remarkable that this 
method is applicable for the prototype conditions. 

t- 
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Figure 12. Comparison of Q calculated by Eq.(22) with field data. 

(irregular waves) 

Application of The Present Method to Predict The Overtopping Rate 
in Case of The Mean Sea Level Rise Due to Greenhouse Effect 

If the lapse-rate of air temperature is assumed to increase by 
greenhouse effect in future, there is a possibility that the intensity 
of typhoon becomes stronger. Manabe et al.(1990) predicted that the 
lapse-rate of air temperature is increased by this effect in the zone 
where many typhoons are generated. Therefore it is important to inves- 
tigate the effect of the increment of the typhoon intensity on the 
wave overtopping rate in addition to the mean sea level rise. 

Fmanuel(1987) stated that 3° C increment in sea surface tempera- 
ture leads to 30~40% increase in the maximum pressure drop of tropi- 
cal cyclone and 15~20% increase in the maximum wind speed. 

Now if these conditions are applied to a typhoon model (radius of 
the isopressure line lOOOmb is 600km and central pressure 930mb), a 
remarkable increase in the wave overtopping rate were predicted by the 
present method and the results are shown in Figure 13. In this figure, 
type A is the case when there is a seawall of 10m height on the uni- 
form sea bottom of 1/10 slope and type B is the case when there is the 
same seawall on the compound sea bottom of 1/10 and 1/100 slopes. 
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Figure 13. Increase in wave overtopping rate due to a typhoon. 

Conclusions 

(1) The proposed methods have been checked with the laboratory data as 
well as the field data. The.agreement between the calculated values 
and the available data is favourablly good. 

(2) If the intensity of typhoon becomes stronger by the greenhouse 
effect, the rate of wave overtopping may increase remarkably by the 
small increment of the typhoon intensity. 

In case the bottom slope of sea is mild, the heights of infra- 
gravity waves become large in the surf zone, and the wave overtopping 
rates by these waves cannot be ignored. This problem should be a sub- 
ject of the future study. 
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CHAPTER 133 

USE AND BEHAVIOR OF GABIONS IN COASTAL PROTECTION 

Kees d'Angremond1, M.ASCE 
Egbert J.F. van den Berg2 

Jan H. de Jager3 

Abstract 

To limit erosion during severe storms, it is considered to apply a hard core 
in a dune, prior to beach nourishment. One of the potential structural alternatives 
is a gabion protection. The behavior of gabions was studied. It appeared that the 
rigidity is a factor that cannot be neglected in model investigations. Full scale tests 
have been carried out to establish the flexibility in prototype. A model material was 
developed to reproduce the flexibility on model scale. 

Introduction 

Erosion of sandy coasts is a well known phenomenon. It may be an 
ongoing process, caused by a gradient of the longshore transport, or it may be an 
alternating process, mostly caused by the cross section adapting itself to varying 
wave conditions. In many instances, the erosion will be noted first by a narrowing 
of the beach. Subsequently, the dunes along the beach will erode as well. In densely 
populated areas, or areas with a high recreational value, this process leads inevitably 
to loss of infrastructure and property and to a cry for remedial measures. 
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Over the years, landowners have tended to choose for the most direct way 
of protection through the construction of seawalls and revetments. The latter method 
is not always favored by the coastal engineers because of the risk of undermining 
of the foundation in case of ongoing erosion. A wide variety of technical solutions 
is available nowadays, ranging from the construction of (offshore) breakwaters and 
groins to extensive beach nourishment schemes. Especially the option of beach 
nourishment has the advantage that the recreational function of the beach is 
maintained in the best possible way. Landowners, however, keep their reservations 
with respect to this method as it is mostly not a permanent solution and needs to be 
repeated from time to time. Extreme weather conditions short before a planned 
replenishment may still cause erosion of the dune face, and may consequently lead 
to damage of property. 

In the Netherlands, this type of damage causes little concern with the Central 
Government, as the function of the dune as sea defense is not jeopardized. Local 
authorities and landowners, however, would like to prevent too frequent occurrence 
of such damage. The cost of remedial measures must therefore be low. For this 
reason, it is frequently considered to construct a hard element inside the dune 
when the coast is being restored (Figure 1). 

M.S.L /y^,       ,  ^%_^     Lhard   core 

^s^s^^^- nourishment 

Figure 1. Hard core in dune. 

In future storms this core may prevent erosion to make rapid progress. The core is 
not supposed, however, to survive extreme storms and to protect the hinterland from 
flooding under the most extreme conditions. Examples of such structures are 
available (or rather hidden under the sand) at various locations along the Dutch 
coast. Here again, however, the main risk is the undermining of the toe of such 
structures. 
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Flexible Toe Protection 

To prevent this erosion of the toe it is good engineering practice to provide 
an anti scour apron in front of the toe. The apron is constructed at the actual beach 
level, or slightly below, to prevent large quantities of excavation during construc- 
tion. When the apron gets exposed, it should settle along with the erosion of the 
beach in front of it, and thus prevent the scour hole to reach the actual structure. 
It is evident that both, the apron and the structure must be flexible enough to follow 
the settlements, and that it should be heavy enough to resist the wave forces. 
Asphalt, fascine mattresses, geotextile covered with riprap are known materials for 
this kind of application. They all have their specific advantages and disadvantages. 
Recently, also the use of gabions has been suggested for this purpose in the 
Netherlands, as this may lead to considerable savings with respect to the cost of 
armor. Although there are examples of a satisfactory performance of gabions in 
other countries, not all reports were favorable. Therefore, it was considered useful 
to study the behavior of gabions once more. One of the most important questions 
was in how far the gabions would settle along with the deformation of the seabed 
directly in front. Model investigations into this effect are hampered till now by the 
impossibility to scale down the flexibility of the gabion mattresses. The flexibility 
of the gabions may influence at the same time the stability under wave attack. 

Flexibility of Gabions 

To obtain insight into the flexibility of gabions, full scale tests have been 
performed on mattresses with varying fill rate. The dimensions of the mattresses 
were 4.00 m x 2.00 m x 0.5 m (L x W x t). A single test was carried out on a 
mattress of 0.3 m thick. 

The gabions proper consisted of steel wire mesh, twisted in a hexagonal pat- 
tern as shown in Figure 2. The characteristic size D amounted to 8 cm. The steel 
wire had a diameter of 2.7 mm, and was coated with PVC, resulting in a gross 
diameter of 3.8 mm. The tensile strength of the wire material amounted to 380-500 
N/mm2. 

longitudinal  direction 

Figure 2. Wire mesh. 
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The gabions were filled with gravel with a density of 2600 kg/m3, and 
dimensions between 80 and 120 mm. The bulk density was measured and amounted 
to 1550 kg/m3, resulting in a porosity of about 40 %. The fill rate was determined 
by weighing the fill material and converting the weight into volume by using the 
measured value of the bulk density. The fill rate is defined as the ratio between the 
volume of the fill material and the nominal volume, L x W x t. The test conditions 
are summarized in Table 1. 

Test no. ). Thickness (mm) Fill rate (%) 

1 500 105 
2 500 105 
3 500 110 
4 500 110 
5 500 110 
6 500 100 
7 500 95 
8 500 85 
9 300 110 

Table 1. Test Conditions 

The stiffness was determined by lifting the mattresses in longitudinal directi- 
on, and measuring the curvature. Results of the tests have demonstrated the very 
high flexibility (or low stiffness). Originally, it was envisaged to derive a stiffness 
(El) from the tests, and to relate the value of E to the fill rate of the gabions. The 
deformations, however, were so large that the normal theory of elastic bending 
could not be applied any more (Figure 3). 

Figure 3. Deformation during lifting. 

From the test results, it appeared that the gabions when lifted adapted with 
a reasonable accuracy to a circular shape. The diameter of the circles showed a 
direct relation to the fill rate (Figure 4). 
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Figure 4. Results stiffness test. 

Scaling 

In order to prepare scale model tests with gabions in a dune base, one should 
analyze which effects need to be reproduced in the model, and which effects can be 
neglected for the time being. The main design aspects are: 

- stability under wave attack 
- erosion at the toe 
- deformation of the toe 
- sand tightness 

When testing the stability under wave attack, one should ascertain the wave 
climate at the toe of the structure. This wave climate is fully determined by the 
water depth in front of the dune, and as such determined to a large extent by the 
(eroded) level of the foreshore. Unfortunately, erosion of the foreshore is not 
reproduced adequately under the scales that are usually applied for stability tests. 
The eroded level of the foreshore is therefore determined with the aid of the mathe- 
matical model DUROSTA, which in turn is based on large scale model experiments. 
Steetzel, 1990). For the actual stability tests, thus, a fixed bed model can be used 
with a calculated bottom profile. A similar procedure can be followed when stability 
is calculated on the basis of a Hudson-type formula. When selecting the scale for 
stability tests, proper attention shall be paid to the permeability in the model. To 
avoid complications in the transition between laminar and turbulent conditions inside 
the gabions, model material should preferably be larger than 1 cm diameter, which 
leads to model scales in the order of 1:10 to 1:20. 
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The erosion process at the toe of the structure is largely affected by the ratio 
between orbital velocities and the fall velocity of the sediment. This effect causes 
strict limits for model scales to be applied, as the grain size of the model material 
can not be reduced infinitely. Traditionally, this problem is solved by accepting 
distorted model scales. In case of a combination of morphological and stability 
problems, application of distorted models is not well possible, since distortion leads 
to different slopes in model and prototype. Proper reproduction of both phenomena 
in the same model necessitates model scales in the order of 1:5 to 1:10. 

Deformation of the toe itself is a complicated process, which is initiated by 
erosion creeping forward under the edge of the structure. The extent of this process 
depends on the capability of the structure to follow the deformation without loosing 
its coherence. It is evident that the flexibility of the structure should be similar in 
model and prototype. On the basis of the experiments described above, it is 
necessary that model gabions demonstrate a similar deformation when lifted. In 
general, model gabions tend to be far too rigid. Initially, two different model 
materials have been developed. One is consisting of model gabions made out of 
fabric, and filled with small size gravel. The flexibility is adjusted by manipulation 
of the fill rate. The other consists of a (fabric) base material of the proper flexibil- 
ity, covered with artificial ballast. Before making a final choice, it was realized that 
another process influences the deformation, i.e. loss of base material through the 
voids of the structure. Although the idea of loosing base material seems against the 
proper functioning of the structure, a closer look leads to a different judgement. By 
a controlled loss of material, it will be easier to achieve a condition where the toe 
structure will slowly follow the eroding bed, and eventually bring the erosion to a 
halt. 

It is clear now that requirements for sand tightness must be defined in two 
different ways for the main body of the structure and for the toe. As sand tightness 
is ensured in prototype by the application of geotextile under the gabions, this can 
be done in model as well. The quality of the geotextile can be tested separately. The 
model scales are therefore hardly affected by considerations of absolute sand 
tightness. To reproduce the controlled loss of material from the deforming toe, it 
must be attempted to keep the ratio between base material and filter material 
constant. This leads to model scales in the order of 1:5 to 1:10, and to the selection 
of model gabions instead of a base with fixed ballast. 

Design 

Before any model tests could be carried out, a preliminary design had to be 
made. It was decided to select a frequent problem area along the Dutch coast near 
Egmond as an example. The deep water design wave height was estimated to be 
around 8 m. Taking into account the erosion in front of the core and the storm surge 
level, wave heights up to about 2.5 m height could be expected just at the toe of the 
structure. 
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For reasons of hydraulic and soil mechanical stability, the main slope was 
designed under 1:3 between a level of M.S.L.+ 2.5 m to M.S.L. +8.0 m.This part 
of the slope should be sand tight and statically stable. Sand tightness is achieved by 
the application of geotextile under the gabions. To avoid local fluidization and micro 
loss of stability it is considered necessary to apply a layer of gravel in between 
gabion and geotextile. (Negative experiences reported elsewhere may be due to 
omission of such layer). 

In front of this slope a toe is foreseen under a slope 1:10. As it is the 
purpose that this part of the structure will follow deformation of the sand bed, sand 
tightness is deliberately reduced here by leaving out both, geotextile and granular 
filter. 

To initially assess the required thickness of the gabions, use was made of 
model experiments reported by Brown (1979). According to his studies the stability 
can be expressed in a Hudson-type stability formula: 

H/At=C(l-.n) (cot(<x))1/3 

wherein 
H 
t 
C 

= 
Wave Height in m 
Thickness of gabion in m 
Coefficient 

n 
a 
D 

= 
Porosity 
Slope Angle 
Relative Density 

It must be noted, however, that derivation of stability on the basis of 
mechanical analysis would lead to the use of (l-n)1/3 instead of (1-n). Fortunately, 
the variation in the porosity n is limited. 

. gabion (measures in m) 

gravel layer 

geotextile 

M.S.L. 

20.0 16.5 6.0 M^2M 

Figure 5. Design of dune core. 
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Pilarczyk et al(1987) have converted the Brown formula for irregular waves, 
leading to the expression: 

Hs/At=4(l-n) (cot(a))1/3 

Here again, (1-n) is used instead of (l-n)1/3. 

Under the prevailing design conditions this leads to a value of 0.5 m for t, 
the thickness of the gabions. A schematic design of the cross section is given in 
Figure 5. 
Model Tests 

Due to space limitations, it was not yet possible to carry out model tests on 
the structural design according to the preferred model scale 1:10. Instead, 
preliminary tests had to be performed on a linear scale 1:20. The prototype sand 
diameter of 0.24 mm was reproduced in model by a material with a grain size of 
0.11 mm. Conditions in the flume could be reproduced in such a way that a scour 
hole of about 2.5 m deep developed right in front of the toe, well in line with the 
calculated scour depth. As can be noticed from Figures 6 and 7, the toe of the 
gabion structure was able to follow the erosion and thus to prevent undermining of 
the actual 1:3 slope. 

TRIAL B:H= 12.5 cm; T= 2.44 s 

-20 D 20 

horizontal position [cm] 

40 60 

Figure 6. Erosion at flexible toe. 
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Further Research 

The results of the investigations so far have demonstrated the possibility to 
design a satisfactory structure using gabions. The tests will have to be continued on 
a larger scale to further analyze problems of sand tightness and stability. These tests 
shall also make clear why in some cases gabion structures did not perform 

Figure 7. View of scour test. 

satisfactorily where they certainly did in other conditions. It is the present 
preliminary conclusion that failure in some cases was due to (micro) loss of stability 
due to the absence of a granular layer between gabions and geotextile. 
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CHAPTER 134 

WAVE RUNUP AND OVERTOPPING ON COASTAL STRUCTURES 

J.P. de Waal1' and J.W. van der Meer2' 

Introduction 

Delft Hydraulics has recently performed various applied research 
studies in physical scale models on wave runup and overtopping on 
various structures. Runup has extensively been measured on rock slopes. 
Runup and overtopping have been measured on smooth slopes, including 
the influence of berms, roughness on the slope, shallow water, short 
crested waves and oblique (long and short crested) waves. The paper 
gives an overall view of the final results, such as design formulas and 
design graphs. 

Reference conditions 

The slope of the structure which will be used as a reference for 
all kind of influences has a value between 1:1.5 and 1:8. The surface 
of the slope is smooth, for example concrete or asphalt. Wave condi- 
tions are according to common situations in nature. Only irregular 
waves with a spectrum like Pierson-Moskowitz or Jonswap are considered. 
The wave conditions are characterized by the significant wave height 
Hs of the incident waves at the toe of the structure and the peak 
period Tp. The significant wave height and the peak period are combined 
in the (dimensionless) wave steepness sp: 

H./( £T«] (i) 

where: 
Hs = significant wave height, average of highest one-third (m) 
Tp = peak period (s) 
g = gravitational acceleration (m/sz) 

The wave conditions cover the range 0.010 < sp < 0.045. Under refe- 
rence conditions the water depth h at the toe of the structure is at 
least 3 Hs, which means that the wave height is assumed to be Rayleigh 
distributed. 

1) Project engineer, 2) Deputy division director. 
Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, The Netherlands 

1758 



COASTAL STRUCTURE OVERTOPPING 1759 

The runup on the slope under the irregular wave conditions is 
characterized by the 2% runup Ru2%- Ru2% i-s defined as the level with 
respect to SWL which is exceeded by two per cent of the number of 
incident waves. 

Wave runup on plane smooth slopes 

Runup is one of the aspects of the behaviour of waves on a slope 
and can be characterized by the breaker parameter (also called surf 
similarity parameter) lp.  This breaker parameter is defined as: 

£p 
tana (2) 

where: tana = slope (-) 

The general formula for the 2%-runup Ru2% is shown in Fig. 1 and has 
been described by Van der Meer and Stam (1992). It is given by: 

Ru2%/Hs =1.5 £op with a maximum of 3.0 (3) 

It is usual to include some safety (about one standard deviation) 
which gives the following recommended design formula: 

Ru2%/Hs =1.6 50P with a maximum of 3.2 W 

7 *    J 

-%*<- 

— Mean relation 
a   Smol scale, slope t3 
v   Smc* scale, slope t5 
o   Large scale, slope 1:3 
A   Large scale, slope 1:8 

- — Recommended relation 
x   Smol scale, slope 1:4 
*   Small scale, slope 1:6 
»   Large scale, slope 1:6 

2.0 3.0 
>    breaker parameter  £p (-) 

4.0 

Figure 1 Runup in reference conditions 

Eq. 3 and 4 are well known, except for the quantitative aspects of 
the influence of a berm, roughness, shallow water and oblique wave at- 
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tack. In order to take these influences into account the runup formula 
is adapted. (In this paper the influence factors are only introduced 
in Eq 3. For design purposes these factors should be used in a similar 
way In Eq. 4.) The adapted version of Eq. 3 is: 

Ru2%/Hs I-5   Yf Yh Yp Zp.ea    with a maximum of 3.0  yt yh Yp (5) 

where: 
yf  = influence factor for roughness 
Yh  = influence factor for shallow water 
Yp  — influence factor for oblique wave attack 
JP9(I = breaker parameter based on an equivalent slope 

The influence factors Yf. Yh ant* Yp are defined as the ratio of 
runup on the specific slope to the runup in the reference situation 
with identical values of Hs, Tp and tana (TAW, 1974). The influence of 
a berm in the structure is taken into account by defining an equivalent 
slope which yields an equivalent breaker parameter $p,9q. The influence 
factors will be described in the next sections. 

Influence of a berm 

A berm in the structure is characterized by the berm width B and 
the berm depth (with respect to SWL) dB, see Fig. 2. 

Figure 2 Berm parameters 

About 120 tests have been performed on structures with a berm. The 
variation of the relevant parameters in the model investigation on the 
influence of a berm is given in Table 1. 

tana (-) 1:3,   1:4 

S
P (-) 0.01,   0.02,   0.03,   0.04, 0.05 

Hs (m) 0.10     -    0.20 

B (m) 0.40,   0.60,   1.00 

dB (m) -0.08,   0.00,   0.08,   0.16 

Table 1 Parameters in test programme for berms 
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In case of a berm in the structure an equivalent slope can be defi- 
ned, which should be used to determine the equivalent breaker parameter 
^p.eq in Eq. 5. 

Yb *p (6) 

where: Yb = influence factor for a berm 

The influence factor Yb i-s defined as the ratio of the equivalent 
slope which takes account of the berm (tanow) to the average slope of 
the structure excluding the berm (tana) . The combined influence of the 
berm width and berm depth is given by the following formula for Yb: 

Yb 1 - rB(l - rdB)  with 0.6 < yb  S 1.0 (7) 

where: 
rB = reduction of the average slope (tana) caused by the berm width 

B (a structure without berm yields rB - 0) 
r^ = reduction of the influence of a berm caused by the berm depth dB 

(a berm at SWL yields r^ =0) 

The average slope of a structure with a berm can be defined by 
drawing a straight line through the points on the slope excluding the 
berm at 1 Hs above and 1 Hs below SWL, see Fig. 3. The equivalent slope 
of a structure with a berm can be defined by drawing a straight line 
through the points on the slope including the berm at 1 Hs above and 
1 Hs below the berm. The optimum value of 1 Hs was a result of the 
analysis. This procedure results in the following formula for rB: 

B/H, 
2cota + B/H. (8) 

definition  tan<xeq (including berm) //       definition tana (excluding berm) 

Figure 3 Definition equivalent and average slope 

A berm at SWL (dB — 0) is most effective in the reduction of the 
runup. In that case r^ — 0 and Yb = 1 ~ rB- For dB ^ 0 the influence 
of the berm will be less so that Yb will be closer to 1. The influence 
of the berm on runup is negligible when the berm is about 1.5 Hs above 
or below SWL. In that case rdB — 1 and Yb 

= 1 • This reduction of the 
influence of the berm caused by the berm depth can be expressed by the 
following formula for r^: 
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with    0 < rdB < 1 (9) 

The influence factor Yb nas a lower limit of 0.6. This implies that 
in a situation where Yb " 0.6 an increase of the berm width will not 
lead to a further reduction of the runup. For a berm at SWL an optimum 
berm width is given by the following formula, derived from Eq. (7) with 
Yb = 0.6 and rdB = 0: 

B -H.cotot (10) 

Fig. 4 gives in the upper graph the runup versus the breaker para- 
meter $p, based on the average slope, excluding the berm. The lower 
graph shows the results when Eq. 7 to 9 are used to determine the equi- 
valent breaker parameter lPiB<i. The results show a good agreement with 
the formulas. 

berm not taken into account 

3.0 

a.  2.0 

 Formdo 
a    dB = 0 
*    dB / 0 

- 

/ j**i * ?£ : 
a 

y 
n     DQ 

a     « oj 

/ i      i      i      i 

a 

iiii •      i      i      i •       i      i       i 

10 2.0 3.0 
breaker parameter  fp (—) 

4.0 

berm represented by equivalent slope 

3.0 

o.    2.0 

 Formula 
•    dB = 0 

•    dB ?*0 

• 

] 

) 

+ 

y<b 
/a 

,  1       .1. .      L._     1 lltl 

0                             10 2.0 3.0 
 >•    breaker parameter  £p>eq   (-) 

Figure A The influence of a berm on runup 
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Influence of roughness 

The influence of roughness on runup is described in Table II.5.5 
in TAW (1974) or the similar Table 7-2 in the Shore Protection Manual 
(CERC 1984). However, these tables have been based on regular waves. 
In this paper results of tests with irregular waves are discussed. 

The influence of roughness has been investigated for various types 
of surface coverings in small scale as well as full scale tests. For 
impermeable structures the results of the investigations are summarized 
in Table 2 which gives recommended values for the influence factor yt. 
This table can be seen as an update of Table 7-2 in the Shore Protec- 
tion Manual (CERC 1984). In total 20 tests have been performed. 

Surface covering Influence factor 

Yt 

Smooth, concrete, asphalt 1.00 

Impermeable smooth block revetment 1.00 

Grass (3 cm) 0.90 - 1.00 

Ribs on smooth slope (l=9b)      1 = length 
h/b     t>/Hs    covering    b = width 
1.00  0.12-0.19    1/7.5    h - height 0.60 - 0.70 

Blocks on smooth slope (l=b) 
h/b     b/Hs    covering 
0.88  0.12-0.19    1/9 
0.88  0.12-0.24    1/25 
0.44  0.12-0.24    1/25 
0.88  0.12-0.18    1/25 (above SWL) 
0.18  0.55-1.10    1/4 

0.70 - 0.75 
0.75 - 0.85 
0.85 - 0.95 
0.85 - 0.95 
0.75 - 0.85 

Rock 
one layer               (Hs/D - 1.5 - 3.0) 
two or more layers       (Hs/D = 1.5 - 6.0) 

0.55 - 0.60 
0.50 - 0.55 

Table 2 Influence factor for roughness (1 < £p < 4) 

The parameters 1, b and h in this table respectively stand for the 
length (parallel to the structure axis), the width along the slope 
(perpendicular to the structure axis) and the height of artificial 
roughness elements (blocks or ribs) . The value for the covering stands 
for the relative area of the slope which is covered by the roughness 
elements. Finally the parameter D stands for the diameter of the rock. 
The recommended values of yt can be applied for 1 < lp < 4. For Larger 
values of $p (surging waves) the values of yt will slowly increase 
to 1. 

The results for two or more layers of rock on a structure are only 
an average value. During his extensive test series on the stability of 
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rock slopes Van der Meer (1988) simultaneously measured wave runup. The 
results have been described by Van der Meer and Stam (1992). Prelimi- 
nary results have also been published by CIRIA/CUR (1991). Two methods 
for the prediction of wave runup have been described by Van der Meer 
and Stam (1992). First, formulas were derived for various runup levels 
(2%, significant, etc.) as a function of wave height and surf similari- 
ty parameter. A second set of formulas gave the wave runup as a Weibull 
distribution. 

Influence of shallow water 

About 40 small scale tests have been performed on structures with 
a 1:100 foreshore in front and relatively shallow water at the toe. In 
addition the development of the wave conditions on the foreshore has 
also been investigated intensively in tests without a structure, in 
order to have accurate information about the incident waves in the 
situation with a structure. Table 3 gives global values of the relevant 
parameters in the investigations. 

tana (-) 1:3,   1:4 

sp (-) 0.01,   0.02,   0.03,   0.04,   0.05 

Hs (m) 0.10    -    0.20 

h (m) 0.18,   0.29,   0.33,   0.41,   0.60 

Table 3 Parameters in test programme for shallow water 

Hs 

*-_-c/"~X~" 
h/Hs>3 to 4 

uniunuiiiiiniDiniinnuininnt 

reference  situation 

100  50 20  2  0.1 

—*P (x) 

100  50 20  2 0,1 

—*P (%) 

wave height 
shallow foreshore exceedance curve 

Figure 5 Wave height distribution in shallow water 

In general the 2% runup R,,^ is related to both the significant wave 
height Hs (which should be used to determine the breaker parameter) and 
the 2% wave height H2% which characterizes the higher waves. However, 
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in Eq. 5 R^JJ is only related to Hs. This relation is therefore only 
valid for sitations in which the wave height is Rayleigh distributed 
because then the ratio of H2% to Hs is constant (equal to 1.4). 

In situations with a shallow foreshore the higher waves will break 
before they reach the structure. Then the wave height at the toe of the 
structure is no longer Rayleigh distributed, see Fig. 5. In these situ- 
ations the influence factor yt for shallow water can be described by 
the following simple formula: 

Yh = 1.4H. (ID 

For a gentle foreshore slope of 1:100 the ratio of H2% to Hs has 
been investigated which led to the influence factor yf (including the 
relative water depth) which is given in Fig. 6 and the following for- 
mulas : 

Yh 

Yh 

1 - 0.03(4--ii-)' for 1 s •—  s 4 and 

for ^kl.O 

(12) 

(13) 

to 

.8 

? - 

5 y^ 
o 
D _ 
<D 

.6 
- 

C 
0) - 
C 

A .4 

2 
- 

i     i     i     i — 1     1     1     1 1    1     1     1 1    1    1    1 III. 

.0 10 2.0 3.0 4.0 5.0 
 •    relative waterdepth h/Hs 

Figure 6 Influence factor for shallow water for a 1:100 foreshore 
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Influence   of   the   anple   of  wave   attack   (for   long   and   short   crested 
waves) 

V////////////////////////////////////////////, 
M structure 

wave  crest 

mean  direction 
of propagation 

variation   around 
mean  direction  (spreading) 

Figure 7 Angle of wave attack 

The definition of the angle of wave attack p is given in Fig. 7. 
The directional spreading parameter o is defined as the standard devi- 
ation of the direction of wave propagation. 

About 160 tests were performed in a multi-directional wave basin 
on wave runup and overtopping. The structure was 15 m long and was 
divided in 3 sections with different crest levels, see also Van der 
Meer (1989). Overtopping was measured at two sections and runup at the 
other. Smooth plane 1:2.5 and 1:4 slopes were tested and a 1:4 slope 
with a berm at SWL. The range of the main parameters is given in Table 
4. 

tana ;-) 1:2.5, 1:4, 1:4 with berm 

sp '-) 0.01, 0.02, 0.03, 0.04, 0.05 

Hs km) 0.06, 0.12 

P 0 \ 0, 10, 20, 30, 40, 50, 60, 70, 80 

o q \ 0, 12, 25, 32, 45 

Table 4 Parameters in test programme for oblique waves 

Short crested perpendicular wave attack gives similar results on 
both wave runup and overtopping as long crested perpendicular wave 
attack. The results are different when the wave attack on the structure 
is oblique (p > 0"), see Fig. 8. 

The effect of oblique wave attack on runup on a 1:6 slope with re- 
gular waves has been studied by Tautenhain et al. (1982). Their results 
suggest that runup for normal wave attack (P — 0°), can be exceeded 
for small angles (say, p = 10-30°). Fig. 8 shows that the measured 
influence factor for these small angles is only higher than 1 for a few 
tests. The average trend shows no increase of the runup for small 
angles. 
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Figure 8 Measured influence factor for oblique wave attack 

Long crested waves give an influence factor yp which is almost 
equal to 1 for 0 < 30°, then decreases to 0.6 for 0 - 60° and remains 
constant for p > 60°. Short crested oblique waves, more similar to 
nature, give a different picture. The influence of the angle of wave 
attack on runup is much less than for long crested waves. This is due 
to the fact that even for large angles a number of waves arrive at 
smaller angles, giving a higher runup. For p increasing from 0° to 90° 
the runup influence factor decreases linearly from 1.0 to 0.8. The 
spreading of the multi-directional sea itself has no influence on the 
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results. As long as a > 10° the results are similar (and therefore 
different from long crested waves). 

Wave overtopping is given per meter structure width. With oblique 
wave attack less wave energy will reach this meter structure width and 
therefore influence factors for oblique wave attack are smaller for 
overtopping than for runup. The recommended values for the influence 
factor Yp are shown in Fig. 9 and are given in the following formulas 
( p in degrees): 

Long crested waves (exceptional in nature) 

Runup: 
Yp - cos(P-10°);  (YP 5; 0.60 and Yp - 1.0 for 0° < p S 10°) (14) 

Overtopping: 
YP = cos

2(p-10°); (Yp >: 0.60 and Yp - 1.0 for 0° < p S 10°) (15) 

Short crested waves (common in nature) 

Runup: 
Yp - 1 - 0.0022 p 

Overtopping: 
Yp - 1  -  0.0033   p 

(16) 

(17) 

10 

- 
—-—I*"- 
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5 
S. V. 
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n i i  i i -I I.-I—I . i i  i i i i i i ,.l   1,  I.I ii 11, i I  I I i i i i i i i i 

0 10 20 30 40 50 60 70 80 90 
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Figure 9 Recommended influence factors for oblique wave attack 
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Wave overtopping 

The wave overtopping q, given as the mean overtopping discharge in 
m3/s per m width, is strongly determined by the crest freeboard Rc 
which is defined as the crest level with respect to SWL. The relation 
between q and Rc given by TAW (1974) has been compared with the rela- 
tions for several slopes given by Owen (1980). A generalized version 
has been derived from the exponential functions given by Owen (1980) 
and showed a good agreement with a large set of overtopping data, in- 
cluding the latest measurements. However, this relation turned out to 
be only valid for plunging (breaking) waves. For surging (non-breaking) 
waves another formula with different dimensionless parameters should 
be applied. In order to avoid this set of two different overtopping 
formulas a different approach has been followed which will be described 
here. The approach described above, according to Owen (1980) will be 
given elsewhere. 

In the new approach the crest freeboard Rc is related to an expec- 
ted runup level on a non-overtopped slope, say the Ru2%. This "shortage 
in crest height" can then be described by: 

Ru2: 

Eq. 5 can be used to determine Ru2%, including all influences of berms, 
etc. 

The most simple dimensionless form of the overtopping discharge is: 

IO  CO 4- 
o 

-4 

D straight 
A berm 
v small depth 
« rough 
o short crested 
« oblique longc. 
a oblique shortc. 

as   * -— ^ 

•crfi"^! 

a H « 
-I 1—* la-^J 1 I I I I  i I I I  I I I I L_ 

-.5 0 .5 1 

(Ru2%-Rc)/Hs 

Figure 10 Overtopping formula and data 
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Fig. 10 shows the final results on overtopping and gives all avai- 
lable data, including data of Owen (1980, only plane slopes), Fiihrboter 
et al (1989) and various tests at Delft Hydraulics. The horizontal axis 
gives the "shortage in crest height". For the zero value the crest 
height is equal to the 2% runup height. For negative values the crest 
height is even higher and overtopping will be very small. For a value 
of 1.5 the crest level is 1.5 Hs lower than the 2% runup height and 
overtopping will obviously be very large. The vertical axis gives the 
logarithm of the mean dimensionless overtopping discharge. 

Fig. 10 gives about 500 data points. The formula that describes 
more or less the average of the data is given by an exponential func- 
tion: 

•2- = 8.10-5exp[3.li%-l2] (18) 

The reliability of Eq. 18 can be given by assuming that log(q/^gHs) 
has a normal distribution with a variation coefficient (the ratio of 
the standard deviation to the mean value) of 0.11. Reliability bands 
can then be calculated for various practical values of mean overtopping 
discharges. The 90% confidence bands for two wave heights and four 
overtopping discharges are given in Table 5. 

Mean discharge (1/s per m) 
90% confidence band (1/s per m) 

Hs = 1 m Hs - 2.5 m 

0.1 0.015 -  0.65 0.012 -  0.83 

1.0 0.23  - 4.3 0.18  -  5.5 

10.0 3.5  - 28.2 2.8  - 36.1 

Table 5 90% confidence band for some overtopping discharges 

Limitations of Eq. 18 are that for Rc/Hs < 1 and also for cases (in 
nature) where q > 10-50 1/s/m and where an influence factor is applied, 
the reliability is small and in these cases Eq. 18 is not recommended. 

Conclusions 

About 200 tests have been performed in a wave flume and about 160 
in a wave basin for the investigation of the influence of a berm, 
roughness, shallow water and oblique (long and short crested) wave 
attack on wave runup and overtopping. The results of former investiga- 
tions and investigations carried out by other institutes have been 
added to these data. Based on this large set of data design formulas 
for runup and overtopping are recommended which can be used under a 
very wide range of circumstances. 
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CHAPTER 135 

NUMERICAL SIMULATION OF WAVE MOTION ON AND IN COASTAL STRUCTURES 

J.W. van der Meer1', H.A.H. Petit11, P. van den Bosch1', G. Klopman1' 
and R.D. Broekens2' 

Abstract 

A 2-dimensional program for simulation of wave motion on coastal 
structures is described. The program is based on the Volume Of Fluid 
method and is able to describe fully plunging waves on all kind of 
structures. 

Introduction 

Simulation of wave motion on coastal structures, such as dikes and 
breakwaters, has traditionally been done by using physical small scale 
models. Most phenomena in these models reproduce nature fairly well. 
But phenomena such as porous flow, wave impacts and viscous effects, 
can not be modelled correctly. Furthermore, measurement of flow fields 
in breaking waves on a slope is difficult and may be easier to calcu- 
late by a numerical model. 

The numerical simulation of wave motion on coastal structures will 
be presented in this paper. Most literature on this subject describes 
the 1-dimensional "bore approach", i.e. breaking waves are not modelled 
correctly. Kobayashi and Wurjanto (1989) described such a model. Veri- 
fication of that model by Van der Meer and Klein Breteler (1990) showed 
that wave runup and depth-averaged velocities were simulated fairly 
well and that wave rundown and wave pressures on a slope could not be 
predicted. A similar and improved model, including porous flow, is 
given by Van Gent (1992). 

Other 2-dimensional models are based on potential flow theory, such 
as described by Klopman (1987). These kind of models can simulate an 
overturning wave tongue, but calculations stop before the wave tongue 
hits the water or a structure. 

1) Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, The Netherlands 
2) Rijkswaterstaat, P.O. Box 5044, 2600 GA Delft, The Netherlands 

1772 
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This paper will deal with a 2-dimensional  description of the  com- 
plete wave motion. 

The method 

The 2-dimensional program SAVOF, developed by the National Aero- 
space Laboratory in The Netherlands, computes incompressible flow with 
a free surface in a closed container. The flow is described by the 
Navier-Stokes equations and the program is based on the program SOLA- 
VOF, presented by Nichols and Hirt (1981). The programs use the volume 
of fluid (VOF) method which is, in contrast to surface tracking me- 
thods , capable to compute free surface flow when the fluid domain 
becomes multiply connected, i.e. when for example an overturning brea- 
king wave hits the free surface. SAVOF has been modified and became the 
code as mentioned above. The new name for the code became SKYLLA. 

The fluid is treated as incompressible and the resulting equation 
for the pressure is treated implicitly where in the original code arti- 
ficial compressibility or limited compressibility was used in combina- 
tion with an explicit solver. The results of a first calculation with 
the original SAVOF-program are shown in Fig. 1. The closed container 
was put on a slope of 1:4 and the calculation started with a "block" 
of water in the edge. Plots 5-10 show more or less a plunging breaker 
on a slope and the subsequent runup. 

Possible applications 

Various applications can be considered when a numerical simulation 
of wave motion in and on coastal structures is possible. 
- Wave motion on impermeable (smooth or rough) slopes, giving water 
velocities, accelerations, pressures and runup levels. 

- Wave overtopping on impermeable low-crested structures, giving water 
velocities and overtopping discharges. 

- Wave motion on a submerged impermeable structure, giving wave trans- 
mission. 

- Wave motion on and in a porous rubble structure, giving the same 
parameters as for an impermeable structure, but also the porous flow, 
phreatic line and wave transmission. 

- Wave motion on vertical structures as caissons, giving wave forces 
and overtopping. 

- Simulation of wave-current interaction on sloping beaches including 
bars. 

Development of the research code SKYLLA 

A feasibility study was performed (Broekens and Petit, 1991) on the 
modifications required or relevant for the application of SKYLLA on the 
simulation of wave motion on and in coastal structures. The main modi- 
fications were: 
- prescription of incident waves and a weakly reflecting boundary 
condition 

- description of an impermeable slope 
- description of porous flow 
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7777777777777 ITT, 

Figure 1    First calculations with SAVOF 
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The first two modifications will be summarized here and are more 
fully described in Petit and Van den Bosch (1992). 

Weakly reflecting boundary condition 

In order to give an idea of how a weakly reflecting boundary condi- 
tion and an impermeable slope were implemented in the SKYLLA model 
first the pressure equation for the VOF method will be derived. The 
Navier-Stokes equations for the momentum in x and y direction respec- 
tively are: 

|£ + u|S + v-fi = -|§ + vV
2u (1) 

3t    dx dy dx 

*  +u|£ +v^ = -* + vV
2v-g (2) 

at dx dy dy 

where u and v are velocities in the x and y direction respectively and 
P denotes the reduced pressure P = p/p , with p = pressure and p = mass 
density of the fluid. Conservation of mass is, for constant p, expres- 
sed by: 

i + -g = ° <3> 
By dlscretizing the momentum equations in time the following equa- 

tions are found: 

+ un^ +vn^f = .iPj^ +vy2u„ (4) 
At       dx dy dx 

11  +u»-^ +v»4^ = -i^l +vVV-g (5) 
At        dx dy dy 

Notice that the pressure is taken at the new time level n+1 while both 
the convection and the viscous terms are taken at the old time level 
n. Furthermore, the conservation of mass at the new time level n+1 is 
required: 

i£i + iir!=o (6) 
dx    dy 

From these equations the pressure Poisson equation can be derived 
by differentiating Eq. (4) to x, Eq. (5) to y and use Eq. (6) to elimi- 
nate the velocities at the time level n+1. The result is: 

At V dx dy )       dx\ dx dy ) 

-f-u»4£ -v»4^ +vV
2v»-g] 

'\ dx dy ) +   * 

(7)' 

a ' 
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In space the VOF method uses a staggered grid like given in Fig. 
2, where the velocities are given at the centre of the cell faces and 
the pressure is given at the cell centre. At the cell centre also the 
F value is given which indicates the fraction of the cell which is 
filled with fluid. 

Ay 
"i-ij 

->        • 

Pij      Ujj 

Vij-1 

>-        • 

Ax 

Figure 2 Staggered grid with velocities and pressures 

By also discretizing in space the Navier-Stokes equations can be 
written (here, for simplicity, in the case of an equidistant grid in 
both x and y direction) as: 

Ax      1] 

where  ui:j = u£ + AtDISuJ -un-^ - vn-^ + vV2unj 

(8) 

(9) 

and DISUjj stands for an operator that discretizes at the U velocity 
point. 

(10) 

where via = v£ + AtDISvJ-u
n4^ - vn-^ + vV2vn - gj (11) 

Here DISV1:J is an operator that discretizes at the V velocity point. 
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The discretized version of Eq.(6) is given by: 

(uf;1 - ufj^Ay + K;
1
 - vt

n;.\)Ax - o (12) 

By using this equation the velocities at time level n+1 can be eli- 
minated and the discretized version of the pressure Poisson equation 
is found: 

2P 2P + P. 
n+l 
ij-l 

Ax2 Ay2 Atl 
[ij"ui-ij 
Ax Ay  J (13) 

The velocity arrows which are shown in Fig. 2 indicate all the 
velocities that are used in the discretization of the right hand side 
of Eq. (13). At an impermeable boundary, which coinsides with a grid- 
line, the velocity at the boundary at time-level n+l can be left out 
in Eq. (12) and the velocities outside the flow domain, which are 
needed to calculate DISU or DISV at the boundary, can be chosen such 
that e.g. a free slip boundary condition is met. These velocities are 
called virtual velocities. 

Once the pressure equation is solved Eq. (8) and (10) can be used 
to find the velocities at the new time level. 

In Fig. 3 the situation at a left boundary is sketched. The veloci- 
ties v0° and Voj-i are virtual velocities. 

'Oj 

'oj-1 

>•   • 

*"  Pi* uij' 

'ij-1 

->•   • 

Figure 3 Left side boundary 
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In order  to  allow waves  to  enter  and leave  at  the  left boundary, 
the  following equations were  discretized: 

(14) 

(15) 

(16) 

The discretization of Eq.(14) was done upwind for the outgoing 
waves to yield an explicit expression for u"/1 . Note that the right 
hand side of this equation involves the incoming wave and is supposed 
to be known. Eq. (15) was discretized implicitely using timelevels n 
and n-1, yielding an explicit expression for the virtual velocity v<§ . 
Equation (16) was also discretized upwind for the outgoing waves and 
explicitely in time where t| in Eq. (16) can be related to the F values 
in the first two colomns by: 

ill = E Fi>yj for i = 1,2 (17) 

where jsl has the property: 

Fti  = 1 for j = 1(1) jsl - 1 

0 < F„  < 1 

Fy - 0 for j > jsl 

Here it was implicitely assumed that near to the weakly reflecting 
boundary the surface is a single valued function of x. 

Impermeable slope 

Again, by setting virtual velocities, an impermeable free-slip 
slope could be included in SKYLLA, where the slope is allowed to 
intersect the grid arbitrarily. In Fig. 4 the four possible cell 
intersections of a climbing slope with pressure cells is shown. Cases 
where the slope intersects the cell at a corner can numerically be 
treated as one of the four cases. For each of the cases 2), 3) and 4) 
two virtual velocities were defined such that the velocity stencil 
given in Fig. 2 can be used at each cell which contains fluid. These 
virtual velocities are defined such that a free- or a no-slip boundary 
condition is satisfied at a given location point on the slope in the 
intersected cell. 
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A A 
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3) 4) 

Figure 4 Cells with an impermeable slope 

The advantage of this approach over the pressure-velocity iteration 
technique (Viecelli, 1969), is that an elliptic solver (e.g. Conjugate 
Gradient Squared (CGS)) can be used to solve the pressure equation 
instead of the (Succesive Over Relaxation (SOR) like) process of arti- 
ficial compressibility needed for the pressure-velocity iteration 
technique. Since solving the pressure equation is by far the most time 
consuming process in the VOF solver, the use of versions of the CGS 
method that where specially built for vector computers meant a signifi- 
cant improvement of the performance of SKYLLA. 

In order to achieve a more accurate free surface update after new 
velocities are determined the FLAIR method (Ashgriz and Poo, 1991) was 
adopted. Updating the fluid domain near the position where the free 
furface meets the slope proved to be rather difficult however. 

Computational results 

Various calculations have been done with SKYLLA on smooth impermea- 
ble structures in order to test the flexibility and the robustness of 
the program. Results of one calculation will be given here. No valida- 
tion tests have been performed until now which means that the results 
are only output of a computer program and the correspondence with 
nature has not been verified. 

The calculations showed that the grid size is of paramount impor- 
tance to the results especially when breaking waves occur. The result 
is that in order to describe breaking waves on a slope small cells and 
time steps are required. This is not a drawback of the VOF-method as 
used in SKYLLA, but a direct result from the fact that a nonlinear 
highly instationary process is simulated. 
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Fig. 5 gives the cross-section of a dike with a berm. The upper and 
down slopes are 1:4 and the berm with a length of 5 m has a slope of 
1:15 and is located just beneath the still water level. The water depth 
is 3.4 m at the toe of the structure. This cross-section was used for 
computation. The generated wave had a wave height of 1.2 m and a wave 
period of 4.5 s. 

s    s 

H = 1.2m S.U.t." • 3.4 n 

1 • 
i 

T=4.5s 

"I 4 4 «S 2b 25 

 «-X-distonce <n) 

Figure 5 Cross-section used for computations with SKYLLA 

In total 350 cells were used in the x-direction with a decreasing 
cell size from left to right from 0.101 m to 0.050 m. In the y-direc- 
tion 69 cells were used with a refinement near the still water level 
(range: 0.041 m to 0.258 m). The basic time step was 0.025 s and the 
minimum time step needed was 0.0015 s (at 8.6 s, see Fig. 6). In total 
17 s wave motion was simulated which required 5977 s of cpu time on a 
CONVEX C3820. 

Figs. 6-9 show results of the calculations at 4 different time 
steps. Each Fig. has 3 subfigures. At the top the F function is shown 
where the black colour corresponds with cells that are completely 
filled with fluid (F = 1) and white cells that are empty (F = 0). The 
middle plot shows the velocity field in the wet domain. The lowest plot 
gives the tangential velocity at the free-slip slope as a function of 
the x-coordinate. 

In Fig. 6, at t - 8.6 s, the overturning wave tongue is about to 
fall on the backwash, thereby multiply connecting the region of the 
filled cells. Fig. 6c gives the location of the separation point. Fig. 
7 gives the result 0.2 s later at t - 8.8 s. The wave tongue has hit 
the water surface and a horizontal jet emerges from this process. The 
downstream velocity under the enclosed cylinder of "vacuum" increased. 
At about x = 18 m the velocity has changed to a shoreward direction. 

In reality the enclosed cylinder of air will change to large air- 
bubbles and escape rapidly upwards out of the fluid. Fig. 7 does not 
show this escape due to the fact that vacuum was modelled and not air. 
This is certainly a difference with nature. 

Fig. 8 shows the results 2.3s later when another wave arrives at 
the toe of the structure and steepens its slope, partly due to the back 
wash from the previous wave. Further on the slope the breaking goes on 
which is caused by the nearly horizontal berm and the up and back rush- 
ing water. Runup velocities are about 1 m/s. In Fig, 9 the wave starts 
to break again. 



COASTAL STRUCTURE WAVE MOTION 1781 

en • 4.8 •*» 

velocities 

x—distance (m) 

Figure 6    SKYLLA results at t «= 8.6  s 
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Figure  7     SKYLLA results  at  t - 8.8  s 
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Figure  8     SKYLIA results  at  t =  11.1  s 

I 
Z3 

velocities 

c) 

velocities at the slope 

6                    5 10 15 20                       25                       30 

x-distance (m) 

Figure 9    SKYLLA results at t = 12.0 s 
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Conclusions and recommendations 

The results of the computations show that it is possible to simu- 
late breaking waves on a slope. The next step, however, is to perform 
physical model tests in order to validate the accuracy of the results. 
The wave profiles at various time steps can then be compared and possi- 
bly the whole velocity field using a Partical Image Processing tech- 
nique . 

Attention has to be paid to the effect that vacuum "bubbles" do not 
escape from the water. 

Calculations are still costly. By applying better solvers for sol- 
ving the Poisson equation on a vector computer the SKYLlA-code has 
already become 4 times faster than the original code. With the expected 
increase in calculation speed of supercomputers in the (very) near 
future and the better solvers that are being developed it is expected 
that computation time will become less important. 

The existing program can be developed further to cope with the pos- 
sible applications which were mentioned earlier. Wave overtopping can 
be included and also a porous medium like a breakwater. Recent research 
on porous flow modelling (the same MAST research, see Acknowledgement) 
can easily be included, and suggestions to adjust the Navier-Stokes 
equations for a porous medium have been given in Broekens and Petit 
(1991). It seems well possible and even straight forward to add extra 
terms to the momentum equations and to include these in a VOF-method. 
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CHAPTER 136 

IMPACT BREAKING WAVE PRESSURES ON VERTICAL WALLS 

Masataro HATTORI1' and Atsusi ARAMI2) 

ABSTRACT 

Impact wave pressures acting on a vertical wall were dis- 
cussed by simultaneous measurements of the pressure and wave shapes 
at impact. 

Experiments confirmed the principal role of adiabatic proc- 
esses of trapped air bubbles to the generation of impact pressures. 
The most severe impulsive pressure was observed when breaking waves 
hit the wall with trapping small air bubbles or a very thin lens- 
shaped air pocket. The larger the amount of the entrapped air, the 
lower the magnitude of the impact pressures. Due to the pulsation 
of the air pocket, damped pressure oscillations were observed 
immediately after the impact pressure. 

A predictive model, taking account of the adiabatic compres- 
sion processes of the trapped air pocket, predicts fairly well the 
maximum impact pressure and the frequency of the damped pressure 
oscillation, in the case when plunging breakers collide against the 
wal 1. 

K_ INTRODUCTION 

Impact pressures have been considered unlikely to be effec- 
tive for sliding and overturning massive structures seawalls. 
Nevertheless, some studies (Weggel and Maxwell, 1970; Mogridge and 
Jamieson, 1980; Arami and Hattori, 1988) and recent field observa- 
tions pointed out a clear evidence that such pressures can cause 
severe local damages to vertical wall type structures, and that the 
resulting damages would develop owing to successive attacks of 
breaking waves and cause sudden failures of the structures. 

Since Bagnold (1939) proposed an air pocket model for the 
physics of the high impulsive wave pressure, many experimental 
studies have been performed to explicate the physics of wave- 

1) Department of Civil Engineering, Chuo University, Tokyo 
2) Ishikawaj ima-Harima Heavy Industries Co., Ltd., Tokyo 
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impact processes. However, published data from the various studies 
provide very wide and different views on the wave-impact physics. 
Therefore, more detailed and reliable examinations on this process 
are absolutely necessary to the development of physical models 
predicting for the impact pressure. The principal aims of this 
study are as follows; 
1. To explicate the difference of the wave-impact processes under 

various colliding conditions of breaking waves onto the wall, 
2. To examine aerodynamic contributions of the entrapped air to the 

generation of the impact pressure, and 
3. To propose a predictive model, taking account of adiabatic 

compression processes of the air pocket entrapped between the 
structure and wave. 

Z_  EXPERIMENTAL EQUIPMENT AND PROCEDURES 

2. 1 EXPERIMENTAL EQUIPMENT 

General arrangement of the experimental equipment is shown in 
Fig. 1. Experiments were carried out in a glass-walled wave flume, 
0. 30 m wide, 0. 55 m high, and 20 m long, in which a steel beach of 
1/20 slope was installed. Regular waves were produced by a reflec- 
tion-absorbing wave maker of flat type. 

JERTICAL WALL        WAVE GAGE 

MOUND 

WAVE GENERATOR 

Fig. 1 General arrangement of the experimental equipment. (Units:m) 

Vertical plane wall of a 35 mm thick plastic plate ( 0.30 m 
wide and 0.50 m high) was shored up with steel frames. The wall 
complex, having a natural frequency of 1.2 KHz in water, was mount- 
ed rigidly on a plastic mound with a foreshore slope of 1/10. Inci- 
dent wave properties were detected by a capacitance-type wave gauge 
installed at the uniform water depth. 

2. 2 PRESSURE MEASUREMENTS 

Impact pressures were measured by semi-conductor type trans- 
ducers of 10mm in diameter. The pressure transducers have opera- 
tional capacity of 100 gf/cm and 200 gf/cm , with 100% overload 
capability. Their natural frequency in water is 9.6 KHz and the 
frequency response range DC to 4. 8 KHz. 

Four pressure transducers were located vertically along the 
centerline of the wall at an interval of 2.0 cm. The maximum impact 
pressure is occurred most likely in the  vicinity of the still 
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water level. Hence, two additional pressure transducers were set at 
1.0 cm below and above the still water level and 5.0 cm apart from 
the centerline. 

2.3 RECORDING THE IMPINGING BREAKING WAVE PROFILE 

High-speed videos were simultaneously taken at 200 frames/s 
with the measurements of impact pressures. Photo. 1 is an example 
of the picture of wave shape at impact. Number of the last three 
digits on the top of the picture indicates the elapsed time in 
millisecond after the start of a test run. White arrows on the left 
hand side show the locations of the pressure transducers. Real-time 
pressure record from the pressure transducer( P^ ) at the still 
water level is monitored on the left hand side of the still. The 
synchronization between the pressure records and sequential stills 
was made by using the pressure monitor within an accuracy of 0. 1ms. 

Length measurements were made using a 1. 0 cm square grid 
system, attached on the sidewall glass. The breaking wave height, 
the size and shape of trapped air pocket, the forward and upward 
velocities of wave surface at and in front of the wall were read 
from the pictures projected on a 29-inch video-screen. 

Real Time Pressure Record 

\   (P4) 
Elapsed Time From 
\ Start of Test Run 

2. 4 EXPERIMENTAL PROCEDURES 

In the repeated tests, 
impact pressures vary signifi- 
cantly owing to the instabili- 
ty of the wave breaking and 
the high reflection of the 
wall. We employed the two 
following procedures to ensure 
the repeatability of the 
experiments; (1) Every test 
run was made after the free 
surface disturbance due to the 
preceding test run was well 
subsided, and (2) The wave 
generator was controlled by a 

programmed analogue signal Photo. 1 Example of 
yielding a regular wave train. the video picture. 

Outputs of the impact pressures were recorded on digital 
recorders over six wave periods at a sampling frequency of 5 KHz 
for extensive processing by computer. Data analyses were made for 
four subsequent breaking waves preceded by some non-breaking waves. 

3. EXPERIMENTAL RESULTS OF THE IMPACT PRESSURE CHARACTERISTICS 

Since wave-impact processes depend closely on the wall loca- 
tion relative to the wave breaking position (Chen and Melville, 
1988), it is reasonable to characterize them by the development of 
wave breaking at the wall, or the colliding conditions. In this 
study, we will examine into the essential characteristics  of 
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Photo. 2 Sequence of the still pictures of the wave surface. 
(Flip-through condition) 
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Fig. 2 Wave pressure records (Flip-through condition) 
(Hb=5. 7cm, T=1.7s) 



1790 COASTAL ENGINEERING 1992 

impact pressures  for the four following conditions, somewhat 
similar to Oumeraci, Klammer, and Partenscky (1991) ; 
(1) " Flip-Through" condition with no air bubbles, 
(2) Collision of the vertically flat wave front  with entrapping 

small air bubbles — single peak pressure —, 
(3) Collision of plunging breakers with a thin air pocket 

— damped pressure oscillations with high frequencies —, and 
(4) Collision of fully developed plunging breakers with a thick air 

pocket— damped pressure oscillation with low frequencies —. 

3. 1 FLIP-THROUGH COLLISION WITH NO AIR BUBBLES. 

Impact process due to the " flip-through" action (Cooker and 
Peregrine, 1991) is observed when incident waves break as upward 
deflected breaker near the wall. Photo 2, consisting of 8 still 
pictures, gives the wave shape changes during the collision on the 
wall. We notice from the sequential pictures that the wave shapes 
change a very similar process to the computation by Cooker and 
Peregrine (1991). The corresponding pressure records at various 
elevations are given in Fig. 2, in which 20 ms on the time axis 
refers to the time of the maximum peak pressure recorded at P^, on 
the still water level. Thick arrows on the top of the pressure 
record at P*   represent the shooting instant of the pictures. 

Although the resultant peak pressures are not so high in the 
magnitude (pmax ^//>gHu=1 1. 2) , the pressure record at P, shows that 
an impact is occurred without a clear hit of the wave front. 

3. 2 COLLISION OF VERTICALLY FLAT WAVE FRONT WITH SMALL AIR BUBBLES 
— SINGLE PEAK IMPACT PRESSURE 

Collision of breaking waves with vertical or slightly curled 
front brings about extremely high impact pressures (Pmax / 
pgHiD=109. 6), as seen in Photo. 3 and Fig. 3. However, even the 
highest impact at P^ is much lower than that due to a water hammer 
process. 

The pictures about the instant of collision (Photo. 3 (e) and 
(f)) do not show apparently the air entrainment. But we can find 
out dark image indicating a group of small air bubbles trapped over 
the hitting region of wave crest (Photo. 3 (g) and (f)). The pres- 
sure records in this region (Fig. 3 Pj - Pg) exhibit clear pressure 
fluctuations with very high frequencies of about 1,000 Hz during 
the impact. The peak pressures occur simultaneously at various 
elevations, but their magnitudes decrease remarkably with the 
distance from the hitting point of the wave crest. 

If a small air pocket in a form of very thin lens is trapped 
in the vicinity of the impinging region of the wave crest, the 
pocket is collapsed into small air bubbles at impact. This also re- 
sults in a single peak impact pressure. Occasionally we observed a 
fact that a fraction of the air bubbles was released upwards with 
wave splash. This results in noticeable reduction of the peak 
pressure and causes variability in the pressure magnitude. The 
experiments, however, confirm an important role of the trapped air 
bubbles to generation of the impact pressures. 
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Photo. 3 Sequence of the still pictures of the wave surface. 
(Collision of the vertically flat wave front) 



1792 COASTAL ENGINEERING 1992 

40 60 80 
TIME  (ms) 

WAVE PRESSURE RECORDS (No.  129-6) 

WITH AIR BUBLLES. 

H. = 4.0 cm, T = 1.7 s 

H.   = 4.8 cm, 1  =    ? 

hd = 1.9 cm, f' 1100 Hz ap 

<W ' •\ " 109'6 

Fig.   3 Wave pressure  records. 
(Collision of the vertically 

flat wave front) 
(Single peak  impact pressure) 

(Hb=4. 8 cm,   T=1. 7  s) 

600 - 

550 - 

500 - 

450 - 

400 - 

350 - 

300 - 

' 250 - 

. 200 - 

150 - 

100 - 

50 - 

0 — 

TT 

J i i i_j i '  '  ' 
20 40 60 80        100 

_l I 1 I I I I 1 L.  
20 40        60        80        100 

150 

100 

50 

0 

0 
i     i     i     i     i     i     i     i     i 

20        40 60 80        100 
TIME (ms) 



VERTICAL WALL BREAKING WAVES 1793 

3.3 COLLISION OF PLUNGING BREAKERS 
OF HIGH FREQUENCIES — 

DAMPED PRESSURE OSCILLATIONS' 

Photo. 4 gives the trapping process of a two dimensional air 
pocket between the wall and wave. The pressure records at various 
elevations in Fig. 4 show that the adiabatic action of the air 
pocket gives rise not only to relatively high impact pressures on 
the wall(Pmax 4/ 9Hb= 51.9), but also to damped oscillations with 
a high frequencies of 250 Hz, immediately after a rapid pressure 
drop. The pressure records in the air pocket zone (P1-P3) exhibit 
almost the same variations both in magnitude and in phase. This 
indicates repeated compression and expansion of the air pocket. 
Immediately after the collision, the air pocket transforms into a 
group of air bubbles, in which the bubbles rotate violently 
(Photo. 4 (f)), and this will likely play some role in the reduc- 
tion of pressure oscillations (Cooker and Peregrine, 1991). We can 
not yet specify any dominant process of the energy dissipation due 
to the violent motion of the air bubbles. 

From the simultaneous records of the pressure and wave, we 
found an evidence that damped pressure oscillations continue until 
the air bubbles start to escape through the wave surface. 

3.4  COLLISION OF FULLY DEVELOPED PLUNGING BREAKERS 
— DAMPED PRESSURE OSCILLATIONS OF LOW FREQUENCIES — 

As plunging and curling of the breaking wave are developed, a 
large cylindrical air pocket will be trapped and confined between 
the wall and wave. As shown in Figs. 5 and 6, an increase of the 
air pocket thickness 1, or the trapped air amount results in a 
decrease both in the peak pressure pmax and in the frequency of 
damped pressure oscillation, f . Both Pmax and f cap are inversely 
proportional to 1. However, the other principal characteristics of 
the impact pressure are almost the same as those for the plunging 
breaker collision. 

600r 

1    2    3 
1 ( cm ) 

Fig. 5 Relation between p. max 

4    5 

and 1. 
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Photo, 4 Sequence of the still pictures of the wave surface. 
(Collision with entrapping a small air pocket) 
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I ( cm ) 

Fig. 6 Relation between f 
6^ PREDICTIVE MODEL 

Predictive model for the impact 
pressure is developed under the fol- 
lowing assumptions; 
(1) The two dimensional air pocket can 
be substituted by a square pillar of 
width B, height d, and thickness 1, 
(2) The adiabatic process of the air 
pocket is represented by an equivalent 
spring system, as shown in Fig. 7, 
having apparent spring constant k, and 
(3) Radial oscillation and energy 
dissipation of the air pocket are Fi9' 7 Model of 
ignored. the air pocket, 

The spring constant of the replaced air pocket can be written 
as k= (Ed/1) E.„ in which E., (=1.4 p_+m) is the bulk modulus of air v v       dim 
and Patm the atmospheric pressure. By introducing the virtual mass 
length K contributing the wave impact pressure (Bagnold, 1939), the 
maximum impact pressure pm.v and the resonant frequency of the air 

11 ltd A 

pocket fa_ are obtains 

Pmax^W1''7^ 
and 

as 

b (1) 

(2) f = (E /p Kl) ]^2 
ap  v'^w 

, in which pw is the density of the water, and u^: forward veloci- 
ty of the breaking wave front. The virtual mass length can be 
evaluated by measurements of impact pressure p, the rising time T, 
and the forward velocity of wave front u^ (Bagnold, 1939) : 

• T 
K=i0 

pdt/Pwub (3) 

Figs. 8 and 9 show the agreements between the model and 
measurement, p M/Pmax and fap M/Pap. with respect to the air 
pocket thickness 1, or the trapped air amount. Subscript M denotes 
the prediction. As seen in Fig. 8, due to the  high variability in 
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measurement is not so good, especially when the air pocket is thin, 
1 < 1 cm. The agreement, however, becomes better with increasing 
the pocket thickness. From investigations of the measured data, we 
can specify the following main factors causing the high variability 
; (1) The peak pressure region is much smaller than the diaphragm 
of pressure transducer,  (2) The irregularity of the wave front 
changes the trapped air amount, and (3) The hitting location of 
wave crest tip is always shifted by high reflection of the wall. 
On the other hand, the model predicts reasonably well the frequency 
of the pressure oscillation, taking account of that the frequency 
should be lowered by boundary effects of the free surface, the 
bottom, and the wall( Topliss, Cooker, and Peregrine, 1992; Oumera- 
ci and Partenscky, 1991). 
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Fig. 8 Comparison between the predicted and measured 

maximum pressures. 
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0 
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-* •. • •   .   . N —S . 

o ± i 
i 2      3 

1 Lcm ) 
Fig. 9 Comparison between the predicted and measured 

frequencies of the damped pressure oscillation. 

5. CONCLUDING REMARKS 

Simultaneous measurements of the impact pressure and the wave 
shape change clarify that air bubbles and air pocket entrapped 
between the wall and the wave plays a predominant role to the 
occurrence of the high impact pressure. The wave-impact process is 
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occurrence of the high impact pressure. The wave-impact process is 
characterized by the development of the wave breaking at impact, 
because of that the entrapped air amount depends critically on the 
impinging front shape of breaking waves onto the wall.The larger 
air amount trapped gives the lower impact peak pressure and the 
longer period of damped pressure oscillations immediately after the 
impact. The damped oscillation continues until the compressed air 
in the pocket starts to escape through the free surface. 

The model proposed describes the wave-impact process and 
predicts the maximum pressure and the frequency of damped pressure 
oscillations, when the air pocket of two dimensional form is 
trapped between the wall and the wave. High variability in the wave 
-impact process deteriorates validity of the model. 

ACKNOWLEDGEMENTS 

We are grateful to Messrs. T. Yui and H. Sakai, students of 
the post graduate course of Chuo University, for their help in the 
experiment and data analyses. A part of this study is supported 
financially by the Ministry of Education, Japan. 

REFERENCES 

Arami, A. and M. Hattori (1988) : Experimental study on shock pres- 
sure of breaking waves, Proc. of Coastal Eng. , JSCE, Vol. 36, 
pp. 579-583. (in Japanese) 

Bagnold, R. A. (1939) : Interim report on wave pressure research, 
Jour, of ICE, Vol. 12, pp. 202-225. 

Chen, E. S. and W. K. Melvi lie (1988) : Deep-water plunging wave pres- 
sures on a vertical plane wall, Proc. of Royal Soc. London, A 
417, pp. 95-131. 

Cooker, M. J. and D. H. Peregrine (1991) : Wave breaking and wave 
impact pressures, Developments in Coastal Eng., Univ. of 
Bristol, pp. 47-64. 

Mogridge, G. R. and W. W. Jamieson (1980) :Wave impact pressures, Proc. 
of 17th Conf. on Coastal Eng., pp. 1829-1848. 

Oumeraci, H. and H. W. Partenscky (1991) : Effect of entrapped air on 
structure response, MAST G6-S Project 2, Proc. 1 st project 
workshop, Hannover. 

Oumeraci,  H. P. Klammer, and H. W. Partenscky (1991): Classifica- 
tion of breaking wave impact loads on vertical structures, 
Submitted to ASCE, Jour. Waterways, Port, Coastal and Ocean 
Eng. Div. 

Topliss, M. , M. Cooker, and Peregrine (1992) : Pressure oscillations 
during wave impact on vertical walls, Proc. 23rd ICCE, 
Venice, ASCE. 

Weggel, J. R. and W. H. Maxwel 1 (1970) : Numerical model for wave 
pressure distributions, Proc. ASCE, Jour. of Waterways, 
Harbors and Coastal Eng. Div., No. WW3, pp. 623-641. 



CHAPTER 137 

NUMERICAL MODELLING OF THE STABILITY OF RUBBLE BASES 

By 

Wojciech Sulisz1 

ABSTRACT 

A numerical model is developed to predict the stability of rubble bases exposed 
to wave action. A boundary element method is applied to solve the problem of 
wave interaction with a caisson and its rubble base, and to calculate the velocity 
field. The predicted velocities are used to determine the destabilizing forces on 
individual stones. Theoretical results reveal two local minima in stability: in very 
shallow water and at intermediate depths. The rubble base stability increases with 
decreasing incident wave height, the rubble base height and the bench width. 
Preliminary results also show that the stability depends on the damping properties 
and that the stability increases with increasing permeability. 

INTRODUCTION 

A rubble base exposed to a wave action has to satisfy several requirements. The 
design of a rubble base requires an estimation of the weight of stones used to build 
the rubble base which is one of the most important design parameters. These stones 
have to provide stability of the rubble base during large waves. 

There are several empirical formulae for the determination of the stability of a 
rubble base. The empirical formulae are mainly a result of some modifications of 
the classical Iribarren or Hudson equations. However, it is a well known fact that 
the empirical formulae have a number of limitations. Additionally, an analysis of 
various parameters involved in the stability based on laboratory experiments is very 
time-consuming and expensive. Moreover, some conclusions regarding the stability 

'Chalmers University of Technology, Department of Hydraulics, 
41296 Gothenburg, Sweden; on leave from IH PAS, Gdansk. 
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based on laboratory experiments may be severely contaminated by scale effects. An 
alternative method for the analysis of the effect of various parameters on the 
stability is still a widely recognized need. 

A numerical modelling of the stability of rubble mounds seems to be the 
alternative method. This method has been given more and more attention recendy 
(McDougal and Sulisz 1990; Sulisz and McDougal 1991). The numerical modelling 
is employed in the present work by modelling theoretically the interaction of water 
waves with a caisson and its rubble base and then employing predicted flow fields 
in a stability model to determine the required stone size. A similar approach was 
applied to determine the stability of rubble mounds beneath caissons by Sulisz and 
McDougal (1991). However, they used a constant value of the damping coefficient, 
which may underestimate or overestimate damping properties of the rubble base. 

NUMERICAL MODEL 

The model for waves interacting with a caisson and its rubble foundation is 
based on the unsteady Forchheimer equation of motion in the pores of a coarse, 
granular medium (Sulisz 1983; Sulisz 1985). The wave flow in the porous domain 
R and the adjacent wave field is governed by the following equations 

V2<E> = 0 (la) 

S^i + lp+gz +fti& = 0   , (lb) 
dt        p 

where the damping coefficient/, is 

/' 
1 i    \    [K     JK 

df 

(lc) 
CO 

(dll(eV2dt 
>    < 

and S is the inertial coefficient, p is the density of fluid, g is the acceleration due 
to gravity, v is the kinematic viscosity, e is the porosity, K is the intrinsic 
permeability, Cf is the turbulent damping coefficient, T is the wave period, P is the 
pressure, <J> is the velocity potential, and the velocity vector V=V [&x, <1>J. 

The above model, Eqs. (1), has successfully been applied to describe the 
interaction of waves with a rubble-mound breakwater (Sulisz 1985), a composite 
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breakwater (Sulisz & McDougal 1988; Sulisz 1992b) and a rubble toe protection 
(Sulisz et al. 1989). The boundary element method has been used to determine <J>. 
Various results from the theoretical model have been confirmed by experimental 
data. 

Velocity fields determined by a solution of the problem of wave interaction 
with a composite breakwater (Sulisz 1992b) are used as the input data for a 
stability model. Forces acting on an individual stone are computed tangential and 
normal to the slope from the following Morison-type equations 

,dV. 
dt 

Fs = iCtoPA.Vs \V-s\ + CUsp<L* ±±CLn9An{V-n? , (2a) 

F. = jCDnPAnV-n\V-n\ +CMnp^-n±^Cu9As(Vsf ,        (2b) 

where s and n are the tangential and normal unit vectors with respect to the slope, 
respectively; (CDs ,CDn), (CMs ,CMn ),{CU ,CLn) are the drag, inertia and lift force 
coefficients in the direction of s and n, respectively; As and An are the 
cross-sectional areas of the stone in the direction of s and n, respectively; V is the 
volume of the stone. 
The velocity vector in Eqs. (2) is calculated at various positions along the slope 
from a velocity potential corresponding to a fluid domain rather than rubble base 
domain. Due to uncertainties in determining the direction of the lift forces it is 
assumed that the lift forces maximize the instability. 

Stability is based on the static equilibrium of the stone by examining lifting, 
sliding or rolling. An analysis shows that for a nearly spherical stone, the stability 
condition for rolling is the most critical. The detailed analysis of the static 
equilibrium of a sphere located on a layer of spheres in contact, shows that the 
critical condition for rolling is 

WB (tan p- tan a) cos a < FBtanP-F (3) 

where WB is the stone weight in water, P is the angle associated with location of 
spheres in relation to each other, and a is the slope angle. 

Several parameters like density, size, shape and placement scheme of the armor 
unit are involved in the stability model. Of course, the stability is also a function 
of the wave period, wave height, caisson shape, rubble base shape, porosity, 
permeability and turbulent damping properties of the rubble base. The model makes 
possible a detailed examination of the contribution of various parameters on the 
overall stability. Because calculations can be conducted on personal computers, the 
model may provide engineers with a useful tool for examining a variety of cases 
at a very low cost. 
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RESULTS 

The described model is first employed to calculate the flow field for a problem 
of interaction of water waves with a caisson founded on a rubble base (Fig. 1). The 
boundary element method is used to solve a boundary-value problem and to 
determine the velocity potential in the rubble base and in the vicinity of the caisson 
and its rubble base. The caisson of the width 2b/h = 0.5 is analyzed. The rubble 
base of the caisson is considered to be of trapezoidal cross-section and of various 
widths and heights, but of fixed slopes 1:2. Additionally, it is assumed that the 
inertial coefficient S = I, porosity e = 0.4, and that the damping coefficient is 
known for each analyzed wave frequency ( 0.04 < kh < 4 ). The calculations are 
conducted for a constant value of a dimensionless coefficient/which is related to 
the damping coefficient / via the following relation 

f=f/(khtanhkhf5 (4) 

where k is the wave number and h is the water depth. 

Fig. 1. Definition sketch 

A presentation of the results based on Eq. (lb) may be confusing and then- 
analysis difficult to follow if the damping coefficient/is kept constant over a wide 
range of wave frequencies, as is stressed by Sulisz (1992a). This is because the 
damping coefficient/is a function of the wave frequency even in a case where a 
pure Darcy motion law is applicable (Cy = 0) . Further analysis shows that the 
calculations based on a constant value of the damping coefficient usually 
underestimate rubble mound damping properties in shallow water or overestimate 
them for waves of intermediate lengths and in deep water. Of course the 
dimensionless coefficient / is still a function of wave frequency which is evident 
from Eq. (lc) and Eq. (4). However, in a case of a pure Darcy flow the coefficient 
/is directly related to a Darcy coefficient and the wave frequency is not involved 
in the relation. This implies that a presentation of the results versus a function of 
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wave frequency, based on a constant value of the dimensionless coefficient /, 
properly reflects features of a case with the pure Darcy flow in a rubble mound. 
The presentations of the results versus a function of wave frequency for different 
values off also provide insight into a significance of the nonlinear damping term 
included in Eq. (lc) for an analyzed quantity. 

A predicted flow field is used to calculate the required stone size of the rubble 
base. The calculations are conducted for the drag force coefficient CDs = CDn = 0.7, 
the inertia force coefficient CMs = CMn = 0.5, the lift force coefficient Cu = CLn = 
0.5. These values of the force coefficients are chosen based on the results of some 
previous works on the stability problem. Of course the force coefficients are 
parameters of the stability model and they require further research based on 
experimental verifications. 

The stability number, Ns, is used to present the output of the calculations 
conducted to estimate the required stone size of the rubble base. The stability 
number is defined as follows 

N. = 
(6/7t)1/3 Hd 

(5,-D   D 
(5) 

where Sr is the relative stone density, Hd is the incipient damage wave height, and 
D is the equivalent spherical stone diameter. 

50 -i 

40 

30- 

20- 

10- 

kh 

Fig. 2. Stability number versus kh; dlh = 0.6, clh = 0.2, Hlh = 0.1,/= 1. 

A typical dependency of the stability number on dimensionless wave number, 
kh, is presented in Fig. (2). In general, for relatively low rubble bases analyzed 
here, two local minima in stability may occur: a local minimum in very shallow 
water and a local minimum at intermediate depths. The local minimum in very 
shallow water is of interest only for rubble bases of small damping properties 
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where it may become a global minimum of the stability number. The local 
minimum in stability at intermediate depths is, in a majority of cases, our main 
interest, because this minimum is usually a global minimum of the stability number 
and requires further investigation. Of course in some cases, the plots of the stability 
number versus the dimensionless wave number may become more complex and 
additional minima may occur. 

The results presented in Fig. (2) show that the incident wave length is essential 
to predict the stability number. An additional parameter involved in the stability 
that belongs to a group of parameters associated with wave excitation properties, 
is the incident wave height (H). Figs. (3)-(4) show the stability number plotted 
versus dimensionless wave number for four ratios of the incident wave height to 
the water depth (H/h = 0.1, 0.2, 0.3, 0.4). Some plots for the steepest waves are 
omitted because the corresponding parameters of the incident waves exceed the 
breaking limits for progressive waves. Breaking may still occur for some waves 
included in Figs. (3)-(4) due to large reflection from a composite breakwater. 

The results in Figs. (3)-(4) are intuitive and the general conclusion follows that 
reported by Sulisz (1992a). The stability increases with decreasing incident wave 
heights. However, it is necessary to point out that the calculations are conducted 
for a constant value of the dimensionless coefficient/. Thus the presented results 
correspond to a case of the pure Darcy flow in the rubble base. Although, a 
contribution from the nonlinear damping term in the motion equation that is 
included in Eq. (lc) is expected to be rather small due to large reflection, some 
changes in the presented results may occur if the incident wave height is 
additionally included in the calculations of velocities via Eq. (4) and Eq. (lc). The 
main changes are expected in shallow water where a contribution from the 
nonlinear damping term may be significant and where the stability model is 
sensitive to the rubble base damping properties. 

The results presented in Figs. (3)-(4) also enable us to examine some parameters 
from a second group of parameters affecting the rubble base stability. This group 
is associated with the shape of the composite breakwater. The stability number is 
plotted versus dimensionless wave number for six rubble bases. An effect of the 
rubble base height and the bench width on the rubble base stability is investigated. 
The results show that deeper rubble bases are more stable. This conclusion is fairly 
well supported by experimental data (Brebner and Donnelly 1962). A somewhat 
surprising result refers to the effect of the bench width on the rubble base stability. 
The plots indicate an increase in stability with decreasing the bench width. This is 
observed for both analyzed rubble base heights. 

The local minimum of the stability number in very shallow water was reported 
by Sulisz and McDougal (1991), who presented the stability number versus the 
dimensionless wave number based on a constant value of the damping coefficient. 
Since the damping coefficient is a function of wave frequency, the calculations 
based on a constant value of the damping coefficient usually, as is pointed out 
above, underestimate media damping properties in shallow water, or overestimate 
them at intermediate depths and in deep water. Further calculations conducted by 
applying the present approach with/= constant, confirm an occurrence of the local 
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minimum in very shallow water for rubble bases of small damping properties, 
however, this local minimum does not occur for rubble bases of significant 
damping properties as is shown in Fig. (5). 
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Fig. 5. Stability number versus kh; dlh = 0.6, c/h = 0.2, Hlh = 0.1,•• ••/= 1, 
--/=10 

The results presented in Fig. (5) also show the importance of the rubble base 
damping properties for the stability of the rubble bases. Several conclusions may 
be drawn from the results presented in Fig. (5). A preliminary analysis indicates 
that if the damping property of the analyzed rubble base decreases, the minimum 
stability number increases. It has already been pointed out that in a case of a pure 
Darcy flow, the coefficient/is directly related to the Darcy coefficient. The results 
in Fig. (5) indicate that for a pure Darcy flow in the analyzed rubble base, the 
stability of the rubble base increases with increasing its permeability. This 
conclusion is drawn on a base of the minimum stability number at intermediate 
depths which is our main interest. An opposite conclusion may be drawn in very 
shallow water. Additionally, the results indicate the importance of the nonlinear 
damping term included in the present approach in Eq. (lc) for the stability analysis. 
The analysis shows that this term is of relatively minor importance for the 
minimum stability number associated with intermediate depths, but may be of 
major importance in shallow water. 

CONCLUSIONS 

A theoretical analysis of the stability of rubble bases is conducted, applying an 
approach based on numerical modelling. The flow in the rubble base of a caisson- 
type breakwater is described by a linearized Forchheimer equation of motion. The 
boundary element method is applied to solve the problem of wave interaction with 
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the caisson and its rubble base, and to calculate the velocity field. The predicted 
velocities are used in a Morison-type equation to determine the destabilizing forces 
on individual stones. 

The stability is shown to depend on several parameters. There are three or even 
four groups of parameters involved in the stability analysis. The detailed analysis 
is conducted to investigate the parameters associated with incident wave properties 
and rubble base shapes. Preliminarily examined are some parameters associated 
with hydraulic properties of the rubble base. 

The incident wave properties are shown to be essential to predict the stability 
number. Theoretical results reveal two local minima in stability: a local minimum 
in very shallow water and a local minimum at intermediate depths, but in some 
cases additional minima may occur. The local minimum at intermediate depths is 
usually becoming a global minimum. The stability, as intuitively expected, is also 
a function of the incident wave height and the stability increases with decreasing 
wave height. The rubble base shape belongs to the second group of parameters 
involved in the stability. The results show that the stability increases with 
decreasing rubble base height and the bench width. The preliminary results indicate 
the necessity of including damping properties in the stability analysis and show that 
for the analyzed rubble base the minimum stability number increases with 
increasing permeability. 
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DEVELOPMENT OF THE VENICE MORPHOLOGICAL SYSTEM 
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(**)Grabowsky & Poort (The Hague, Holland) 

The paper discusses the morphological development of the Venice Lagoon since 1850 

and, on the basis of analyses of the system, presents models to simulate large 

scale development of the lagoon and of various sub-basins. 

The morphological development consists mainly in a continuous erosion of the salt- 

marshes and shallow areas, and a filling of canals. Also a general loss of sedi- 

ment from the lagoon was observed. The main causes were identified in engineering 

structures like jetties, dredging of artificial canals and maintenance dredging. 

These works resulted in a disequilibrium of the natural hydraulic system. In addi- 

tion, loss of biological protection in shallow areas, due to pollution, has con- 

tributed. 

Models were prepared on basis of time and partially averaged concentrations of se- 

diment in shallow areas and canals. Averaging was carried on over a full year. 

This approach facilitated the building of models of various complexity, which were 

found to be useful tools in the analysis of the effectiveness of remedial mea- 

sures . 

1. HISTORICAL BACKGROUND 

The lagoon of Venice is a salt water basin connected to the Adria- 
tic Sea by three inlets (see fig. 1). Sediments range from silt in 
the inner areas to fine sands close to the inlets. The conditions 
in the present lagoon have been heavily influenced by man; since 
the Middle Ages significant human intervention has changed the 
brackish estuary into a saline lagoon which interacts only with 
the Adriatic Sea. This saline system was in relative equilibrium 
in the period 1600-1850. 

1812 
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Fig.2 - MAP OF 1810 
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Since 1850 engineering works including inlet control structures, 
dredging and land reclamation (fig. 2) and changes in the ecologi- 
cal system due to urban, agricultural and industrial discharge, 
have brought the system to a state of disequilibrium which, in the 
last 20 years, has accelerated changes in the lagoon. 

Significant erosion is observed in the shallow area, while natural 
channels are silting up. Salt marshes are disappearing at an in- 
creasing rate (compare fig. 1 and 2). The ecological system is out 
of balance as indicated by excessive algal growth and the disap- 
pearance of many species. 

The changes of the morphology also determine negative consequences 
on human activities, causing difficulties to navigation in natural 
channels and an heavier wave attack against the defences of vil- 
lages and agricultural land (fig. 3). 

d&>   - 

"FE ?.%&&/&**'"' 

OOddES-   ECOSYSTEM , iJh'lCH'EB   WAVES 

; -MORE'DI^'CU 

Fig. 3 - EFFECTS OF MORPHOLOGICAL CHANGES 

Erosion and sedimentation patterns for the lagoon are available 
from 1900 onwards and information on inlets and coastline since 
1800. The morphological changes over these time periods correlate 
well with significant engineering works such as inlet control 
structures and dredging of navigation channels. Figure 4 presents 
the main findings on the basis of analyses of bathymetric maps. 
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BEFORE 

REDUCTION OF "BARENE" 
SURFACE 

1930 72     Km* 

1970 US     Km2 

1990 45     Km2 

DEEPENING OF SHALLOWS 

(mean depth) 

1930 0,60m 

1970 0,75m 

1990 0,95m 

SEDIMENTATION   OF   NATURAL 
CHANNELS 

Fig. 4 - MAIN PHENOMENA 

• 1,5  million m'/year 

2. ANALYSIS OF CAUSES 

Section 1 described a significant change of the geometrical para- 
meters of the lagoon, due to change in the morphological equili- 
brium. These changes have been caused by an imbalance of the total 
sediment budget of the lagoon (input-output, see fig. 5) and by an 
internal sediment redistribution (fig. 6). A detailed analysis, 
comprising all possible phenomena, followed by order of magnitude 
estimates, has resulted in the following most probable causes. 

The first historical change to the sediment balance was caused by 
the diversion of rivers directly to the sea between 1500-1600 
which reduced the sediment input by roughly 700,000 m /year. 

The main reason for this diversion was siltation of the lagoon. 
Since that period, the lagoon found a relative equilibrium, with 
only a slow reduction of the area of salt marshes (being former 
river deltas). From 1850 the jetty construction has reduced sedi- 
ment input from the sea. Estimated reduction was 300,000 m /year. 

Particularly since 1970 there is evidence that the average sedi- 
ment content of outflowing water has increased. The reasons are: 
the reduced resistance forces due to pollution (disappearance of 
biological protection) and the increase of active forces (ship- 
ping, fishing). 

"Apparent" sediment loss was caused by subsidence of lagoon bottom 
due to water exploitation close to Marghera. This has been stopped 
since 1970. 
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Another important element is the redistribution of sediment in the 
lagoon: erosion of shallow water areas and saltmarshes at the same 
time as sedimentation of natural and artificial channels have been 
found. 

The main phenomena are: 

- imbalance of hydraulic system due to dredging of artificial 
channels, increasing velocity in shallow areas and reducing ve- 
locity in natural channels; 

- closure of fishing valleys reducing tidal volume, and then the 
velocities in the channels. 

As a result the channels function today as sediment traps (see 
fig. 6). 

3. STABILITY OF LAGOON CHANNELS 

The lagoon channels have been remarkably stable since 1600 after 
the rivers were diverted. Comparison of maps available since 1910 
show only slight changes due to natural causes. Meandering and 
geometrical profile characteristics (depth-width ratios) are no- 
ticeably similar. Total cross-section generally depends upon tidal 
volumes flowing though the cross-section, according to relations 
resembling similar laws for tidal inlets (see References (3) and 
(5)). An analysis was carried on following an approach developed 
by Marchi (Ref. (4)), who analytically developed a formulation 
equal to the Jarret relation for inlets. 

This relation allows the introduction of the bottom characteris- 
tics using the Strickler coefficient. As the bottom characteris- 
tics of the various channels were measured, the relation between 
discharge and cross section was calculated. It was found that, 
since smaller channels had a smaller D,-n of bottom sediment, on a 
logarithmic paper the new relation was within a similar band to 
the Jarret relation. Table 1 presents both relations, while figure 
7 shows empirical plots of lagoon channels; the discharges were 
calculated using a finite elements hydraulic model. 

In the Lido area (where no artificial dredging has been carried 
out) channels were found to follow the theoretical relation ac- 
cording to Marchi. The other lagoon channels, were found to have 
too large cross sections. This historical development however 
should a gradual decline towards the theoretical equilibrium, 
following the Marchi approach. 

Hence, also for lagoon channels a general relation exist between 
tidal volume and cross section, or, as a general hypothesis one 
may say: lagoon tidal volume has a direct relation to volume of 
lagoon channels. 
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Table 1 - Discharge/section relations 
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4. MEASUREMENTS AND ANALYSIS 

In order to verify various hypotheses a measurement campaign vas 
carried out. It vas performed by Danish Hydraulic Institute and 
Ecomar on behalf of Consorzio Venezia Nuova. The main objectives 
were to assess: 

- relation between wind, waves and meteorological component of 
water levels; 

- relation between sediment concentration and waves/currents; 
- effects of shipping upon sediment concentration. 
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Three fixed stations with sensors (to measure wind, velocity, 
waves) and sediment samples were installed in shallow areas and 
used for a period of one year. During the same period, a campaign 
was carried out by boat to establish the spatial variation of pa- 
rameters, and to analyse the conditions in the channels. 

The analysis of results lead to the following conclusions: 

- wind-waves relation were similar to Brethschneider relations 
(fig. 8); 

- sediment-wave/current relations (figures 9 and 10) could well be 
correlated using the Bijker formula, reducing in the lagoon the 
found concentration by a factor 5 to consider the conditions of 
not breaking waves and the silty to fine sand environment. 
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5. MODELLING OF SEDIMENT BUDGET 

As morphological processes have a large time scale a schematisa- 
tion was proposed averaging the tide and wind effects over a full 
year, following the approach of Di Silvio (Ref. (2)). Yearly ave- 
rages were calculated of all parameters affecting the sediment 
budget model (see Table 2). Velocities were calculated on the 
basis of a finite element tidal model of the lagoon. The yearly 
averaged concentrations were calculated on the basis of the Bijker 
formula. It was found that in the canals the velocity was the 
driving force, and in the shallows the wave action. After the cal- 
culation of the wave statistics from wind statistics, and the sub- 
sequent calculation of the sediment concentration statistics on 
the basis of Bijker, it was found that an approximate linear rela- 
tion existed between mean sediment concentration and the mean 
water depth. 

For modelling purposes a rooted vegetation coefficient was added 
to model biological protection by seagrasses and benthic fauna. 

A first schematization was prepared on basis of a three cell model 
for each of the three basins Chioggia, Lido and Malamocco (see 
fig. 11). 

Computer simulations showed that the 3-cell model was a useful 
tool capable of simulating main events utilizing calibration of 
parameters which were considered realistic on the basis of mea- 
surements (figure 12). 

ZX INLET 
X CHANNELS 
Y SHALLOWS 

Fig.11 - THREE CELLS BALANCE MODEL 
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Table 2 - Balance model 

Hydraulic flows    <- 

Bottom variations  <- 

— 2D finite element model 

— hydraulic flows x differences in mean 
concentration + volumetric changes for 
subsidence and eustatic rise + direct ef- 
fects (dredging-river input) 

Mean concentrations <  channels x 
(averaged in space 
and in time) 

Cl/d 'C2 <Wb • d» 
shallows y = C w Cy/d 

C = wave energy coefficient 
C = rooted vegetation coefficient 
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In addition, a fini 
into approximately 
measures, such as f 
diment, increase of 
model was carried 
to be applied were 
campaign, except 
points in the canal 

te elements model was built dividing the lagoon 
90 cells, to study the effects of the remedial 
illing of artificial canals, nourishment of se- 
biological protection, etc. Calibration of the 

out utilizing maps of 1970 and 1990. Parameters 
within the range as measured during the field 
for some complicated cells which were nodal 
system around Venice. 

Figure 13 presents the validation, demonstrating that the trend on 
virtually all cells is in agreement with reality. Figure 14 pre- 
sents a forecast, without any measures, and with filling of arti- 
ficial canals. 

I DATA NOT AVAILABLE 
DEPTH VARIATION In) 

Fig.13 - MULTICELL BALANCE MODEL - VALIDATION 
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PRESENT TREND 11970*19981 FUTURE TREND AFTER WORKS 11990*20101 

DEPTH VARIATION |a| 

Fig.U - MULTICELL BALANCE MODEL - PREDICTION 

6. DISCUSSION 

1. It is believed that the causes of the morphological disequili- 
brium in the lagoon have been identified. Nevertheless the ef- 
fects of the huge algal growth in lagoon is not investigated in 
detail. The main occurrence is in the Lido basin, where it may 
have a stabilizing effect or even reduce depths due to deposits 
of organic material. 

2. A major uncertainty is the effect of biological protection 
(benthic fauna, seagrass). The loss of this protection in large 
parts of the lagoon is undoubtedly due to pollution (biologi- 
cal, chemical) but also due to intensive illegal fishing. Al- 
though no figures are available, there are signs that large 
areas of the lagoon are frequently disturbed by heavy systems 
installed on fishing boats, destroying all biological protec- 
tion and increasing mean sediment concentration. 
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3. The schematizations are all based upon granular material. How- 
ever, in the lagoon stirring-up and deposit conditions will be 
different, and the models are not necessarily able to forecast 
adverse developments. 

4. The models may oversimplify certain phenomena and are not able 
to include effects such as asymmetric tides. Nevertheless, ca- 
libration was easy and it is believed that the dominant pheno- 
mena are modelled. 
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CHAPTER 139 

On the Chaotic Structure of Tide Elevation 
in the Lagoon of Venice 

Giovanna Vittori x 

Abstract 

Sea level oscillations related to astronomical and meteorological tides in the 
Lagoon of Venice are analysed in order to find evidence of a possible chaotic 
nature of the phenomenon. On the basis of the analysis of the signal spectrum 
and by considering the values of the correlation dimension and of the largest 
Lyapunov coefficient of the attractor of the system, it is possible to infer that tidal 
oscillations inside the Lagoon of Venice are the result of deterministic dynamics, 
i.e. of a chaotic system characterized by few degrees of freedom. In the second 
part of the paper, taking advantage of the chaotic nature of the system, Farmer 
& Sidorowich's (1987) algorithm is used in order to make predictions of the time 
development of the system. 

Introduction 

The time development of dynamic variables of natural systems often shows 
random oscillations which sometimes are superimposed on a regular and 
predictable signal. Such behaviour can be the result either of a stochastic or 
deterministic non-linear process, highly influenced by initial conditions known in 
literature as "deterministic chaos". In the latter case, the time development of 
the system is somehow similar to that of a stochastic process even though from 
a mathematical point of view its dynamics are entirely deterministic. 

From a practical point of view, the main difference between a stochastic 
process and a process showing deterministic dynamics is the different number 
of degrees of freedom necessary to describe the state of the system. In fact, 
when a system shows a chaotic behaviour, its dynamics can be described using a 
limited number of degrees of freedom. In other words, the time development of 
the system can be obtained by integrating a small number of ordinary differential 

1 Researcher, Istituto di Idraulica - Universita di Genova - Via Montallegro, 1 - 16145 
Geneva. 
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equations. This result is not applicable to the behaviour of stochastic systems 
which are characterized by an infinite number of degrees of freedom. The detailed 
description of such systems is extremely complex and stochastic or statistical 
methods are recommended for the study of the time development of the system. 

Recent studies have shown the existence of deterministic chaos in the time 
development of climate variables such as wind velocity (Tsionis & Eisner (1989)), 
atmospheric pressure (Henderson & Wells (1988)), rainfall (Sharifi, Georgakakos 
& Rodriguez-Iturbe (1990)). Those studies have opened up new fields for the 
study of the predictability of natural events. 

In this paper, the time oscillations of water elevation at Venice are considered, 
depurated from the contribution due to sea waves, to obtain information about 
"high waters" and in particular about their frequency and their predictability. 

Tidal levels recorded at Punta della Salute and Diga Sud Lido between 
1975 and 1984 and published by the "Consorzio Imprese Veneto-Emiliane" are 
considered. The study is based on recent measurements, however a preliminary 
investigation performed on data recorded at the beginning of the century has 
shown similar results. 

Because extreme events are of more practical interest, the analysis is 
performed also for the signal envelope of maxima which is obtained starting from 
the knowledge of diurnal and semidiurnal tidal oscillations. 

The procedure used in the rest of the paper is the following: first the time 
oscillations of the water level in the lagoon of Venice are analysed by studying 
both the hourly measurements and the 'envelope' of maxima recorded during 
one year for different years. The presence of a predictable periodic component 
and of an irregular component is shown. Indeed, the Fourier spectra of the 
signals relative to the hourly measurements show peaks related to the diurnal, 
semidiurnal and moon tide and a broad band part, which is characteristic of 
random and/or chaotic systems. Moreover, the intensity of the continuous part 
of the spectra turns out to be of the same order of magnitude as the peaks. 
Then the dynamic behaviour of the system is analyzed in the pseudo-phase space 
where the attractor is reconstructed by means of the time-delayed coordinate 
technique. The characteristics of the attractor are evaluated and in particular 
the correlation dimension, which gives indications of the degrees of freedom of 
the system, is computed along with the largest Lyapunov coefficient which is a 
measure of the sensitivity of the system on initial conditions. The results obtained 
give strong indications of the presence of chaotic dynamics. For this reason, an 
attempt to predict the time development of the system by using the deterministic 
algorithm by Farmer h Sidorowich (1987) is made. The success in predicting the 
future time development of the system on the basis of historical records by means 
of deterministic methods is a further indication of the presence of deterministic 
chaos. 
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Signal and spectrum of tidal elevation 

It is widely recognized that the understanding of the dynamics of currents 
and sea level oscillations is extremely important in most coastal regions and 
particularly in estuaries and lagoons. Typically, sea level oscillations related to 
the astronomical tide are the most significant even if sometimes meteorological 
factors such as wind, a non uniform distribution of atmospheric pressure and 
storms can induce sea level oscillations of the same order of magnitude as tidal 
oscillations. 

Indeed, in Venice, "high" waters are often caused by the simultaneous presence 
of high tide and meteorological factors. While tidal oscillations, being the result 
of the periodic motion of celestial bodies, are deterministic and thus predictable, 
the effect of meteorological events is aperiodic and thus not easily predictable. 

In fact, the astronomical tide is caused by spatio-temporal variation of the 
gravitational field due to the relative motion of the earth with respect to other 
celestial bodies. An analysis of the phenomenon taking into account all the 
possible influences is extremely complex. However, considering the order of 
magnitude of gravitational forces induced on the earth's surface by different 
celestial bodies, it can be inferred that in order to study sea level rise due to 
the astronomical tide it is sufficient to consider the relative motion of the earth, 
the moon and the sun. Usually tidal oscillations are decomposed into a number 
of sinusoidal time components, each with its own periodicity. Five basic periods 
are usually taken into account: 1 day due to the earth's rotation, 29.53 days due 
to the rotation of the moon around the earth, 365.24 days due to the rotation of 
the earth around the sun, 8.847 years due to the motion of the moon perigee and 
18.616 years due to the rotation of the orbital plan of the moon. 

Since in the present work we study sea level oscillations when meteorological 
factors prevail, the time scale of interest to us is of one week and thus periodicities 
of 365.24 days, 8.847 and 18.616 years can be ignored. In other words, we will 
assume that the sea level oscillates with periodicities of 1 and 29.53 days around 
a mean level slowly varying with moderate escursions during one year. 

The periodic nature of the astronomic component of the tide is evident in 
figure 1 where the tidal levels (tj) recorded during the months of August and 
September 1981 are plotted. Similar results are obtained considering different 
years. During summer and spring, the influence of wind, storms and other 
meteorological events on sea level oscillations is usually negligible. On the other 
hand, aperiodic meteorological events become relevant in autumn and winter. 
In figure 2 the tidal curve relative to November and December 1981 is reported 
in order to show the aperiodic character of exceptional events. The aperiodic 
character of extreme events is still more evident by looking at figure 3 where the 
envelope of maxima is shown for the years 1980-1984. 

The spectrum of the signal, shown in figure 4(a) for the year 1981, supports 
this argument showing two peaks related to the periodicities of 12 and 24 hours 
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Figure  1:    Tidal levels recorded at  Punta della Salute during  August  and 
September 1981. 
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Figure 2:   Tidal levels recorded at Punta della Salute during November and 
December 1981. 
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Figure 3: Envelope of maxima for the years 1980, 1981, 1982, 1983 and 1984. 
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Figure 4: a) Spectra for the year 1981, b) Spectra of the 'envelope of maxima' 
for the years 1980, 1981, 1982, 1983 and 1984. 

and a broad band part with the same order of magnitude. 
The intensity of the broad band part varies when different years are considered: 

in fact, it is larger for years which have experienced more "high waters". However, 
considering different years, no relevant differences are found. The spectrum of 
the 'envelope' of maxima (see figure 4(b)) shows no peaks since the periodicities 
of 12 and 24 hours have been removed from the time sequence and the broad 
band part is larger and stronger with respect to that of the original signal. 

So far, we have shown evidence of the non-periodic nature of sea level 
oscillations inside the lagoon of Venice; in the following we will investigate the 
nature of such oscillations. In fact, they could either be the result of a stochastic 
system, i.e. a dynamic system with a high number of degrees of freedom or the 
result of a chaotic system with few degrees of freedom. 

The Chaotic Character of Tidal Elevation 

In order to study the aperiodic character of tidal oscillations, it is necessary 
to perform a quantitative study of the attractor of the system. As suggested by 
Takens (1981) the trajectory of the system is reconstructed into a "pseudo-phase" 
space by using the time sequence of the values attained by one physical variable 
characteristic of the phenomenon. More specifically the A*—dimensional vectors 
s, describing the trajectory of the system in the pseudo-phase space, are obtained 
on the basis of the measurements f(t) of the tidal level performed at the stations 
of Punta della Salute and Diga Sud Lido: 

s(t) = [sus2, ....,sN] = [f(t)J(t - r), ,f(t - (TV - 1)T)] (1) 
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where / is the water level as a function of time and r is an arbitrary time delay. 
Takens (1981) showed that an attractor topologically equivalent to that of the 

original system, is obtained independently of the value of r if N is sufficiently 
large. However, for computational reasons, it is necessary to accurately choose 
these parameters in order to have an accurate estimate of the characteristics of 
the attractor.   In fact, if r is too small, the attractor collapses along the line 
sj = 52 = s3 —   and the computation of the characteristics of the attractor 
becomes inaccurate. 

In literature, it is suggested that the value of r as the time delay relative to 
the first zero of the autocorrelation function be chosen. According to Battiston 
& Zambella this procedure gives a value of r equal to 20 hours. However, in 
the following we have used values of r equal to 50, 100 and 200 hours because 
these values have led to a better estimate of the Lyapunov exponent and of the 
correlation dimension. As far as the value of N is concerned, we have computed 
the characteristics of the attractor for increasing dimensions of the pseudo-phase 
space until non relevant differences were observed between N and N + 1. 

It is well-known that a chaotic attractor possesses a geometric structure called 
fractal attractor which has a finite and generally non integer dimension. To 
establish the nature of the aperiodic oscillations of the tidal wave, it is necessary 
first to evaluate the dimension of the attractor. In order to obtain a quantitative 
estimate of the possible fractal structure of the attractor, we computed the 
correlation dimension as defined by Grassberger fe Procaccia (1983). As suggested 
by Takens (1981), the trajectory of the system into the pseudo-phase space is 
represented by a set of M points i*; defined by (1) and their relative distance is 
computed using the Euclidean distance. Then the correlation function is defined 
as the limit for M tending to infinity of the number of pairs with a relative distance 
dij less than r divided by M2. 

C(r) =   lim  -—   {Number of pairs (si,Sj) such that d^ < r} (2) 

Grassberger & Procaccia (1983) showed that for many attractors the 
correlation function for r tending to zero behaves like a power law, i.e. 

YimC{r) = ard (3) 

The correlation dimension is then defined as the exponent d of the power law, 
which can be expressed as: 

d = lim!2§ioC« (4) 
r-o    log10r 

In figure 5, the correlation function relative to the signal of tidal elevation is 
plotted for the years 1980 and 1982 and for a few dimensions N of the embedding 
(fmoi denotes the maximum linear extent of the attractor).   It is possible to 
observe that in both cases, by increasing N, the slope of the correlation function 
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Figure 5: Correlation function for the years a) 1980 r = 200; b) 1982 r = 200. 
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Figure 6: Slope of the correlation function for the years a) 1980 r = 200; b) 1982 

T = 200. 
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Figure 7: Correlation function for the 'envelope of maxima' relative to the years 
1980, 1981, 1982, 1983 and 1984 r = 40. 

reaches a limiting value for small but finite values of r where the limit defined by 
(4) can be evaluated and in the meantime boundary effects can be ignored. The 
value of the correlation dimension can best be estimated by looking at figure 6 
where the function S(r), corresponding to the slope of the correlation function, 
is plotted as a function of log10(r/rmM) for the same years as in figure 5. 

It can be seen that for sufficiently large values of N and for small values of 
l°g,w{r/rmax):S attains a constant non integer value close to 6. This value can 
be regarded as an approximation of the correlation dimension d. 

A smaller value of the correlation dimension is obtained considering the 
attractor relative to the envelope of maxima. In figure 7, where the slope of 
the correlation function relative to the envelope of maxima is plotted for different 
values of N it can easily be seen that for small r/rm&x the correlation dimension 
tends to a constant non integer value close to 2. The fact that the correlation 
dimension of the envelope of maxima is lower than that of the original signal is 
reasonable since by extracting the envelope of maxima a number of degrees of 
freedom related to the astronomic tide have been removed. As we shall see in 
the following, the lower dimension of the envelope of maxima turns out to be an 
advantage when making predictions of the temporal development of the system. 

From the results shown so far, it is possible to conclude that sea level 
oscillations inside the lagoon of Venice are the result of a chaotic dynamic system 
since the number of degrees of freedom of the attractor is limited. Hence, in 
principle, it would be possible to predict the time development of tidal elevation 
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by integrating a limited number of ordinary differential equations. 
The following step is to determine the time interval within which a trajectory 

of the system can be predicted with a given uncertainty starting from an initial 
state known with an assigned error. It is well-known that chaotic attractors show 
an exponential divergence of the trajectories in the phase space. After some time, 
two states initially close to each other develop into two states far apart. Thus, 
the prediction of the time development of a given state, known with a given 
uncertainty, can be obtained only for a time interval which depends on the rate 
of divergence of the trajectories in the phase space. This rate of divergence is 
expressed by the largest Lyapunov coefficient. 

Lyapunov coefficients can be defined by considering the time development of 
a hypersphere lying on the attractor reconstructed into the pseudo-phase space. 
Due to the chaotic nature of the system, the hypersphere will develop into an 
elipsoid. The i-th Lyapunov coefficient is defined in terms of the length of the 
i-th principal axis of the elipsoid (p;) by means of the following relationship: 

A; =      lim      log, ——r- (5) 
(tl-toHootj -i0 Pi(t0) 

where the values of A; are ordered in ascending order and tx — t0 is the time 
interval during which the computation is performed. 

Thus, the Lyapunov coefficients are related to the average expansion or 
contraction of the hypersphere in the different directions of the phase space. 
Axes which expand on average originate positive values of A; while axes which on 
average contract give rise to negative values. 

In the present paper the procedure suggested by Wolf et al (1985) to compute 
the largest Lyapunov coefficient is employed. 

In table 1 the values obtained for the largest Lyapunov exponent (Ai) are 
reported for the years ranging between 1980 and 1984. 

TABLE 1 

year 1980 1981 1982 1983 1984 
Ai(hours-1) 0.025 0.024 0.026 0.023 0.026 

Similar values are obtained by taking into account the 'envelope of maxima'. 
The values obtained for \\ would lead to the conclusion that sea level 

oscillations inside the Lagoon of Venice could be predicted for long periods, at 
least from a theoretical point of view. However, it should be considered that the 
use of a finite number of experimental data does not allow the desired infinitesimal 
length scales of the attractor to be tested. These scales are also inaccessible due to 
the presence of noise on finite length scales. Therefore, also taking into account 
that the chaos-producing structure of the attractor might be of small spatial 
extent, the estimate of the largest Lyapunov exponent of the system and thus 
of the timescale on which the system dynamics becomes unpredictable may be 
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affected by a significant error. This fact can cause an underestimate of the largest 
Lyapunov coefficient. 

The Predictions 

Even though the characteristics of its attractor could not be quantified 
accurately due to the knowledge of a finite number of data, from the results 
previously described it is possible to infer that the system has a chaotic nature. 
Therefore, the prediction of the time development of the system can be attempted 
by using algorithms which take advantage of the deterministic nature of the 
system. 

Even though the extreme sensitivity of the time development of the system 
on initial conditions poses some limits to the possibility of predicting its future 
time development, it is possible to make accurate predictions for small times and, 
at least in principle, to give an estimate of the error affecting the predictions. 

In the present paper use has been made of the method proposed by Farmer 
and Sidorowich (1987). As a first step, a time sequence of data is used to represent 
a state on the attractor in the pseudo-phase space by means of (1). Secondly, a 
functional relationship between the current state s(t) and the future state s(t+At) 
is assumed to exist: 

3(t + &t) = Ut(3{t)) (6) 

Due to the chaotic nature of the system, the function f&t is certainly 
non-linear. To obtain an approximation to f&t, Farmer & Sidorowich (1987) 
suggest using the knowledge of the time development of a number of points on 
the attractor which are near to s(t0), i.e. to the state whose time development 
we want to predict.   Let us consider the P + 1 points of the attractor (s(tj), 
j = 1,2, ,P + 1) which are the nearest to s(t0).   A local approximation of 
f&t is obtained on the basis of the values s(tj + At) attained by the P -f 1 
points. The easiest procedure would be a zero order approximation where P = 0. 
In this case s{t\ + At) could be assumed to be the approximation of f&t- A 
better approximation is obviously obtained assuming P + 1 larger than N and 
determining, by means of the least square method, the coefficients of the linear 
relationship a * s(tj) + b which best approximate s(tj + At). 

After the values of the matrix a and b have been obtained, the prediction can 
easily be performed: 

s(t0 + At) = a * s(t0) + b. 

The results obtained are presented in figures 8 and 9 where predicted and 
measured levels are plotted as a function of time both for tidal levels and for 
the envelope of maxima. The measurements of tidal elevations during the years 
1980, 1981, 1982 and 1983 have been used to reconstruct the attractor and the 
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Figure 8: Predictions (—) and measurements ( ) of tidal elevations at Punta 
della Salute in the last months of 1984. a) At = 2 hours; b) At = 24 hours. 

prediction of tidal levels has been made for the last three months of 1984 when 
there were some exceptional events. 

In figure 8 the observed ( ) and the predicted (—) tidal levels are shown 
for November 1984 when three events of high water were observed. In figure 8(a) 
the prediction 2 hours into the future is shown while in figure 8(b) the prediction 
24 hours into the future is presented. In figure 9(a) and (b) the predictions of the 
envelope of maxima are shown for 12 and 24 hours into the future respectively. 

It is possible to see that the predictions relative to the envelope of maxima 
are more accurate than those of the original signal; this fact can be explained 
on the basis of the lower correlation dimension of the signal envelope of maxima 
with respect to that of the signal of tidal elevations. 

As expected, by increasing At the predictions are less accurate both for the 
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Figure 9: Predictions (—) and envelope of maxima ( ) at Punta della Salute 
in the last months of 1984. a) At = 12 hours; b) At = 24 hours. 

original signal and for the envelope of maxima. 
However, the prediction could be improved by considering larger data set to 

reconstruct the attractor and by using a higher order approximation to obtain 
the local predictor f&t. In order to evaluate the performance of the proposed 
model it is necessary to take into account that, as reported by different authors 
(Battiston & Zambella (1981), Cecconi et al (1992)), the error of the statistical 
methods for predictions for a time in the future less than 15 hours ranges between 
10 to 15 cm. 
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CHAPTER 140 

THE ITALIAN WAVES MEASUREMENT NETWORK 
M. DE BOND, Manager; L. CAVALERI2, Researcher; 

A. RUSCONP, Manager 

1. INTRODUCTION 

The Rete Ondametrica Nazionale (RON) - the Italian Wave Measurement 
Network - is a system for recording directional wave motions along the 
Italian coasts, operational since 1st July 1989. The network includes eight 
wavec directional wave Datawell buoys and the corresponding land- 
based receiving stations. 
Following an international tender, the Ministry of Public Works 
appointed TEI SpA for the design and management for the network and 
for data processing. Following the reorganization of the National 
Technical Services, the responsibility for the network and its activities has 
been transferred to the Italian Hydrographic and Tidal Service ("Servizio 
Idrografico e Mareografico, (SIM)"- under the aegis of the 'Presidenza del 
Consiglio dei Ministri" (President of the Ministries Council), a special 
parliamentary body. 
After three years of continuous operations (1989-1992), it is now possible 
to make a preliminary general account of the venture, analysing in 
particular the following aspects: 
• Reliability of the technical solutions and efficiency of the network 

management system; 
• Scientific and technological applications of statistical data; 
• Use   of   the   data   in   wind-waves   numerical   modelling   for   the 

Mediterranean Sea;. 
• Prospectives of development and follows-up. 

1 TEI Environmental Engineers, via Paleocapa, 6 - 20121 Milano, Italy 
2 Istituto Studio Dinamica Grandi Masse, San Polo 1364 - 30125 Venezia, Italy 
3 Presidenza del Consiglio dei Ministri Servizio Idrografico e Mareografico Nazionale 

Direzione Centrale, via Nomentana, 2 - 00198 Roma, Italy 
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2. TECHNICAL DESCRIPTION 

Fig.   1   -  Measuring Stations Location 

The Italian Wave Measurement Network (henceforth referred to as RON) 
includes eight stations, whose position is shown in Fig. 1. 
The choice of the locations has been done with the aim of: 
a) monitoring the sea conditions in areas of intense wave activity; 
b) optimizing the distribution of wave measurement around Italy, given 

the already existing instruments (see Fig. 1). 
Preliminary activity started in early 
1989 and the network became 
operational on 1st July, 1989. In this 
section we give a compact 
description of the measuring 
instruments, of the network and of 
the data processing. 

MEASURING INSTRUMENTS 
Each station (see Fig. 2) includes a 
Wavec buoy, manufactured by 
Datawell, and a receiving station. 
The buoy has been amply described 
in the literature and we give here 
only a very compact description of it 
(see e-g, Manual of direc receiver, 
Manual of wavec buoy from 
Datawell B.V. Haarlem). 
The buoy, moored using a flexible 
system that allows maximum 
freedom of movements, is of the 
surface following type. 

RECEIVING ANTENNA 

WAVEC  BUOY 

Fig.   2   -  Measuring  Station  Configuration 
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Vertical acceleration, pitch and roll of the buoy, and relative components 
of the earth magnetic field are measured and used to deduce the heave 
and slopes (in North and South direction) of the local sea surface. 
Each parameter is sampled at 128 Hz frequency and  the data are 
continuously transmitted by radio to the receiving station located on the 
main land. 
Each buoy is located far enough from the main land to allow full 
representativeness of open sea conditions. 
The mooring depth varies from 80 to 100 m. The buoys are powered by 
self-contained batteries, with an authonomy of 10 months. 
The system for the acquisition and processing of data, of which the Direc 
receiver is an integral part, is made up of two AT compatible HP Vectra 
ES 12 Personal Computers. 
The PCs are connected by means of serial ports to the MAIN and UAX 
gates of the Direc; the second serial port is connected to a telephone 
modem used for tele-servicing and real-time remote control. Through the 
MAIN computer, it is possible to program the Direc receiver for the 
functions of sampling time, time, type of data output from the AUX port 
(monitor, real-time, CQ), and the Hs above which the system must sample 
continously. This PC is also used to store the processed data, and the 
directional spectra are displayed every 30 minutes, as well as a set of data 
on the functioning characteristics of the buoy such as tilt, platform offset, 
compass offset, battery voltage, and water temperature, and a report on 
the quality of the signals received in the previous half-hour. 
As already noted, the AUX PC is used only for the acquisition of data 
(monitor, real or CQ) sent from the AUX port of the Direc receiver. To 
minimize the risk of loss of data due to hardware failures in the two 
computers, each day the data recorded on the hard disk are downloaded 
to the streaming tape as a sequential file, and then at the end of the month 
both the physical copy on the hard disk and the daily recordings on tape 
for each computer are saved. 
A   detailed   description   of   the   network   organization   and   all   the 
technicalities involved is given by Rusconi et al (1990,1992). 

DATA PROCESSING 
The combined analysis of heave, pitch and roll of the sea surface at a 
given location, pioneered by Longuet-Higgins et al  (1962), provides 
estimates of: 
a) the  one-dimensional   wave  frequency  spectrum  E(f),  and   related 

quantity as significant wave heights Hs, mean and peak period Tm and 
Tp respectively; 
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b) directional distribution of energy at each frequency represented by 
mean direction 9(f), second mean direction 82(f), skewness and 
kurtosis, and the deduced mean spectral direction 9m. 

MANAGEMENT 
The degree of reliability of the technical solutions adopted and the 
efficiency of the Network Management System set is demonstrated by the 
percentage of valid data which, for each recording station, is supplied 
every three months to the SIM (Table 1). 

TABLE 1 % OF COLLECTED DATA IN THE FIRSTTHREE YEARS 

S89 A 89 W90 S90 S90 A 90 W91 S91 E91 A 91 W92 TOT 

La Spezia 91,30 99,70 86,00 96,40 96,70 93,30 97,10 95,40 94,20 95,40 91,10 94,24 

Alghero 94,80 98,90 96,70 95,90 98,50 94,60 97,10 86,70 99,70 93,60 98,60 95,92 

Pescara 95,60 100,00 99,90 93,30 89,80 85,20 93,50 96,10 96,70 93,30 99,90 94,85 

Monopoli 99,00 96,10 89,90 99,00 98,90 96,30 96,30 99,90 96,00 86,00 97,50 95,90 

Ponza 95,90 94,00 86,20 97,50 98,60 90,80 85,10 99,30 98,80 98,80 90,40 94,13 

Crotone 96,20 99,70 96,50 85,00 96,70 95,00 99,90 92,00 96,60 92,50 95,50 95,05 

Catania 89,80 86,40 85,40 89,80 97,80 96,10 95,70 98,40 94,80 91,20 92,90 92,57 

Mazarad.V, 93,30 99,50 86,80 94,60 95,00 85,20 88,80 93,50 88,30 99,60 95,50 92,74 

Totali 94,49 96,79 90,93 93,94 96,50 92,06 94,19 95,16 95,64 93,80 95,18 94,42 

The following considerations can be made: 
• the global reliability of 94,4% is considerably above the minimum limit 

of 85% required by the SIM; 
• this degree of reliability, following a preliminary phase, has been 

maintained at a level more or less constant thanks to the Management 
System and to the use of the Argos satellite. This service started in 
1990, and it is used for remote control of the position of the buoys; 

• no substantial variations of reliability have been noted with the 
seasons (2% lower than the mean value), which confirms that the 
technological choice was correct and that reliability depends only to a 
limited extent on weather conditions; 

• loss of data is basically the result of fishing activities: it is a random 
event more frequent in certain southern areas. 

Two activities of considerable technological importance have been 
implemented to guarantee these reliability levels: 
• connection of all the buoys to the Argos satellite in order to check the 

positioning of the measuring system; 
• a star-shaped telecommunications connection via modem between the 

peripheral recording stations and the central interrogation system. 
A permanent Assistance Service has been organized for the RON network 
to fully exploit these technological supports. It has the twin tasks of an 
immediate intervention and both a preventive and ordinary maintenance. 
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PREVENTIVE AND ORDINARY MAINTENANCE 
These activities comprise: 
• Downloading to streaming tape and monthly checking of data. 
• processing and checking of the quality of the data received (the task of 

TEI Data Processing Centre), which issues a monthly bulletin, for use 
by the Assistance Service, on the quality of functioning of the sensors 
and the percentage of valid data. These activities provide a concise 
statistical picture of the functioning of the equipment and make it 
possible to establish in advance the ordinary and special maintenance 
interventions required. 

• Maintenance support activities, for each peripheral site corresponding 
to a wave gauge station, carried out by two local operators: one for the 
sea parte, providing immediate nautical intervention in the event of 
equipment breakdowns; the other for the land part, having the task of 
carrying out preventive maintenance and the monthly downloading of 
data. 

• Monthly checks on the state of the wave gauge equipment, the relative 
photographic documentation, underwater inspections to check the 
moorings, and the preparation of a service report to be delivered to the 
Data Processing Centre. 

• Monthly checks of the equipment on land, with an evaluation of the 
degree of wear of components such as processors, aerials, cables, ecc. 

• Calibration of the wave meters taken out of service for maintenance, 
using the "Ferris Wheel" system and preparation of the relative 
certificates. 

These preventive activities make it possible to guarantee replacements 
with a maximum delay of 48 hours for the breakdown of any component 
on land, and a similar facility within 48-72 hours of notification for 
incidents involving a wave gauge buoy at sea, using personnel and 
tenders available on site. 

ALARMS MANAGEMENT 
This activity consists of: 
• Checking of daily reports supplied via modem by the Argos service, 

concerning the correct positioning of each buoy. 
If a buoy is found a drift out of its area of action (which is calculated 
on the basis of the length of the mooring cable), its movement is 
continuously tracked and repeated via telex or modem to the centre, 
where the specialist control team will forward the required 
instructions to the people on site in order to rapidly recover the buoy 
and to ensure that it is immediately repositioned or replaced. 
This system, based on equipment for the transmission of signals to the 
Argos satellite, is installed on the wave gauge buoy. It has produced 
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excellent results and  it is  certainly  one  of the reasons  that has 
guaranteed the high percentages for recorded data. 

• Daily activation of the automatic interrogation procedure of the 
peripheral stations, making it possible to check at any moment the 
functioning of the individual stations/components and to transfer 
concise wave data. 

4. RESULTS 

The availability of large quantities of data allows some basic analysis of 
the wave conditions around Italy, both for basic physical problems as for 
engineering applications. 
A) Wave climate 
From the statistical point of view, a number of specific analyses are 
usually carried out for each station concerning: 
• the statistical distribution of Hs; 
• the combined distributions (Hs, Tm), (Hs, 0m); 
• the seasonal variability of the above distributions. 
Fig. 3 shows, in synoptic form, the directional distribution of the wave 
height, evaluated on all the data so far collected. 
Fig. 4 shows the distribution functions p(Hs) relative to all the data 
recorded for the various stations. 

Fig.  4  -  P(Hs)  Weibull Diag ram 
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The figure highlights the various energy levels corresponding to the 
different sites, and also the existence of different slopes for the various 
curves. These distributions cannot be considered conclusive because three 
years of data are by far a too short period for the deduced statistics to be 
significant. Besides, the data show a clear yearly variability that depends 
on the general meteorological pattern of the period. Hence the above 
statistics should be considered with much care. Because the data collection 
is continuing, updated statistics will be published as soon as available. 
B) Extreme waves analysis 
A further consideration more concerned with engineering is the selection 
of the extreme events recorded in the three year period under 
consideration. Table 2 shows, for the various stations, the maximum 
values of Hs, Tp, Tz and the correponding mean direction evaluated 
during the most violent storms at each station. 
Undoubtedly the area most exposed to wave motion is the west coast of 
Sardinia: for this station, in correspondance with the storm of 20th 
December 1991, a significant wave height of 8.92 m has been recorded. 

TABLE 2:      EXTREME VALUES COLLECTED IN THE FIRST THREE 
YEARS OF MEASUREMENT 

STATION Hs(m) TP(s) TM(s) MeanDir(fiN) 
La Spezia 6.60 11.10 8.00 60 
Alghero 8.92 12.50 9.50 135 
Pescara 5.10 9.10 6.00 170 
Monopoli 4.40 9.10 7.00 233 
Ponza 5.70 12.50 5.40 94 
Crotone 5.60 11.10 8.10 302 
Catania 5.20 11.10 8.10 275 
Mazara 5.50 12.50 8.30 105 

5. APPLICATION TO NUMERICAL MODELLING 

One of the most interesting applications for the data collected by the wave 
gauge network is the validation of numerical models for the calculation of 
wave motion. 
Models at various levels of complexity have been repeatedly applied in 
the Mediterranean Sea, and the results improve as the approach becomes 
more sophisticated. Presently one of the most advanced model is WAM, 
the product of the coordinated work of a large group of specialists in the 
field (WAMDI Group, 1988). This model has been repeatedly applied in 
the Mediterranean basin (Cavaleri et al., 1991). 
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The main result has been to assess the difficulty of correctly representing 
the field of surface wind in the basin, and consequently the wave field 
associated with it. An error of 20% in wind speed leads to an error of the 
significant wave height Hs of 30-40%, and consequently to an error of 70- 
100% for the energy of the wave motion, which is the variable of most 
practical interest in engineering applications. Errors of this level are 
unacceptable!!. We must recognize, however, that different meteorological 
models, with different solutions, give wind fields that can differ well over 
20%. It is also very difficult to thoroughly test a wind model, as the 
complicated orography of the basin, particularly along the Italian coasts, 
can affect the local wind field in a drastic way and the stations of interest 
are located on the coast. 
This makes any comparison between a detailed item of measured data 
(typically wind speed and direction) and the results of a meteorological 
model of limited significance, when the latter cannot take orographical 
details into account. 
The    solution,    although 
neither     complete     nor 
definitive, may come from 
an analysis of the results 
of   the   wave   field.   The 
conditions       of       wave 
motion in a given location 
represent       an       effect, 
integrated   in   time   and 
space, of the wind field on 
the    entire    basin.    The 
recorded wave conditions 
provide       therefore       a 
validation of the 
combined   meteorological 
and wave models. 
Because the performance 
of a wave model is not 
affected by the geometry 
of       the       surrounding 
orography, particularly in 
areas like the 
Mediterranean Sea, 
recorded      wave      data, 
combined       with       the 
models       results,     can 
provide useful indications [Fig. 5 Comparison between recorded and computed wave 

heights by using the ECMWF (CM) and LAM models] 
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on the accuracy of the input wind fields. 
The Mediterranean Sea is characterized, as well as by large-scale events, 
also by events of a smaller scale, and yet extremely violent. An example is 
provided by the storm that hit the Malta area on 2nd December 1989 
during the meeting between Presidents Bush and Gorbachov. A detailed 
study of this event has been made by Dell'Osso et al. (1992). The storm 
was characterized by the development of a deep pressure on the Ionian 
Sea, characterized by very strong winds with an extremely high spatial 
gradient. Results of the computation of the wave field by the WAM model 
have been compared with the experimental data recorded at Catania (Fig. 
5). While the direction of the field is correct, there is a considerable under- 
estimate of the wave height, a strong suggestion that the wind has been 
underestimated. 
This led to repeating the meteorological simulation with a finer mesh (40 
km, compared with the 125 km resolution of the global model of the 
ECMWF). 
The results, in terms of wind and wave fields, are shown in Fig. 6). There 
is a strong increase and concentration of the wind in the area of Capo 
Passero, with a consequent increase of the wave height in the Catania 
area. Fig. 7 shows the obvious consequent improvement in the wave 
model results. 

' 02 D£C :i 969...i B /uTC'-:'' 

[Fig. 6 Windfield (6i) computed by ECMWF model and associated waves field (62) 
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[Fig. 7 Windfield (7i) computed by ECMWF model and associated high resolution waves field (7i) 
computed by LAM model] 

In general, the results of the modelling exercise indicate that a resolution 
of 125 km, such as that in the operative model of ECMWF until the end of 
September 1991, is not sufficient to provide the necessary accuracy of the 
wind field. A 70 km resolution, as that corresponding to the new model of 
ECMWF (T213), seams the minimum required for a sufficient seems 
reliability of the wave model results. 

6. PRESENT SITUATION AND FUTURE DEVELOPMENTS 

In view of the high reliability of the RON System, the Hydrographic and 
Tidal Service has decided to proceed with the monitoring activities for 
three more years, appointing once more TEI for the management of the 
project. 
To improve the system the following additional activities have been 
added: 
• connection in real-time of the existing eight stations with the central 

station at TEI in Milan; 
• transfer of the data to a workstation located at the Rome Centre of the 

Hydrographic and Tidal Service; 
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• display of the recorded data/ in real-time, using the RAI (Italian 
Broadcasting Corporation) Televideo Service. 

Future expected activities include: 
• the extension of the present network to four more stations; 
• the distribution of the wave data collected and analysed in real time to 

the GTS - This will allow the assimilation of the wave data in the 
present Mediterranean Sea wave forecasting system (Cavaleri and 
Bertotti, 1992) with a consequent improvement of the wave forecast in 
the basin. 
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CHAPTER 141 

EVALUATION OF DESIGN WAVES 
ALONG THE COAST AND AT THE  INLETS OF THE 

VENICE LAGOON 

Paolo De Girolamo(*), Giancarlo Passacantando(**) 
David Hurdle(***) and Alberto Noli(*) 

Abstract 
The prevention of flooding inside the Venice lagoon requires a 

system to disconnect the North Adriatic sea and the lagoon 
hydraulically in order to control water level. This paper describe 
the method followed to define design wave conditions to support the 
design of the new storm surge barriers. The derivation of design 
waves was not straightforward because of the presence of an 
extended continental platform and irregular geografic boundaries. 

1.Introduction 
The prevention of flooding inside the Venice lagoon (Fig.2) 

requires a system to disconnect the North Adriatic sea and the 
lagoon hydraulically to control water level. One of the most 
feasible ways to achieve this is to use a system of moveable storm 
surge barriers (Varisco 1992). 

Definition of the wave and water level conditions is required 
for the associated design activities. This paper describes the work 
carried out in order to define the design waves for normal and 
extreme conditions. The emphasis is on the statistical methodology 
to derive the extreme conditions and on the appropriate modelling 
approach for the simulation of the wave behaviour close to the 
inlets. A number of numerical models were evaluated to select the 
appropriate one for the preliminarly and design phases. The 
derivation of the conditions at the outside boundary of these 
models is discussed by Hurdle et al.(1993). This paper also 
discusses the special characteristics of the North Adriatic sea (in 
particular the extended continental shelf) and the predominant wind 
conditions. For the purposes of this paper, it is sufficient to 
know that three wind types are important for the design conditions: 
the Scirocco wind (from the South East), the Levante wind (from the 
East) and the Bora wind (a cold wind from East North East). 

(*)  University of Rome "La Sapienza"-Via Eudossiana,18 - 00184 
Rome (ITALY). 

(**) Technital S.p.a.-Via Carlo Cattaneo,20 - 37121 Verona (ITALY). 
(***)Delft Hydraulics-P.O. Box 152, - 8300 AD Emmeloord (THE 

NETHERLANDS). 
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Even in the preliminary phase, the design of the moveable storm 
surge barriers required a careful evaluation of the extreme wave 
conditions in front of the barriers. In fact, initial studies using 
simple numerical models indicated that a moveable storm surge 
barrier would not be feasible without the construction of offshore 
detached breakwaters to reduce the wave penetration. Such 
structures would have affected the delicate morphological balance 
of the surrounding coasts. However, the application of a more 
sophisticated wave model showed that the offshore breakwaters are 
not necessary; an important result giving both environmental and 
economical advantages. 

2. Methodology to derive extreme design conditions. 
Extreme wave conditions are required for the following purposes: 
- design of the moveable storm surge barrier (extreme wave 

conditions, high water levels only, inside inlets); 
- design of the associated fixed structures (extreme wave 

conditions, all water levels, inside inlets). 
In principle there are two fundamental ways to obtain extreme 

wave and water level conditions. These are illustrated in Fig. 3. 
In the first method, illustrated by the clockwise route in 

Fig.3, the input data is the history of meteorological conditions 
in the area. These are then statistically extrapolated to get a 
nominal extreme storm (meteorological condition). Wave and flow 
models are then applied (modelling phase) to predict the extreme 
wave and water level conditions at the locations of interest. This 
method has the following drawbacks: 

- It is very difficult to define "extreme meteorological 
conditions". This can be done in a schematised way by obtaining the 
extreme wind speed in a number of direction classes and assuming 
stationary and uniform wind conditions. 

It is unlikely that it will be sufficient to model only one 
condition, since it is not known which combination of extreme 
conditions gives the most severe results (e.g. if the 
meteorological conditions are defined by the extreme wind speed in 
each direction sector, runs will have to be made for several 
direction sectors); 

The final results depend on the performance of the models 
used to predict the extreme wave and water level conditions. The 
models used must therefore be validated for some real cases. 

In the second method, (anti-clockwise route in Fig. 3), the 
basic data is the same set of meteorological conditions. A series 
of the most severe events is selected and models are used to 
hindcast the required parameters at the site of interest. These 
parameters may then be converted to a damage factor of some kind 
(e.g. significant wave height) which can be statistically 
extrapolated to obtain the extreme damage. Alternatively, an 
analysis can be carried out to obtain the joint extreme statistics 
of the required parameters. This method has the following 
drawbacks: 
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- It is difficult to make a restricted and correct selection of 
the most severe events. For example, if water level and wave height 
are the parameters of interest, the conditions which give the 
highest wave height may be very different from those which cause 
the highest water levels. 

The distribution of parameters at the site of interest is 
often bounded (e.g. wave height in shallow water). The prediction 
of the extreme values of such distributions is difficult and often 
sensitive to errors. 

A practical solution to these problems is to use a hybrid 
approach between the two methods with or without the additional use 
of measurements of relevant parameters at an intermediate station. 
Such an approach is illustrated in Fig. 4. In this approach the 
physical processes are seperated into two phases, between wich the 
statistical extrapolation is carried out. The phases are: 

A wave generation phase in which depth limitation plays a 
minor role but in which the wind field is treated as non-stationary 
and non-uniform in any modelling. Any modelling is large scale and 
does not have to include accurate representation of the coastal 
area. Modelling of water levels and currents in this phase is also 
on a large scale and applies non-uniform non-stationary wind 
fields. 

- A wave propagation phase in which refraction, shoaling and 
dissipation by bottom friction and by breaking play an important 
role. However, the area being modelled is sufficiently small to be 
able to consider wind fields and incident wave conditions to be 
stationary. 

Real storms are modelled in the first phase, thus avoiding any 
problems of characterising the non-stationary and non-uniform wind 
fields. Sometimes, this modelling phase can be omitted when a 
sufficient period of measured values is available. Otherwise, 
measurements may be used to calibrate the models. The results of 
the first phase (wave height, period and direction, water levels 
and wind speeds and direction) are then statistically analysed to 
get design values which can be applied as stationary boundary 
conditions for the modelling of the second phase. The application 
of this method poses some questions about which combinations of 
extreme values give the most onerous design conditions at each site 
of interest. In practice the most onerous design scenario is likely 
to depend on what is being designed (e.g. breakwater, storm surge 
barrier, refuge harbour) and where it is located. There is 
therefore no single combination of the design boundary conditions 
which can be considered to give the design scenario for all 
purposes. 

In the Venice project three design scenarios were considered 
according to the wind direction in the Venice gulf (Bora, Levante 
or Scirocco) . Each of them has been characterized only by one wave 
condition according to the wind direction. For each of these 
scenarios the design wind and wave conditions were taken to be 
fully dependent. This restricted the number of design scenarios 
which had to be considered to three (Bora, Levante, Scirocco). The 
relationship between the extreme water levels and the extreme wave 
conditions was derived on the basis of a joint probability analysis 
carried out only for Scirocco/Levante storms. For Bora storms lower 
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levels were considered. Of course, some sensititivity studies were 
carried out to examine the effect of changes in the boundary 
conditions for the modelling of the second phase. 

The activities carried out to derive the extreme wave conditions 
at the barriers are shown by Fig. 5. The boundary conditions at the 
outer boundary of the models of the wave behaviour in the inlets 
for each scenario (significant wave height H , peak period T , 
diectional spreading, and water level h ) were derived from 
measuraments and wave modelling in the offshore area is described 
by Hurdle et al.(1993). 

3. Selection of the wave mathematical models. 
There is no mathematical model capable of simulating al the 

relevant physical phenomena over the entire generation and 
propagation area. Therefore the governing processes were itemized 
and the area in which they act determined. The area was then 
divided into sub-area and numerical models selected for each 
sub-area to model the relevant phenomena to give the degree of 
accuracy required for each design phase. Relevant physical 
phenomena and the area on which they act are shown in Table 1, 
Although the Table provides a valuable insight into the relevant 

phenomena, it should be noted that it is generally not possible to 
account for the phenomena in isolation because of the way they 
interact. The selected sub-areas are an offshore (OUT) and coastal 
area (CST) and the three lagoon inlets and the channels leading to 
them (INL) as it is shown by Fig. 6. In the offshore and coastal 
area, the wave propagation is dominated by depth refraction, 
shoaling and external energy effects. In the inshore areas the wave 
propagation is dominated by refraction, shoaling and diffraction. 
For extreme waves, wave breaking is also of some importance in 
these areas. 

Apart from the wave dissipation processes, the most interesting 
non-linear wave aspects are those which give rise to the generation 
of free long waves from the short wave field. These long waves will 
not have a significant effect on the short wave propagation but may 
be of interest in themselves. For example, they may have an onerous 
effect on the efficency of the storm surge barriers or may excite 
long waves resonances in the inlets. Such non-linear effects could 
play a role throughout the area between the CNR tower and the 
coast. 

In all areas, a correct representation of the directional 
spectrum of the wave field is of importance because of the role 
that this plays in the wave propagation. A correct transfer of 
information about the directional spectrum on the boundaries 
between the areas is also very important. 

The criteria applied for the selection of the model for the 
offshore and coastal area were that the directional spectrum should 
be properly represented and that refraction, shoaling and external 
energy effects should be modelled. The wave model applied will be 
called "spectral wave refraction model" (SRM) (see Hurdle et 
al.1993). 

In the inner area, different models were applied at different 
design phases. All the applied models accounted for refraction, 
shoaling and reflection effects while diffraction was accounted for 
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Property of 
model 

Importance 
for Venice 

Numerical wave 
model 

  

PM 

OUT CST INL SRM 
(1) 

RDR 
(1) 

MSM 
(1) 

BM 
(1) 

LINEAR  PROPAGATION AND  INTERACTION WITH  STRUCTURES 

Shoaling + + + A * * A A 

Depth refraction + + + A A A A A 

Current refraction _ _ + * * 2 A A 

Diffraction - - + *  3 A A A 

Reflection -      . _ + A * A A 4 

Transmission - - - * 2 A A   4 

NON-LINEAR  PROPAGATION 

Long waves from wave 
groups 

- j + A *  5 

long waves  from 
surfbeat 

- j + *  5 

diffraction - - _ A A 

refraction - _ _ A A 

DISSIPATION AND GROWTH 

bottom friction + + + A * A A A  4 

breaking + + + A A A ? A  4 

generation by wind + 0 0 * 

DESCRIPTION OF TBE WAVE FIELD 

directional 
spreading of energy 

+ 
• 

A * A A * 2 

frequency spreading 
of  energy 

-' - 6 *  2 * 2 *  2 A A 

AREA TO BE MODELLED 

Area   (km x km) 100     20       5 
X               XX 
100  1 5       1 5 

100 
X 
100 

100 
X 
100 

5 
X 
5 

5 
X 
5 

5 

Other limitations 

n/a n/a 1 n/a 7 4 5 

LEGEN 
Areos: 

OUT 
CST 

INL 

Ta 

D 
Models:                                        Key-' 

- outer orea                  5RM  -  spectral                     + Important 
- coastal area                            refraction                  - Not important 

upto depth  of                         model                         o  Limited Importance 
15  m  excluding         RDR   -   Ray  model                  •  Included   in  the   model 
inlets                                              with  diffraction         t   depth   integrated   model 

- area  In   and                                 based  on                     2   not  applied  for Venice  project 
around  inlets                               analitical  sol.            3  adaptation  for  structures  diffraction   using 
and access                 MSM  -  mild-slope                    analyllcal soin,,  no  bottom diffraction 
channel                                          model                           4  af   small   scales,  breaking,   bottom   friclion, 

BM     -  Boussinesq                      reflection  and  transmission  not  properly 
model                                reproduced 

PU     -  Physical  model        5 long  wave  resonance  of wave  basin? 
in   wove   basin           6  spectral   form   required  at  storm  surge  borrie 

U     d                                                                                         7  only  valid  In  shallow  or  shallow/Intermediate 
*-> •   i                                                                                              depth   water 
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either approximately or exactly. The models were a 
refraction-diffraction ray model (RDR), a mild-slope model (MSM) 
and a Boussinesq model (BM). Table 1 shows also the capability of 
reproducing the physical phenomena for each numerical model. All of 
the models are depth integrated and the only non linear model is 
the Boussinesq model. 

Some elucidation of the comments in the table about the 
limitation of physical models is now given. In general, the 
porosity and roughness of structures are difficult to reproduce at 
small scales and surface tension effects, which do not play a role 
at full scale, become increasingly important for waves of small 
height and lenght. This results in reduced energy transmission and 
increased reflection by porous structures at model scale. Further 
it is difficult to distinguish long wave resonances which results 
from the wave basin from those occurring in reality. 

4. Wave penetration into the inlets. 
The three inlets which connect the North Adriatic sea to the 

lagoon (Lido, Malamocco and Chioggia, Fig. 2) are protected by 
breakwaters of length between 1.5 + 2 km. The bottom topography of 
the inlets is characterised by the presence of navigational 
channels maintained by the effect of the tidal current and periodic 
dredging works. As an example Fig. 7 shows the bottom topography of 
Malamocco inlet. The new storm surge barriers have been located 
inside the inlets at 1.5 * 2 km far from the breakwater heads so 
that they are sheltered from wave activity by the breakwaters. 

As mentioned in the introduction, a careful evaluation of the 
extreme wave conditions at the barriers was required even in 
preliminarly design phase. This is because the feasibility of a 
solution using floating barriers is very sensitive to the wave 
conditions due to the loads acting on their foundations and 
decrease in their efficency for high incident wave conditions and 
wave overtopping. 

As it is shown in Tab.l, almost all of the wave propagation 
phenomena become relevant close to and inside the inlets. When the 
waves approach the navigational channel the concave shape of the 
bottom causes refraction of waves out of the channel and the 
concentration of wave energy on the shallow areas bounding the 
channel. This spreading effect (sometimes known as channel 
refraction), due to the bottom refraction, is balanced by bottom 
diffraction which tends to increase the wave energy inside the 
channel. The concentration of wave energy over the shallows is 
limited by wave breaking. The tidal current, which increases inside 
the inlets, influence the wave propagation through a refraction 
effect. The combined action of waves and current interferes with 
the floating flap gates during the closing operations of the 
inlets. During surge events the barriers are subjected to both 
short and long wave actions. Long waves are associated with wave 
groups and surf-beat along the beaches located outside the inlets 
and can excite natural modes of oscillation of the floating flap 
gates. 
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VENICE 
LAGOON 

NORTH  ADRIATIC 

Fig.7  -  Topography  of   Malamocco  inlet. 
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Due to the complexity of the physical phenomena involved, a 
preliminarly study was carried out in order to analyse the 
importance of each phenomenon for the wave penetration of the 
inlets and the capablity of the numerical models to reproduce them. 

A first analysis was carried out in order to understand the 
effects and the importance of frequency and directional spreading 
of the energy spectrum and of non-linear interactions among wave 
components. With this purpose a Boussinesq model was applied to the 
Malamocco inlet for three different wave conditions: 

Case 1: long crested monochromatic waves; 
Case 2: long crested irregular waves; 
Case 3: short crested irregular waves. 

All of the mentioned cases were run with the same significant wave 
height H and peak period T . The results obtained showed that the 
wave penetration inside the inlet increases considerably with the 
inclusion of energy diretional spreading (Case 3). The effect of 
frequency spreading (Case 2) does not give important differencies 
with respect to monochromatic waves (Case 1). 

It is to be noticed that at the time of the work the available 
Boussinesq models did not include the effect of wave breaking which 
is still a research subject. Due to the importance of wave breaking 
for extreme wave conditions inside and around the inlets, it was 
decided to study whether linear models, for which the inclusion of 
wave breaking has proved to be succesful (De Girolamo et al.1988), 
could be applied. A mild-slope model (MSM) was than applied with 
the inclusion of directional spreading and compared to the 
Boussinesq model. The results showed that a proper reproduction of 
directional spreading was enough to guarantee a correct wave field 
inside the inlets and that the effect of non-linear interference 
between wave components was of secondary importance for the 
purposes of the study. 

The reproduction of directional spreading in the MSM was 
obtained by using the superposition principle for a number of wave 
direction components. Due to the fact that wave breaking introduces 
a non-linear condition in the model, this was run using an 
iterative approach. Fig. 8 shows some results otained for a point 
located at the site of the storm surge barriers inside the 
Malamocco inlet. The continuous line shows the obtained 
amplification coefficients for different offshore directions of 
incoming unidirectional waves. The spreading effect (channel 
refraction) due to the concave bathymetry of the inlet increases as 
the waves approach the navigation channel with a direction close to 
the inlet axis. This effect causes a strong reduction of wave 
height at the barriers. The effect of including directional 
spreading is clearly shown in the Figure by the square points and 
is stronger for the waves coming along the channel axis for which 
the wave height can increase by up to three times. 

Some applications for the Chioggia inlet including wave breaking 
using the Batjjes and Janssen (1978) formulation are presented in 
De Girolamo et al. (1988). Fig. 9 shows an example of the 
verification of the computation of the wave penetration of the 
Malamocco inlet during ebb and flood tidal conditions. In this case 
the model was run simulating current refraction effects (Kostense 
et al. 1988). 
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The preliminarly design required the study and the comparison of 
a number of different layouts for each inlet. For this reason it 
was important to distinguish a simple numerical model which could 
be used, as an alternative to the MSM, as a pratical tool for such 
a work. 

A very efficient and simple tool was found in a 
refraction-diffraction ray model (RDR see Tab.l - Southgate 1985). 
The model simulates the diffraction effects around obstacles using 
an analitical approach but neglects bottom diffraction. Further it 
can be easily run with directional spreading. Even if the model 
cannot be used in some situations for a correct quantitative 
analysis (De Girolamo et al. 1989) it can give insight into the 
wave paths and can be used to compare different layouts. The most 
important limitation of the model is the neglection of bottom 
diffraction which in presence of an undersea channel plays an 
important role in containing the energy spread due to the 
refraction effects. 

Summing up the numerical work was split into two phases using 
the more suitable model for each of them. 

In the first phase the existing situation (before the 
construction of the new structures) was analysed and various 
alternative layouts were studied. The simple RDR model was used in 
order to carry out the large number of required simulations. 

For the second phase the more complex models (MSM and BM) were 
used in order to study the selected layouts for each inlet. The 
large extent of the inlet areas required up to 150.000 
computational grid points for the MSM model. The most important 
result obtained with the MSM was to show that the construction of 
new offshore detached breakwaters was not necessary. 

For the final design of the structures, physical models in wave 
basin, reproducing the real topography of the inlets, have been 
used. The work, which is still being carried out, requires a scale 
ratio ranging from 1:60 to 1:80 in order to minimize the 
limitations mentioned at Paragraph 6 for physical models. The 
maximum modelled area is 11.000 m . The models will be used in 
order to reproduce the effective hydrodynamics of the area 
including the interference by waves and tidal currents with the 
floating flap gates, already tested in a three dimensional basin 
(Varisco 1992) using a constant water depth. The translation waves 
caused by the closure of the floating flap gates during surge 
events will also be investigated. Due to the large extent of the 
modelled area, directional wave spectra will be not reproduced. 
Consequentely the results obtained using uni-directional waves will 
be analysed and interpreted with the support of the results for 
short crested waves obtained using numerical models. 

5. Concluding remarks. 
The definition of design waves for the Venice project was not 

straightforward. Diverse models (numerical and physical) have been 
used to derive the design waves. Simple models were valuable in the 
feasibility phase and sophisticated models in later phases. 
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Because of the diverse limitations of both physical and 
numerical models it was necessary to distinguish three distinct 
areas where different physical phenomena are dominant: the outer 
area, the coastal area and the area in and around the inlets. 

In the inlet areas directional spreading has an important 
influence on the wave penetration of the inlets while frequency 
spreading is less important. 

The ebb tidal current, with the barriers open, increases the 
wave height for normal conditions while the height of extreme waves 
is limited by wave breaking. 

Refraction of uni-directional waves propagating parallel to the 
access channels leading to the inlets gives a strong reduction in 
the wave height. The effect of bottom diffraction and directional 
spreading reduce this effect. The mentioned effects and wave 
dissipation by breaking limit energy concentartion inside the 
inlets which can take place for other incoming wave directions. 

In spite of the very large width of the inlet entrances (ranging 
from 460 m to 900 m) the significant wave height, H , in front of 
the barriers does not excede 3-5-3.7 m for the 1000 year return 
period. The three dimensional wave basins simulations showed a 
satisfactory behaviour of the floating flap gates under these wave 
conditions. 
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1. INTRODUCTION 

Long-term coastal processes [9, 10) usually consist in slight 
net morphological changes that result from large positive and 
negative oscillations occuring to a much shorter time-scale. As 
soon as one is not interested in these short-term variations, one 
may perform a preliminary time averaging of the basic 
waterflow and sediment transport equations in order to obtain a 
much simpler and manageable model for long-term simulations 
E6]. 

Long-term mathematical models, in fact, not only require 
much less computer time, but can run without knowing the 
detailed time - history of all the boundary conditions (which on 
the contrary is absolutely needed by short-term mathematical 
models). 

Averaging of non-linear equations, on the other hand, 
produce residqal terms that either may be neglected or should 
be expressed, in some convenient way, as a function of the 
averaged quantities. The procedure, indeed, is analogous to the 
averaging of the Navier-Stokes equations in order to eliminate 
turbulence pulsations, where the Reynolds stresses should be 
conveniently expressed in terms of averaged velocity. 

In the case of long-term morphological models of tidal 
lagoons, semi-empirical expressions of the residual terms can 
be found. The relative calibration coefficients may be then 
identified by comparison with field data and/or with a limited 
number of simulations carried out on short-term models. 

In some previous papers, long-term morphological models 
of a tidal lagoon have been developed with different space- 
resolution (zero-dimensional [4] and two-dimensional [5] 
approach) by considering only one equivalent (uniform) 
sediment grainsize. The zero-dimensional procedure, in 
particular, has been applied to the Lagoon of Venice [8]. 

In the present paper the two-dimensional model is re- 
considered and extended to the case of particles with different 
grainsize, ranging from sand to silt. 

2. TWO DIMENSIONAL LONG-TERM MODEL 

The n two-dimensional balance equations for the sediments 
belonging to the i-th grainsize class (i = 1, 2,..., n) are written 

3TXJ 

ax ~5y " (1) 

where Txs and Tyj are the long-term sediment transport 
(averaged over a long period of time) in the direction x and y 
respectively and Ej is the long-term rate of removal from the 
lagoonal surface. 

The following expression for the "net" sediment transport 
are obtained by integrating the suspended transport equations 
overa long period of time: 

Tx^h  CjU •*£) 

Ty^hjCjV-Dy^) 

(2) 

(3) 

where h is the average water depth and Q the average sediment 
concentration of the i-th class over the water column. The 
components of the residual currents, U and V, are mainly due 
to the inland water input but also to the (eulerian) net 
circulation produced by the asymmetry of tidal flow. Even with 
a symmetrical tidal flow, however, a large amount of net trans- 
port is due to the intertidal dispersion produced by the irregular 
morphology of the lagoon; dispersion coefficients Dx and Dy 
result in fact being quite large (hundreds of m2/s), as recently 
confirmed by experiments in the lagoon of Venice [7]. The 
quantities U, V, Dx and Dy may be provided by a tidal model. 

The long-term evolution of the water depth, h, is given by 
adding up the bottom erosion rate IE; (removal of all the 

grainsize classes), the eustatism rate o^ (rise of mean sea level) 

and the subsidence rate ocs (settlement of ground surface); 

dt - ZEi • (4) 

A first-order reaction equation is assumed for the bottom 
erosion rate: 

Ej = wj (PjCjj - Cj) (5) 

where Cj is the equilibrium concentration of the i-th grainsize 

class, pj is the percentage of the same class present in the 
bottom and Wj a parameter that, for fine particles, coincides 
with the fall velocity of the particle with a diameter dj. Eq. (5) 
shows that the equilibrium concentration of the i-th class in a 
certain place is the average sediment concentration over the 
water column which would yield neither erosion or deposition, 
should the bottom be composed by that grainsize (flj = 1). 
Equilibrium concentration Cj depends on the grainsize 
diameter dj, on the local hydrodynamics (waves and currents) 
and on the local depth, as it will be discussed in the subsequent 
section. 

The mathematical model should also include the balance 
equation of the i-th class in the bottom: 

dt       =r-Ei-* :XEi (6) 

where 8 is the thickness of the "mixing layer" (i.e. the 
amplitude of the bottom variation during the annual cycle) and 
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fl. is the grainsize percentage in the mixing layer (if E; < 0) or 

below it (if Ej > 0). 
The numerical integration of eqs. (1) to (6) provide the 

evolution of water depth, sediment transport and grainsize 
composition all over the lagoon, provided that initial and 
boundary conditions are duly prescribed. 

3. EQUILIBRIUM CONCENTRATION 

The expressions of the equilibrium concentration, Cjj, 
constitute the crucial link coupling hydrodynamics, sediment 
transport and morphology of a lagoon. These expressions are 
obtained by integrating over a long period of time (say, one 
year) any transport formula of sediments by currents and 
waves. By assuming a plausible statistical distribution for 
wave climate and tidal flow and by treating residual terms with 
necessary simplifications, one comes to a formulation of this 
type: 

Cji = C^ (W, Q, dh h) (7) 

which is in principle different for channels (Cjj s Cc;), shoals 

(Cji • Csi). and tidal flats (CH S Cfi), where w and Q, 
respectively, are quantities relatedto the local wave climate and 
tidal flow; coefficients in eq. 7 are to be determined via 
calibration against morphological and sedimentological data. 

An approximate form of eq. (7) is a simple monomial 
expression; however, if one considers a threshold-value for the 
waves and currents capable of picking-up the sediment from 
the bottom (incipient motion), one comes to more complicated 
expressions that can explain various interesting features of the 
lagoon's morphology and sedimentology. 

4. CONCLUSIONS. 

Grainsize distribution in estuaries and tidal lagoons is 
generally far from being uniform. In the Lagoon of Venice, for 

Fig. 1:   Grainsize distribution of the bottom in the Lagoon of 
Venice. 

example, a systematic survey [1, 2, 3] shows that sediments 
tend to be sandy near the inlet sand to decrease towards the 
periphery, especially in the northern-eastern part, where silt 
and clay definitely prevail (Fig. 1). Another distinction, 
although less clear, exists between a channel and the adjacent 
shoals where sediments are generally finer. 

In a lagoon with negligible sediment input by rivers and 
moderate eustatism and soil subsidence, this typical pattern is 
essentially due to the "threshold effect" of the pick-up function 
by currents and waves. Indeed, as the net transport through the 
lagoon should be practically zero, the average concentration of 
each grainsize class in the water column should be almost the 
same all over the lagoon. Consequently, shoals that are less 
subject to wave action result to have a smaller depth and a finer 
bottom composition; in this way all the panicles here are put in 
suspension less frequently but with a higher concentration with 
respect to the particles in more exposed shoals. 

In general, however, grainsize distribution is also controlled 
by the sediment net fluxes towards the sea (by river input) or 
towards the periphery (by eustatism and soil subsidence), as 
well as by any long-term evolutionary process. The relative 
importance of the various mechanisms in the transport of non- 
uniform grainsize particles in estuaries and tidal lagoons can be 
assessed and discussed by the mathematical model described 
above. 
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Introduction 
Lagoons are enclosed water basins at the boundary between 

the land and the ocean; they usually have one or a number of 
streams entering around the perimeter and are open to the ocean 
at one or a number of entrances. Lagoons are shallow and the 
motion of water within them is governed by a delicate balance 
between tidal forces, wind stresses, bottom friction and density 
induced pressure forces. In general, ocean water enters a lagoon 
via deeper channels whereas the river inputs enter through 
alluvial fans. The freshwater, being lighter, overflows the 
lagoon waters whereas the entering ocean water, being heavier, 
underflows. This leads to a strong vertical stratification in the 
main channels and a general horizontal stratification in the 
shallows. Much work has been done on estimating the net 
horizontal mixing in large water bodies and, in general, it is 
assumed that the water column is fully turbulent and the 
horizontal scales of motion range from the size of the lagoon to 
millimetres and vertical scales from the depth to millimetres. 
Under such conditions it is assumed that there is a cascade of 
energy similar to normal turbulent shear flow (Tennekes and 
Lumley, 1972). For water bodies which have dimensions in the 
tens of kilometres, it is found both by fitting the results from 
numerical models (Di Silvio and Fiorillo, 1981) and from large 
scale field comparisons (Dronkers el al. 1981) that a horizontal 
diffusion coefficient of the order of 50 to 500 m2 s"1 is 
applicable. 

This logic, however, ignores two major recent findings. 
First, in shallow waters, Wolanski etal. (1984) have found that 
the bottom friction is usually sufficient to overcome the 
horizontal inertial forces so that the effective Reynolds number 
of the flow can be as low as 30 or 40. Numerous cases have 
now been documented where the wake behind islands, flows 
over undulating topography or past headlands. All appear to 
shed eddy structures which are reminiscent of slow viscous 
flow rather than of an inertial turbulent regime. Second, with 
recent remote sensing techniques and fast fine-scale sampling 
(Luketina and Imberger, 1987) it has been revealed that lagoons 
and coastal waters are partitioned by a complicated network of 
fronts. These fronts form a mosaic of lenticular structures which 
move under the influence of the tide, the wind field and 
baroclinic forces. The role of the fronts is to enhance mixing at 
small_scales through shear flow dispersion, but they appear to 
inhibit the natural cascade of energy from the larger scales 
through the intermediate scales to the smaller scales of the 
horizontal eddy structures. Thus both bottom friction and the 
presence of fronts prevents an energy cascade and the 
development of a full turbulent velocity spectrum. It therefore 
remains to be explained why the net horizontal eddy diffusion 
coefficients in shallow lagoons are comparable to the open ocean 
values summarised by Okubo (1974). 

Field Campaign 
Two field campaigns (respectively commencing 11th June 

1990 and 2nd March 1991) were carried out in the Lagoon of 
Venice, involving detailed fine-scale temperature and 
conductivity measurement surveys. The aim of these 
experiments was to assess the role and influence of the 
buoyancy introduced around the perimeter, by freshwater 
inputs, on the dispersion in the lagoonal waters. A portable fine- 
scale profiler was used both in a vertical profiling mode and in 
horizontal tow mode. The fine-scale profiler was equipped with 
SeaBird conductivity and temperature sensors and a Digiquarts 
pressure transducer (Fozdar et at. 1985). The resolution of these 
sensors was 10-4 Snr1, 10~3 °C, and 10"3 m respectively. In 
addition to these fine-scale measurements, in the winter 
experiment some temperature and conductivity microstructure 
was also gathered in order to estimate the turbulent kinetic 
energy dissipation (Imberger and Ivey, 1991). During both 
experiments velocity estimates were obtained using bucket 
drogues, drogued to different depths. 

During the summer experiment, most of the data collection 
was in the area influenced by the Dese River (Figure 1). By 
comparison, the winter experiment concentrated on the Venice 
Lagoon as a whole in order to obtain a broader overview 
(Imberger, 1991). 

The investigations showed the following major features: 
(a) The tidal flow in the canal system is a mixture of barotropic 
and baroclinic flows; the degree of baroclinicity being dependent 
on the phase of the tide and on the salinity difference within the 
canals and was strongest in the areas which had direct 
freshwater input. However, the measurements show that 
sufficient salinity differences existed almost everywhere for 
baroclinicity to be important. 
(b) The water masses on the shoals appeared to be formed in an 
orderly explicable way. As the water rose in the channels and 
reached a point where the water broached the shoals, the salinity 
of the inflowing water was completely determined by the surface 
salinity at the point of broachment in the tidal channel. A shoal 
may thus be envisaged as a region of land with a perimeter were 
water of increasing salinities is ejected on the rising tide. It 
appeared that these injections formed well-defined lenticular 
structures which were separated by stable fronts, leading to a 
patchwork of water masses over the shoal at high tide which 
retained their identity throughout the tidal cycle but which were 
moved by the tidal motion and the surface wind stresses. These 
lenticular structures, observed throughout the whole lagoon, 
originate from buoyant jets at the river mouths and move over 
the shoals and along the channels with little tendency to decay. 
The shallowness of the water of the shoals led to a pseudo 
potential flow. 
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Large Scale Flushing 
In Figure 1 we show a typical set of salinity isohalines 

contoured over the whole Venice Lagoon. The data shown is 
depth averaged salinity and clearly shows that there was a major 
freshwater inflow into the Venice Lagoon in the northern and 
southern regions, but that the lagoon as a whole had a horizontal 
gradient of salinity from the perimeter to the three entrances. A 
bulk estimate of the horizontal diffusion coefficient may be 
obtained by equating the flushing time Vf/Qf to an average 
horizontal mixing time L^/e* where Qf is the total freshwater 
input into the lagoon, Vf is the total volume of freshwater in the 
lagoon, Lisa typical horizontal length scale of the lagoon and tx 

is an average horizontal diffusion coefficient. There are 
numerous other ways of estimating an average diffusion 
coefficient and we have calculated the estimate ex by a number 
of different techniques. Using the data collected in the 
campaign, the various methods gave a typical flushing time of 
approximately three tidal cycles and a horizontal diffusion 
coefficient ranging from 100 to 400 m2 s'. These values were 
compared against more detailed estimates obtained in two canals 
by fitting a horizontal advection diffusion model to the 
documented inter-tidal gradient of salinity. This techniques 
yielded estimates in the same range. 

In summary, therefore, the fine-scale measurements in the 
Venice Lagoon yielded global dispersion coefficients averaged 
over many days (averaged over tidal and wind motions) of the 
same magnitude as found in open deep water. 

Lenticular Structures 
The mechanisms by which freshwater entered a particular 

shoal was investigated in considerable detail during the winter 
experiment. In Figure 2, we show a typical salinity plot at the 
commencement of the falling tide and it is clearly seen that the 
freshwater outflow produced a plume of fresher water extending 
a distance of 2 or 3 km from the mouth and being swept 
alongshore by the prevailing tidal current. A similar exercise 
was conducted in the central part of the lagoon (Figure 3) which 
shows that even in the middle of the lagoon, far removed from 
the direct influences of the fresh river inputs, lenticular 
structures with horizontal length scales of the order of 1 to 2 km 
could be clearly identified. As seen from Figure 3, the salinity 
differences associated with the lenticular structures, even in the 
central part of the lagoon, are comparable to those found at the 
perimeter near the entrance inflowing river plumes (Figure 2). 
Lastly a series of drogues released in this latter study area 
showed that even over a period of three to four hours, drogues 
placed in close proximity remained together. Thus, the 
horizontal dispersion was always minimal until some drogues 
pass from channel to shoal or viceversa. Only at this point did 
the drogues in the shoal lag behind those in the channel. The 
same is true for lenticular structures that are moved around the 
lagoon by the tidal motion and the wind induced stresses. These 
lenticular structures thus only mix across fronts and by vertical 
entrainment over channels. No evidence was found of large 
scale eddy type structures. 

Conclusions 
These and other findings lead to the conclusion mat mixing 

in the lagoon operates at different scales: 
(i) Large structures, with scales determined by the morphology 
and of under 104- 103 m are responsible for the global 

horizontal dispersion; they control the flushing of theTagoon as 
well as the distribution and the shape changes of the lenticular 
structures, but not the mixing. 
(ii) Intermediate and small scale turbulence of the order of 10 
metres and less control the mixing over the depth and the weak 
horizontal dispersion during the tidal cycle. This is responsible 
for the slow annihilation of the lenticular structures. 
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Abstract 

The paper describes the relevant set of analogical, mathematical and phisical 
models used to simulate the hydrodynamics phenomena of the Venice lagoon. The 
various models are devided in two classes, depending on the scale: the great scale 
models, to examine the problems interesting the entire lagoon, and the little scale 
models for the problems localized near the inlets, where the barrages will be built to 
control the lagoon water level. 

1 - Foreword 

In 1984 the Italian Government commissioned the "Consorzio Venezia Nuova" to 
undertake what had been called the "Venice Project"; this project comprised a number 
of works necessary for the safeguarding of the city of Venice and its lagoon. Amongst 
these , by far the most expensive and technically difficult task was the project for the 
deployment of flapgates across the three lagoon entrances for the control of high tides 
within the lagoon. 

It was evident straight from the start of works that such a large and complex 
project would have to be supported by a series of model tests in order to investigate the 
various project hypotheses. 

It was also evident that one model only would not have been enough, and that 
due to the many different problems studied, the project would have to avail itself of 
investigative means that were in keeping with the different aspects to research. 

For the purpose of the research, the project-related phenomena were classified in 
two categories: the large scale phenomena, which concern the general behaviour of the 
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lagoon, and the small scale phenomena, which concern the phenomena in the 
immediate vicinity of the flapgates. 

When the New Venice Consortium became operational in 1987 the following 
models of the Venice lagoon already existed, so they were also adopted for the new 
activities: the general physical model of the lagoon, the specific physical model of the 
Lido entrance and the unidimensional mathematical model of the entire lagoon itself. 

Alongside these models a new set of models were prepared, a description of 
which follows hereafter. 

2-1 Large Scale Models 

2,A - General Model of the Lagoon 

The model (refer to Fig. 1) reproduces the entire lagoon to a planimetric scale of 
1:250 and an altimetric scale of 1:20. The area occupied by the model is approximately 
12,000 sq.m. Its distortion ratio of 12.5, which is typical for maritime models — in 
this case with a morphology consisting of canals and shoals — creates problems with 
regard to the roughness of the walls, which generally appear too smooth. The model is 
equipped with a tide generator for each of the three entrances; the three generators 
operate automatically and are controlled by a computer. 

Due to the size of the model and the encumbrance of test handling, typical of 
physical models, the general model was not widely used in the engineering work 
concerning the lagoon entrance flapgates; thus it was often replaced by the mathematical 
models discussed hereafter. Nonetheless, it is the best means of investigating the 
phenomena that take place in the innermost parts of the lagoon where continuous 
contouring is a fundamental characteristic. Refer to [1] for a more detailed description 
of the possible uses of the model. 

Fig. 1 -General plants of the model of the entire lagoon of Venice. 
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2,B - Mathematical Models 

From a historical point of view the first mathematical model of the lagoon that 
was ever made is the one that mapped the lagoon with its network of interconnected 
canals alongside which are the shallow areas whose main function is that of providing 
storage capacity. This lay-out features the great advantage of simplicity and a reduced 
number of unknown quantities (unlike other lay-outs); but it requires an in-depth 
knowledge of the actual phenomena to be able to trace an illustrative network of canals 
and therefore work out the shallow water basin on both sides of each canal. Today this 
ID model is still employed in a recent version (i.e. the fourth generation) whose 
network is shown in Fig. 2. 

More recently, a 2D model has been developed using the finite element technique 
whose mesh is shown in Fig. 3, and another 2D finite difference model whose mesh is 
shown in Fig. 4, which also shows a stretch of sea opposite the entrances. This model 
blocks out the lagoon with a mesh having a 300 m pitch, and has the advantage of 
being able to zoom in on areas of limited surface area by reducing the spatial grid to 
50 m. 

Table 1 compares the characteristics of the three adopted models. 
At present, in the engineering work, all three models are used depending on their 

different characteristics and on the phenomenon that is to be investigated. In fact, the 
finite difference model has proved to be the best in representing lagoon hydrodynamics 
in the areas closer to the entrances by depicting both the adjoining stretch of sea and the 
somewhat flat bathymetry of the area (with very wide canals and deeper shoals). The 
finite element models have instead proved to be very versatile in reproducing 
phenomena in the intermediate area of the lagoon where canals and shoals are clearly 

km "0 

Fig. 2 -The channel net of the 1 D, mathematical model. 
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km        40 

Fig. 3 -The mesh of the 2 D, finite elements mathematical model. 

120 140 16i 
SPACE GRID (300 m) 

Fig. 4 -The mesh of the 2 D, finite differences mathematical model. 
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Table 1 
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1 dimension 
2 dimension 

Finite elements 
2 dimensions 

Finite difference 

Type of mesh 
and number of 
elements 

323 
multiconnected 
branches 

2580 vertices 
and 4528 triangular 
elements 

Square grid 
with 13,851 
vertices 

Dimension of 
elements 1000-2000 m 

Distance between 
two vertices 
100 -1000 m 

Squares 
300 x 300 m 

Average number 
of elements for 
km2 of lagoon 

0.9 7 11 

Roughness 
coefficient 

Chezy 
C=50m  /s 

Strickler 
k=30,25,20 m1'3 /s 
in channel and 
shallows 

Strickler 
k=28 m"3 /s 

Time step 600 s 300 s 90s 

Resolution 
method 

Implicit with 
interations 

Two level time 
scheme, semi- 
implicit 

Algoritm of 
alternate direction, 
implicit 

Time to simulate 
24 h of tide with 
a VAX 8600 

6 minutes 60 minutes 75 minutes 

distinguishable. Finally, the unidimensional model is still considered the best for the 
reproduction of phenomena in the innermost area of the lagoon where the tidal flow 
takes place nearly exclusively along the narrow submerged canals — a phenomenon 
that is hardly reproducible in the other lay-outs. A factor in favour of the 
unidimensional model is the calculation time which is nearly one order of magnitude 
less than that required for the other two models. 

More detailed information about these models and the algorithms used can be 
found in [4]. 

3 - Small Scale Models 

This name has been attributed to those models detailing the port entrances; they 
have allowed the study of localised phenomena that take place in the vicinity of the new 
barrage structures. The models that were used are described below. 

3,A - Aerodynamic Models 

These types of models are not widely used in current techniques; but in this case 
they were found to be a very effective means of research. Obviously, in aerodynamic 
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models the water flow is replaced by an air flow and the flow must take place in a 
confined field. For this reason the free surface of the water is replaced by a solid plate 
which acts as a covering lid for the model. The result is a double approximation of a 
top contour of the flow with a horizontal plain and a zero speed. At any rate, in this 
case the differences in level between the sea and the inside of an entrance are maximum 
20/30 cm over a depth that may vary from 8 to 15 metres; this means a percentage level 
variation of less than 10%; consequently, the above mentioned approximations appear 
acceptable, especially if one researches data not in the absolute sense but merely as a 
parametric value, i.e. to highlight what happens in the presence or absence of a certain 
modification to the flow contours. A critical appraisal about these types of models can 
be found in [2]. 

The scales used in the models have been 1:3000 in planimetry and 1:1000 in 
altimetry; the models reproduced (refer to Fig. 5) the inletl, the initial tract of the lagoon 
canals that stem from the entrance, and a sufficient stretch of open sea. A further 
simplification was introduced in these models; this consisted in the fact that, unlike the 
real case, the flow was permanent. Given the extent of complexity to correctly 
reproduce the periodical variations of current, a decision was taken to represent in the 
model a certain configuration of the flow, usually the one at peak flow rate, and to 
maintain it steady throughout the time needed to take the measurements. The model 
boundary conditions, i.e. the flow rate at the entrance and in the adjacent canals, were 
provided by the mathematical models. 

It is understood that by reproducing a stationary flow the model does not 
reproduce the forces linked to temporal accelerations, but this is acceptable if one bears 
in mind that under maximum speed conditions these forces are practically null. 

The information elicited from these models concerned the course of the water 
levels by drawing up an analogy between Euler's number of the model and Froude's 
number of the real flow, velocity distribution, paying special regard to the areas of 
current separations and to wakes. The great advantage of these models is the rapid and 
economical reproduction and study of the inlet flapgates layout, immediately indicating 
their major defects. 

UJtr 

MEASURING / / J&aM> 
ORIFICE    / REGULATING / \ 

VALVE      / WRKJMFA, 

Fig. 5 -The general scheme of the aerodynamical model of the Malamocco mouth. 
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3,B - The Mathematical Models of the Mouths 

These derive from the finite difference bidimensional model of the lagoon, 
already mentioned previously, where it was possible to perform close-ups reducing the 
mesh size to only 50 m. For the "mouths" (refer to Fig. 6) a rotation of the mesh was 
performed which was different for each entrance, so that one direction of the two axes 
would coincide with that of the breakwaters that project into each entrance — this was 
done to reproduce the contours of tidal flow in the best possible way. 

Of course the boundary conditions were provided by the general mathematical 
model of the lagoon; thus flood and ebb tides were correctly represented. 

Fig. 6 -A tipical flow field of the 2 D mathematical model of the Lido mouth with 
a 50 m space grid. 

3,C - Detailed Physical Models 

As already stated, the first detailed model of Lido mouth had been constructed far 
back in 1972 for a number of studies that were then being conducted on the 
hydrodynamics of that entrance. The model was made to a scale of 1:60, undistorted. 
This model, like the aerodynamic ones previously mentioned, is not equipped with a 
tide generator, so it was used for permanent tide flow by reproducing a certain tide 
flow condition and keeping it steady throughout the whole test. 
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Thanks to the experience gained with that model, the New Venice Consortium 
built similar models on the same scale for the other two lagoon mouths, Chioggia and 
Malamocco. The three models have a fixed bottom, but the facility to reproduce a 
movable bottom in limited areas is featured, and this is where the flapgates will be 
deployed. These models can accommodate a wave generator as wide as 20 m which 
enables hydrodynamic studies to be combined together with those about the penetration 
of wave motion from the sea into the entrances. Fig. 7 shows a planimetry of the 
Chioggia mouth model, in which one may notice the large area of sea reproduced; this 
allows the simulation of heavy seas heading from the principal sectors of the prevailing 
winds. The other two models are absolutely similar. 

VALLESELLE 

Fig. 7 -The map of the particular model of Chioggia mouth in scale 1:60. 

The three models have been constructed at the Experimental Centre of 
Voltabarozzo in Padua, adjoining the shed that houses the physical model of the entire 
lagoon. The shed also houses the aerodynamic models, so that all the physical models 
in question have been concentrated in the same location for practical purposes. Fig. 8 
shows an aerial photograph of the centre at Voltabarozzo which illustrates the various 
locations of the models. 
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Fig. 8 -Aerial view of the Voltabarozzo Center with the models of the three mouthes. 

4 - Use of the Models 

In the research work about the inlet flapgates, Project REA (environmental 
recovery) [3] the following procedure was adopted:- 

• Literally starting off at the drawing board, the engineers designed all the 
planimetric configurations of the flapgates that were deemed feasible: eventually six 
possible lay-outs were produced for Lido mouth, seven for Chioggia mouth and as 
many as twelve different lay-outs for Malamocco mouth. 

• All of these feasible solutions were reproduced and studied on the aerodynamic 
models, out of which were rejected those that caused an excessive current contraction, 
which meant speeds unacceptable for navigation and large areas of separation and 
vorticity. 

• The solutions that passed the first test were studied on the mathematical models 
of the entrances in order to have more detailed information about the distribution of 
speeds, with special emphasis laid upon its transversal components which are the most 
hazardous for navigation. 

• The information elicited from these models also allowed the correct 
reproduction of these lay-outs on the general mathematical models so that the large 
scale effects following their construction could be assessed. 

• Finally, the solution that was judged to be the best for each mouth is currently 
undergoing study on the detailed physical models to allow a more in-depth study and to 
proceed with optimisation of the configuration of the flapgates. 
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5 - Conclusions 

To proceed with the design of the "mouth" flapgates for the control of the high 
tides in the Venetian lagoon, the New Venice Consortium has constructed a set of 
physical, analogic and mathematical models for the reproduction of lagoon 
hydrodynamics, discriminating between models for large scale phenomena and models 
for small scale phenomena. 

For the study of large scale phenomena three mathematical models of the entire 
lagoon, having different characteristics, were used; for the small scale phenomena, i.e. 
for those localised in the lagoon entrances, an extra small scale aerodynamic model, a 
mathematical model and an undistorted physical model were used. 

These models are used in sequence with different retroactions, in the sense that 
the mathematical models of the lagoon create the boundary conditions of the 
aerodynamic models and undistorted physical models; these produce information that 
allows to improve the performance of detailed mathematical models of the inlets and of 
the general mathematical models of the lagoon. To sum up, the end result has been a 
complex hybrid system of models that together enact maximum verisimilitude of 
incoming results. 
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CHAPTER 145 

HYDRAULIC AND MATHEMATICAL MODELLING 
OF HISTORICAL AND MODERN SEAWALLS 
FOR THE DEFENCE OF VENICE LAGOON 

Leopoldo Franco1 and Giuseppe R.Tomasicchio2 

Abstract 

This paper gives an overview of the development of design and construction 
of coastal defence works in Venice. In fact shore protection is one of the tasks of the 
present large project for the safeguard of Venice lagoon. A brief description is given 
of the most interesting steps of the new design supported by extensive field 
measurements and interactive model testing. An introductory review of the old 
historical structures for the defence of the lidos (in part still existing) is also given to 
underline the important links with the past experience and the unusual constraints of 
the present designs. 

Introduction 

The lagoon of Venice is connected to the Adriatic Sea by three tidal inlets (the 
port entrances of Lido, Malamocco and Chioggia) which divide a system of barrier 
islands and sand beaches (Fig. 1). These thin strips of land, named "lidi", extend for 
some 40 km and have long since been representing vital natural barriers to defend the 
physical integrity of the lagoon and even the military safety of Venice. Therefore, the 
protection of the littorals has always been a fundamental issue for Venetian 
Authorities and has been dealt with by a special Water Committee (Magistrato alle 
Acque) managed since 1501 by elected hydraulic experts. Despite their efforts, 
progressive shore erosion has been taking place after the diversion of the river mouths 
to avoid the lagoon siltation and after construction of the inlet jetties to ease 
navigation. 

Professor of Coastal Engineering,Department of Hydraulic,Environmental and 
Surveying Engineering, Politecnico di Milano, P.Leonardo da Vinci 32, Milan 
Researcher, Hydraulic Institute, University of Perugia, Pian di Massiano, 
06100 Perugia, Italy 

1879 
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Fig. 1 Map of Venice lagoon and littorals including location of the existing "murazzi 
(denoted by dots) and groynes. 
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Historical evolution of sea defence works in Venice 

Interesting information on historical sea defences in Venice can be found in a 
nice book by Grillo (1989). Written reports of local shore protection works date back 
as early as 537 a.C, when wicker faggots were used to hold the earth dykes 
reinforcing the sandy dunes formed from river supply, wind and wave action. 

Strict environmental regulations were issued since the 13th century to preserve 
the littoral defences, such as prohibiting the transit of cattle upon the dykes, the 
removal of sand or vegetation and the export of materials useful for shore protection. 
These were mainly timber and rock, often combined in a sort of cribwork. 

The typical seawall in the 17th century was made by rows of longitudinal 
fences of timber piles half embedded along the dyke outer slope and at the toe which 
contained a few layers of stones (as shown in fig. 2 in the drawing of 1692 by 
M.Alberti in comparison with the Dutch standards). The timber piles however had 
only few years lifetime and excessive maintenance work was needed. 

Therefore the Authorities, around 1700, seeked for innovative designs: various 
technical solutions were experimented at the own risk of consultants and contractors 
(who might get paid only after the proved effectiveness of the work!). Coastal 
protection works included either seawalls and revetments (made with riprap, gabions, 
smooth marble blocks linked with mortar and steel, flexible steel strips, regularly 
placed stepped limestone blocks and various elements to increase the slope roughness) 
or groynes (made with timber and steel piles, often filled with rock). 

Finally around 1740 a durable monolithic seawall structure was proposed by 
the mathematician B. Zendrini which worked successfully until today (Fig.3): the so 
called "murazzi" are composed by a smooth white flagstone revetment supported at 
toe and crest by massive walls. The innovative technology was in fact represented by 
the effective block bonding with "pozzolana" mortar (a lavatic powder hardening in 
water, shipped from Naples). The "murazzi" have been maintained and repaired in the 
last 250 years: the existing structure was reinforced in the middle of past century with 
a toe rock revetment and recently even with diaphragms and anchor piles (Fig. 4). 

Rock groynes have also been built along the beaches of Lido, Cavallino and 
Pellestrina even in front of the "murazzi". The construction of the inlet jetties 
(Malamocco 1856, Lido 1887 and Chioggia 1914) and the dredging of navigation 
channels changed the sediment transport conditions along the littoral. Sand has been 
trapped by the long end jetties with accretion taking place in the lee areas (especially 
against the jetties at north Lido and south Chioggia), whereas strong erosion kept 
occurring in central Lido and Pellestrina beaches. Shoreline retreat has been enhanced 
in the last 40 years due to sea level rise (mainly because of subsidence) and to the 
reduction of river sediment supply, partly lost offshore during ebb tidal flows. 
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Fig. 2   Ancient drawings of typical coastal dykes in Venice (with "paleselle") in the 
17th century, in comparison with the Dutch technique (bottom) (Grillo,1989) 
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Fig.3 The original "murazzi" seawall at Caroman in a drawing by B.Zendrini (1743) 
(Grillo,1989) 
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to  I'unta  del la Salute 

Fig.4 The present reinforced murazzi seawall at Caroman 
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The disappearance of the emerged beach and the erosion of the submerged 
seabed profile (with deposition occurring at depths below -8 m), results in larger 
waves reaching the seawall with increased overtopping and reduced stability of the 
rock protection. Infact a large breaching took place during the severe storm of 4 
November 1966, when an extreme water level of nearly +2.0 m M.S.L. was recorded. 

Therefore, within the present large project for the safeguard of Venice, new 
sea defence works have been designed in order to preserve not only the valuable 
coastal strips, but also the existing monumental old defence works themselves, 
without any negative aesthetical impact. 

New design of coastal defence works with model studies 

An accurate design process has been undertaken by TECHNITAL on behalf of 
the CONSORZIO VENEZIA NUOVA. The main design efforts have been devoted to 
the most vulnerable Pellestrina littoral and included detailed field investigations on 
the coastal morphology and dynamics and a large set of advanced physical and 
mathematical model studies for the design optimization. 

At the basic design stage an extensive series of small scale (1:30) model tests 
was carried out in the 42.5 m long random wave flume at the hydraulic laboratory of 
the Magistrato alle Acque in Voltabarozzo (Padua). The tests were conducted and 
reported by PROTECNO (1990) with the assistance of DHI (Denmark) for the 
weakest "murazzi" sections at Pellestrina (first phase) and Caroman (second phase). 

The following measurements were made in each test of 6 hours duration 
(prototype) with five Jonswap wave spectra (up to Hs=4.5 m and Tp=l 1.0 s) and four 
water levels (0,+1.0,+1.5,+2.0 m MSL) : wave heights and reflection coefficient, 
wave overtopping discharge, rock armour stability (by counting the coloured 
displaced stones), forces on the old vertical wall (by a strain gauge), pressures inside 
the rubble mound (by two transducers), toe scour of the mobile seabed (Fig. 5). The 
beach profile, with a slope of 1:100, was modelled to a depth of-8 m MSL. 

Initial testing of the existing structure showed unacceptable overtopping rates 
and damage of the 2-5 t rock armour under the design conditions (sea level +2.0 m). 

For the "murazzi" at Caroman (the area at the southern border of Pellestrina 
strip) four alternative defense schemes with submerged berms with variable width and 
elevation were tested. The design choice was to extend the rubble mound toe 
underwater to avoid any visual impact, whereas a beach nourishment was not 
regarded as a cost-effective option due to the particular convex coastline planshape. 
The model tests showed that a satisfactory reduction of wave forces on the old 
vertical wall, overtopping discharge, and armour damage was obtained with a berm 
crest at -0.5 m to m.s.l. extending offshore for 30 m, whilst no further benefits related 
to the forces on the wall were found by increasing the berm width to 40 m. The 
scheme shown in fig. 6 (together with the local existing section) was then adopted for 
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ELEVATION (m to M.S.L.) 

SI = strain gauge for measuring 
forces on the wall 

S2,S3 = pressure sensors 

20 
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Fig. 5 Model set-up of existing "murazzi" at Pellestrina 

1 rock  2 + 8 t 

2 rock 0.5 + 2 t 

3 rock  3 + 6 t 

4 rock  1+6 t 

5 rock 50+1000 Kg 

6 rock 60 + 300 Kg 
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structure witli submerged berm 
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Fig. 6 Model test sections for the Caroman murazzi 
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the final protection design at Caroman. The stability of the submerged rock berm was 
also checked by profiling along two longitudinal axes after each test. 

For the "murazzi" at Pellestrina several alternative reinforced structures have been 
tested, following the "environmental requirement" that crest elevations could not be 
increased. The remedial works mainly consisted in larger and heavier rock revetments 
(even including proper underlayers) and beach nourishment. The results showed a 
significant decrease of the overtopping discharge and of the cumulated damage of the 
main armour (always reduced below 2%). The most effective solution turned up to be 
a combination of a larger rubble seawall and a beach nourishment protected by 
submerged rock barriers. 

The final design of the protection scheme for Pellestrina was recently 
optimized with the support of an interactive system of both 2-D and 3-D mathematical 
and hydraulic mobile-bed models performed by HR, Wallingford (1992). The main 
conclusions of the study allowed an inshore displacement of the submerged rock sill 
and a larger spacing of the rock groynes, partly submerged, which confine the artificial 
beach with just a 2-3% yearly volume loss of sand (provided a borrow fill material 
with D50 in excess of 0.1 mm). The final and optimized design schemes are shown in 
fig. 7. 

At present detailed geophysical surveys and vibrocore sampling are being 
undertaken to verify the exploitation of ancient sand deposits in depths of 17-22 m off 
the Malamocco inlet, to be dredged and pumped ashore. It may be interesting to 
remark that even this "modern" scheme of artificial beach nourishment was among the 
shore protection solutions proposed three centuries ago, when primitive dredgers 
were in use to excavate the channels of Venice lagoon! 

Comparison of model results with formulae of static stability 

The above studies demonstrate the great efficiency of a combined use of 
physical and mathematical models to verify the complex sea-structure interactions in 
the coastal zone. Generally the laboratory tests can be used to study small scale 
processes and to calibrate the numerical model tests, which in turn can be quickly 
repeated to investigate the influence of many parameters and extend the analysis to a 
larger temporal-spatial scale. Model tests can also be useful to calibrate practical 
empirical design formulae which can then be easily applied for a greater number of 
hydraulic and geometric conditions. 

It was then believed useful to make a comparison between the results obtained 
from the application of some well known formulae of armour stability against the 
observed damage of the existing murazzi rock revetment. The count of the displaced 
stones at the end of each test enables to determine the numerical value of the damage 
parameter S = Ae/Dn50

2, where Ae is the erosion area in a cross section, DnS0 is the 
nominal diameter of the stones. The damage parameter S is physically the number of 
cubic stones with a side of Dn50 eroded within a Dn50 wide strip of the structure. 
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The parameter S can be related to the actual number of displaced stones (Nd): 

S=Nd*Dn50/[B*(l-nv)]      where: 

B = length of modelled seawall; 
r^, = porosity of the mound. 
S = 2 signifies start of damage, S = 8 means that the underlayer is visible (slope 1:2). 

Two well known equations for static stability have been considered: the one 
proposed by Van der Meer (1988) for plunging waves : 

HsMDn50  *  /5m =  6.2  pO-18  (s//N)°-2 (1) 

and the Hudson formula given in SPM (1984) and modified by Van der Meer (1988): 

Hs/ADn50 -  0.70   (KD  cotc)1^  sO-15 (2) 

N = 2500-4000 is the number of waves in the various test series. 
P = 0.4 is the assumed value of the permeability factor 
Tm = Tp/1.25 is the assumed average wave period in each test. 

Eq. (1) and (2) were obtained for not overtopped structures. The test 
conditions and some results are given in tabs.l, 2 for the two slopes and in figs. 8, 9. 
The high rate of wave overtopping on the "murazzi" influences the observed damage. 
The results may also be affected by the depth limited wave conditions at the seawall. 
This analysis enables to verify the reliability of the two proposed formulae for static 
stability when predicting the rock armour damage of the existing "murazzi" seawalls. 
Van der Meer's formula was used to predict the cumulated damage for all the 
considered water level conditions and the results show a good agreement with the 
observed damage up to a water level of +1.5 m MSL, with a slight expected 
overestimation (see Fig.8 for the 1:2 slope). The application of the modified Hudson 
formula (with KD = 2 for breaking waves) does not describe the cumulated damage 
and produces unreliable results for both slopes of the "murazzi". A stability factor 
KD=5 should be used in this case to match the experimental results. 

For all the tests with water levels up to +1.5 m MSL a good correlation was 
found between the measured overtopping discharge and the difference of the 
computed (SvdMcum ) and the observed (Sobs) damage as shown in fig. 9. Only for the 
highest water level, near to the seawall crest (+2.0 m), the data is more dispersed. 
In the figure data from both Pellestrina and Caroman test series is plotted. 

This analysis confirms the correlation between the stability of the front armour 
and the overtopping rate of a low-crest coastal structure. It also shows that the Van 
der Meer formulae can give acceptable conservative results even for low seawalls in 
shallow waters. 
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murazzi at Pellestrina      W^Q = 2.45 t     slope 1:2 

Hs 

H 
Ns Tm 

M 
Sobs SVdM cum 

c 
Hudsor Sea Level 

[m] 
Q 

[m3/s/m] 

1.90 1.04 5.60 0.0 0.20 0.66 1.50 - 
2.40 1.41 6.64 0.87 0.91 4.88 1.50 1.46-10~4 

2.57 1.51 7.36 1.49 1.68 7.36 1.50 7.21-10~4 

2.60 1.52 7.00 1.61 2.15 8.33 1.50 1.56-10~3 

3.20 1.88 8.00 2.86 4.79 33.26 1.50 7.08-10~ 3 

3.20 1.88 8.88 4.23 6.70 33.26 1.50 5.82-10~3 

2.10 1.23 6.16 0.0 0.46 2.00 2.00 3.63-10-* 
2.70 1.58 7.20 0.80 1.69 10.71 2.00 5.26-10~3 

3.00 1.76 8.00 2.36 3.43 21.63 2.00 2.16-10~2 

2.80 1.64 8.48 2.86 4.30 13.65 2.00 1.63-10-2 

2.80 1.64 8.88 3.23 5.16 13.65 2.00 2.99-10~2 

3.10 1.82 8.88 3.23 6.63 26.92 2.00 4.38-10~2 

1.90 1.11 7.20 0.24 0.30 1.02 0.00 0.00 
2.00 1.17 8.48 0.37 0.59 1.44 0.00 0.00 

Table 1 Sea level to msl 
S L   = observed damage 
SVdM cum ~ cumulated damage calculated using BREAKWAT (Van der Meer, 1988) 
Su J      = damage calculated using Hudson formula with Kp = 2 

murazzi at Caroman   Wrn=2.9t slopel:4 

Hs 
[m] 

Ns Tm 

M 
Sobs SVdM cum SHudsor Sea Level 

[m] 
Q 

[m3/s/m] 

2.53 1.49 7.20 0.0 0.34 2.48 1.00 1.54-10~b 

2.57 1.51 8.00 0.0 0.56 2.76 1.00 6.75-10~5 

2.47 1.45 8.88 0.0 0.73 2.11 1.00 1.95 -10~4 

2.70 1.59 7.20 0.13 0.43 3.88 1.50 4.58 -lO'4- 
2.70 1.59 8.00 0.17 0.69 3.83 1.50 1.01 -10~3 

2.75 1.62 8.88 0.24 0.99 4.33 1.50 2.90 -10~3 

2.79 1.64 7.20 0.55 0.49 4.77 2.00 3.30 -10~3 

3.07 1.81 8.00 0.68 1.01 9.03 2.00 9.10 -10~3 

3.24 1.91 8.88 0.92 1.65 12.94 2.00 2.24 -lO'2 

Table 2 Sea level to msl 
S L   = observed damage 

$VdM cum ~ cumulated damage calculated using BREAKWAT (Van der Meer, 1988) 
^Hudson ~ damage calculated using Hudson formula with KJJ = 2 

Tabs. 1-2 Comparison of observed and calculated armour damage 
(Hs = significant wave height at the toe in depth of-2.5 m MSL) 
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Fig. 8 Comparison of observed and calculated armour damage for the murazzi 
at Pellestrina (Ns = Hs / delta D50) 
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Fig. 9 Correlation between damage and overtopping for the murazzi seawall 
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Final remarks 

The development of an effective system of coastal defence works plays an 
important role within the present large project for the safeguard of Venice lagoon. 
Careful studies have been carried out to optimize a modern design in armony with the 
past experience, in order to ensure the required level of structural stability and 
environmental protection. The chosen solutions, a confined beach nourishment at 
Pellestrina and submerged berm at Caroman, are compatible with the conservation of 
the historical "murazzi" seawall and the former one also with the increasing touristic 
use of the beach. Since the sediment available for beach nourishment is very fine, the 
design of the longitudinal and transversal structures for the sand containment required 
extensive simulations with advanced interactive mathematical and physical models. 
Results from model tests have also been used to check the efficiency of two popular 
formulae for armour static stability in depth-limited wave conditions. The equations by 
Van der Meer seem to give reasonable conservative predictions in the case of the low 
crest "murazzi" seawall and the difference between the computed and observed 
damage is in fact fairly correlated with the overtopping discharge. 
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Photo 1-2 Views of the existing murazzi at Pellestrina 
(in some areas with macro-roughness elements) 
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CHAPTER 146 

OBSERVATIONS OF GRANULAR-FLUID MIXTURE 
UNDER AN OSCILLATORY SHEET FLOW 

by 

Toshiyuki Asano1 

1. Introduction 
Sediment transport due to wave action has been classified into three 

modes; bed load over a practically flat bed under small tractive force, sus- 
pended load over a rippled bed under moderate shear stress, and sheet flow 
under high shear stress where ripples are washed out. Studies of the sheet 
flow have recently received much attention because a large amount of sand 
is transported under this mode. However, sheet flow is a grain-fluid mixture 
flow of high concentration, thus the mechanism is more complex than that of 
the other two modes. In the sheet flow region where several layers of grains 
are mobilized, grain to grain collision performs a main role in the momentum 
exchange. The relationship between the applied stress and the bulk defor- 
mation is not a Newtonian, and depends on the grain concentration and the 
rate of deformation. 

Hanes - Bowen(1985) have proposed a granular - fluid model to describe 
intense bed - load transport in an uni-directional flow. In their model, the 
flow is divided into two regions; grain collision dominated granular fluid 
region, and fluid stress dominated fluid shear region. They have derived a 
relation mathematically between the grain transport rate and applied shear 
stress. 

Shibata - Mei(1986) have proposed another granular - fluid model in so- 
called macro viscous region where the shear rate is low and granular friction 
is as important as granular collision. Mathematical expressions to describe 
velocity profiles and granular discharge have been deduced. 

These studies provide physical insight into the mechanism of sheet flow, 
however, the results are not able to be applied directly because the oscillatory 
sheet flow is a dynamic process under an unsteady flow. 

'Dept.      of  Ocean   Civil   Engineering,   Kagoshima  University,   Korimoto   1-21-40, 
Kagoshima, 890, Japan 

1896 



GRANULAR-FLUID MIXTURE 1897 

The author (1990) has proposed a two-phase model for oscillatory sheet 
flow based on the conservation of mass and momentum for fluid and sediment. 
The model provides the quantitative description on the sheet flow properties, 
however, reliable experimental data are essentially required to examine the 
validity of the model. Since the mechanism of time varying grain densely 
mixed flow is highly complicated, clear experimental understandings have 
not sufficiently been obtained. 

Even for macroscopic properties, there is much difference among reported 
results. For example, Horikawa et al.(1982) reported that their data on 
sediment transport rate agree well with Madsen - Grant formula in which 
the sediment transport rate is proportional to the 3rd power of the Shields 
number. Meanwhile, Sawamoto-Yamashita(1986) reported to the 1.5 power 
relationship between the sediment transport rate and Shields number. 

In the present paper, detailed measurements on the intrusion depth of the 
sheet flow, sediment transport velocity and concentration etc. are carried 
out in order to obtain basic data which are useful to investigate the flow 
mechanism of oscillatory sheet flow. 

2. Experimental Apparatus 
An oscillatory flume capable of generating oscillatory sheet flows was 

constructed. The flume illustrated in Fig.l is 8.0m long for horizontal section 
and 2.5m high for vertical section. The total length of the water column when 
the flume is filled is 10.2m including the joint section. The natural frequency 
of the oscillation calculated by the total length is 4.53sec. The horizontal 
section was made of clear acrylic which allows direct visual observation, and 
has a 15cm x 15cm square cross-section. The bottom of the central section 
is depressed to form a bed material container which is 1.8m long and 5.0cm 
deep. The oscillatory flows were generated via a piston driven by an electric 
servo motor and a drive shaft. 

For the convenience of video frame tracing analysis, large and light plastic 
particles, 4.17mm in diameter and 1.24 in specific gravity, were used. Some 
parts of the particles were painted in various colors, and the water in the flume 
was also dyed in order to obtain clear pictures. Motion of the particles under 
oscillatory flows was taken with a high speed video camera at an exposure 
speed of 1/1000 sec, and also taken with a 35mm motor-driven camera as an 
auxiliary. 

During one experimental run, special attention is paid to maintain the 
upper surface of the particle assembly flat and uniform in the flow direction. 
Keeping it uniform over a long time was found to be difficult because a large 
amount of particles is moved under sheet flow condition. Consequently, an 
oscillatory flow was generated just for 2 periods for each run, the data from 
the second half to the fourth half period in which uniformity of the flow had 
been assured was used for the analysis. 
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Table 1 shows the experimental conditions. The Shields number, * in the 
table was tentatively calculated by assuming a friction factor f=0.01, since 
the movable bed friction under oscillatory flows is not sufficiently understood 

yet. 

Figure 1: Oscillatory Flume 

Table 1: Experimental Conditions 

T 
(sec) 

6 
(cm/s) 

¥ 

CASE-1 4.64 73.94 0.279 

CASE-2 4.64 96.85 0.478 

CASE-3 4.98 101.25 0.523 

CASE-4 5.28 83.04 0.352 

CASE-5 5.44 63.07 0.203 

CASE-6 4.35 76.35 0.297 

CASE-C1 4.64 92.60 0.437 

CASE-C2 4.64 85.04 0.369 

CASE-C3 5.01 54.43 0.151 

CASE-C4 4.28 63.72 0.207 
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3. Experimental results 
(a) particle motion 

Picture-1 shows the behavior of the particles every 0.5sec. The period 
of this run(Case-Cl) is 4.64sec, so that these six pictures cover over a little 
more than half a period. The indicator attached beneath the bottom shows 
the water surface level in the right vertical flume section. 

The indicator in Picture (a) shows that the water level in the right vertical 
section rises to the maximum. In this phase, the flow velocity becomes zero, 
and the pressure gradient is the maximum. The particles have already started 
to move due to the pressure gradient. In the phase (b), the thickness of the 
sheet flow grows larger and moving velocity also increases. The particles 
move in saltation mode in the flow region z > 0, and move in sheet flow 
mode in the region z < 0, where a datum level (z=0) is taken as an upper 
surface of the particle assembly under still water condition. Although the 
flow velocity increases toward phase (c) and takes the maximum between 
phases (c) and (d), the particle velocity starts to decrease in the sheet flow 
layer z < 0, meanwhile the particles maintain large velocity in the saltation 
layer z > 0. 

CASE-C1 
¥=0.43 

t> O 

Picture-1    Sheet Flow and Saltation Motion under an Oscillatory Flow 
(CASE-C1) 
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Picture-1    Sheet Flow and Saltation Motion under an Oscillatory Flow 
(CASE-C1) (Continued) 
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Figure 2: Temporal variations of thickness of sheet flow layer 5\ and saltation 
layer <52 

In the phase (e), particles in the sheet flow layer turn the direction to 
the right due to the pressure gradient although the mean stream velocity 
still moves from right to left. Some particles near z=0 are found to rotate 
because the flow direction may change there. In the phase (f), the thickness 
of the sheet flow layer starts to increase again. 

In brief, the particle motion shows remarkable phase precedence from 
mean stream flow due to pressure gradient in the sheet flow layer, but rela- 
tively small phase precedence in the saltation layer. 
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l=8.5{V-Vrr) 

0 0.1      0.2        0.3       0.4      0.5 f (f=0.01) 

Figure 3: Slt 52 vs Shields number * 

(b) Thicknesses of Sheet flow layer and Saltation layer 
A sheet flow layer thickness <5i is determined by an intrusion depth of 

moving particles below the datum level(z=0), and the saltation layer thick- 
ness &2 is defined by the maximum jumping height upward from z=0. Fig. 2 
shows the phase variation of Si and 62. 

Fig. 3 shows the measured maximum thicknesses during half an oscilla- 
tory period S\, and <52 in relation to the Shields number W for CASE- 1 ~ 6. 
The sheet flow layer thickness <$i increases almost linearly with the Shields 
number, and shows good agreement with the relation which the author pro- 
posed(1990). The relation that S\ is proportional to the applied shear stress 

has been confirmed by Hanes and Bowen(1985) and Wilson(1984), although 
their data were obtained in uni-directional flows. 

Meanwhile, the maximum saltation layer thickness S2 increases gradually 
with the Shields number. The rate of increase is, however, small compared to 
results of stationary saltation for uni-directional flows( for example; Tsuchiya 
1969). The reason why the difference arises is explained as follows: The 
momentum of a successively saltating particle increases with the number of 
times of saltation, however, the number is restricted under an oscillatory flow 
because the change of flow direction forces a saltating particle stop every half 
a period. Moreover, under sheet flow condition, the bed itself, on which a 
saltating particle collides and rebounds, moves as a sheet flow layer, so that 
a colliding particle does not receive enough momentum at the collision. 

The thickness of the sheet flow layer might be governed by the dynamic 
Coulomb yield criterion which states the proportion between a shear stress 
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and a normal stress acting on a plane. The normal stress which consists 
of static pressure of the particle lattice, dispersive pressure due to particle 
collision and pore-fluid turbulence stress, balances not instantaneously but 
time-averagingly with the immersed weight of grains above. Applying the 
criterion at the boundary between mobile and immobile layers yields the 
following relation. 

Tsl =  /     pg(s — \)c dz tan<£,. (1) 

in which, <f)r is the critical dynamic angle of internal friction. For the sim- 
plicity, the profile of sediment concentration c is herein assumed to be uni- 
form throughout a sheet flow layer. After some algebra of Eq.(l), the thick- 
ness of the sheet flow layer is given as a function of the Shields number 
$ = ul/{g{s - l)D) as follows. 

=  (2) 
D      ctan^r 

In an oscillatory sheet flow, the angle of internal friction may be varied 
between an initial yield angle and an dynamic yield angle reflecting the flow 
unsteadiness. Tentatively adopting <f>T = 26.5° constant over a period, and 
c = 0.40 provides, 

| - 5.0* (3) 

This coefficent 5.0 is found to be the same order as the value 8.5 obtained in 
the experiment in Fig. 3. 

(c) Sediment Transport Velocity 
The profiles of the horizontal particle velocity when the velocity becomes 

the maximum are shown into a non-dimensional form in Fig. 4. The fig- 
ure shows that the velocity profile is upward convex, and approximately 
expressed by 1.5 power of z/8\. 

To visualize the velocity profile, additional experiments are performed in 
which white and red painted granulars are placed separately before generating 
an oscillatory flow. Picture-2 shows the results. The boundary is found 
to be upward convex, which coincides with the property of velocity profile 
illustrated in Fig. 4. 

Fig. 5 shows the phase variations of the sediment transport velocity and 
mean stream velocity. 

(d) Particle concentration 
Instantaneous particle concentration was measured by counting the parti- 

cles adjacent to the side wall within vertically divided grids. Fig. 6 shows the 
profiles of particle concentrations at the phase when mean stream velocity 
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t*=0.50s 

t*=0.75s 

t*=1.00s 

Picture-2    Particle Movements in a Sheet Flow Layer 
(CASE-B5, T=4.60sec, U = 91.3cm/sec, * =0.425) 
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Figure 4: Profiles of Sediment Transport Velocity 

Figure 5: Phase Variations of Sediment Transport Velocity 

becomes the maximum. The profiles are approximately expressed by upward 
convex curves in the sheet flow layer and by exponentially decay curves in the 
saltation layer. The curves in Fig. 6 show calculated concentrations using 
Eqs.(9) and (10) described later. 
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Figure 6: Profiles of Sediment Concentration at phase 7r/2 

z (cm) 

c/c max 

Figure 7: Phase Variation of Sediment Concentration Profile 

The phase variations of the profiles are illustrated in Fig. 7. 
Fig. 8 shows that the phase variation of the concentration at the boundary 

between the sheet flow layer and saltation layer; z=0.5cm. The reason why 
z=0.5cm is adopted here as the boundary is that the dilatancy of the particle 
assembly raises the boundary by around one particle diameter. This large 
dilatancy results from relatively large spheres used in the experiments as the 
bed material. If ordinary sea bed sand is used, the dilatancy effect would 
not arise so noticeably. Estimated concentration according to Engelund- 
Freds0e(1976) formula is also drawn in the figure, which is originally proposed 
for an uni-directional flow. 

4. Sediment Transport Rate 
In this section, the relation between sediment transport rate Q and the 

Shields parameter $ is considered by synthesizing the above results. 
The non-dimensional sediment transport rate during a half cycle is cal- 

culated as follows. 
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Figure 8: Phase Variation of Sediment Concentration at z=0.5cm 

Q = 
v 

w0D      irwo 

fir    rfal 

JO    J-h -h(t)ID U 
(4) 

where, w0 is the fall velocity of a particle, z* is z/D, U is the amplitude of 
mean stream fluid velocity expressed as a function of ^ as follows. 

U = y/2(s - l)gD9/f (5) 

First, based on the results in Fig.  3, the thicknesses of the sheet flow layer 
5i(t) and saltation layer 52 are assumed to be given by, 

6!(t)/D = 8.5[tf(*) - *cr] = 8.5[% sin2 at - *cr] 

S2/D = 1.25 

(6) 

(7) 

According to the results in Fig. 4, the sediment transport velocity us is given 
by, 

^W-0.41(-4K + l)L5sinrt 

Concerning the particle concentration, the following profiles are assumed. 

c = cmax - {cmax - cB(t)} exp(atz*) 

c = cB(t)exp{-a2z*} 

(8) 

z* <0 (9) 

z* > 0 (10) 

in which, z* = z/D, a.\ =. D/8\(t), a2 = D/S2, and cmax is the maximum 
concentration (here, 0.65 is used). The time dependent concentration cB(t) 
at the datum level is given by Engelund - Freds0e formula. The calculation 
of Eq.(4) is carried out using the present experimental condition; s=1.24, 
D=4.17mm. The friction factor is given by constant 0.01. 
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Figure 9: Calculated Non-dimensional Sediment Transport Rate 

The calculated sediment transport rate Q shown in Fig. 9 is found to 
be proportional to the 3/2 power of the Shield number if \P is greater than 
around 0.8, and the power approaches to 2 with decrease of $. This result 
is explained as follows. The sheet flow layer thickness <52 (i) which occupies 
most of the integral range is found to be proportional to 9, and us/U does 
not show clear dependence on \P, so that us ~ U ~ \t1'2. Consequently, 
the sediment transport rate Q is approximately proportional to the Shields 
number \& raised to the 3/2 power. According to Engelund-Freds0e formula 
CB also varies with $, however, the dependence on \P is little if ^ is greater 
than around 0.8. 

5. Conclusions 
(1) The particle motion is characterized by two modes; saltation mode above 
the datum level and sheet flow mode below that. The phase precedence of 
the particle motion against mean stream motion is becoming noticeable with 
entering downward in the sheet flow layer. 

(2) The maximum thickness of the sheet flow layer is found to increase lin- 
early with the Shields number, which is assured by simple kinematic model. 
Meanwhile, the maximum thickness of the saltation layer increases gradually 
with the Shields number. 

(3) The profiles of the horizontal particle velocity at the phase of the max- 
imum mean flow velocity are expressed by upward convex curves expressed 
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by 1.5 power of z/6\. 

(4) The particle concentration is approximately described by a simple profile 
proposed here, where the concentration at datum level is given by Engelund- 
Freds0e formula. 

(5) Summarizing the above results, a semi-empirical relation between sedi- 
ment transport rate Q and the Shield number \f is proposed. The sediment 
transport rate is found to be proportional to ty raised to the 1.5 power for 
large tractive force $ > 0.8. 
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CHAPTER 147 

FINE-SCALE MEASUREMENT OF SEDIMENT SUSPENSION 
BY BREAKING WAVES AT SUPERTANK 

Stephen F. Barkaszi, Jr.1 and William R. Dally2; M. ASCE 

ABSTRACT 

During the SUPERTANK data collection project, a mobile, vertical 
array of five Optical Backscatterance Sensors was used to measure sand 
suspension in the outer surf zone. Test conditions included both 
regular and random waves, and two different wave energy levels. 
Examination of the data reveals significant cross-shore variation in 
both the structure of the time-dependent concentration, as well as mean 
suspended load. 

INTRODUCTION 

A primary element of sediment transport in the nearshore is the 
process of sand entrainment by breaking waves and the resulting 
suspended load that is available to be carried by currents. Field 
measurements of Hanes (1988) outside the surf zone and Beach (1989) 
inside the surf zone indicate that sand suspension often occurs on a 
wave-by-wave basis; i.e., important phase information may be lost when 
transport is calculated based upon the long-term mean concentration. 
Most field measurement efforts have been limited to documenting the 
mean suspended load and its distribution with depth; however, temporal 
and spatial detail of the initiation, movement, and settling of sand 
clouds has not been examined. 

The SUPERTANK Data Collection Project (Kraus, Smith, and Sollitt, 
1992) provided the opportunity to make high-resolution measurements of 
sediment suspension by breaking waves in a controlled laboratory 
setting at large scale. Hydrodynamic data, consisting of fluid 
velocity and free surface displacement, were also collected. The 
experiments were designed to study the behavior of sand suspension 
under breaking waves, measured at high spatial and temporal resolution, 
with the aim of developing and verifying quantitative models for sand 
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transport. The two data sets selected are an initial investigation of 
the substantial amount of concentration measurements obtained near the 
break point during the SUPERTANK project. 

EQUIPMENT 

Tests were conducted at the large wave channel operated at the O.H. 
Hinsdale Wave Research Laboratory, Oregon State University. A 76-m 
long beach of well sorted quartz sand was placed in the channel at the 
beginning of the SUPERTANK project. Figure 1 is a plot of the fall 
speed distribution for the sand used during the SUPERTANK project. 
Data obtained in the settling tube analysis also provided grain size 
distributions from the fall speed of the sand grains. 

Fall Speed Distribution 

Fall Speed (cm/s) 

Figure 1 Fall speed distribution of the sand used during the 
SUPERTANK project. 

The median grain diameter determined from the fall speed 
distribution was 0.25 mm. Result of these analyses are similar to 
those obtained by other SUPERTANK participants using mechanical sieve 
analysis. 

Suspended sediment concentration was determined using five Optical 
Backscatterance Sensors (OBS), whereas free-surface displacement was 
obtained with a capacitance wave gage. The vertical and cross-shore 
components of the fluid motion were measured with four electromagnetic 
current meters (EMCM). A 8mm-format video camera was used to visually 
record the waves as they passed by the instruments. From this, 
qualitative, macro-characteristics of each passing wave could be 
determined. 

The OBS were mounted to an aluminum sailboat mast, with the sensor 
beam axis oriented parallel to the wave crests. The array could be 
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adjusted vertically using a pulley and winch system, to accommodate 
changes in bed elevation. The wave gage was mounted to a second 
sailboat mast and could also be moved vertically, to compensate for 
changes in the water level under different test conditions. 

The EMCMs were mounted on an aluminum strut, with the instruments 
evenly spaced in the vertical, and oriented so that the vertical and 
cross shore components of the fluid velocity would be detected. 

The three arrays were mounted on the shoreward side of a self- 
propelled carriage, which spanned the walls of the wave channel. The 
cross-shore position of the sensors could be changed with relative ease 
by moving the carriage. 

PROCEDURE 

SUPERTANK was a collection of tests dedicated to cross-shore 
processes in a large wave channel. Each of the major tests were broken 
into runs which were short periods of continuous wave activity. The 
mobile OBS array was utilized in a total of 179 runs during the 
SUPERTANK project. The data presented in this paper are from four runs 
out of the test series labeled ST20, second out of a total of twenty 
tests. Two of the runs were with regular waves, and two were with 
random waves. In all runs, the breakers were of the plunging type. 

Data collection began approximately 45 sec before the start of a run 
so that still-water offsets for the OBS array could be determined. The 
video camera was manually started at the beginning of the run and did 
not require further adjustment. While a run was underway, the sensors 
could be monitored by viewing graphical displays. 

In the two regular wave runs, the carriage was moved across the 
region of incipient breaking, pausing at five locations which ranged 
from 6 m seaward of the break point to just shoreward of the plunge 
point. Data were collected for approximately five minutes at each 
position. The entire procedure was repeated for a second 40-minute run 
with different wave conditions. 

OBS must be calibrated for the sand at the project site due to 
variations in optical properties. Calibration was accomplished by 
immersing each sensor into a tank containing a sand/water mixture. The 
mixture was stirred continually to ensure a constant mean concentration 
in the region of the sensor. 

Fig. 2 presents the calibration curves for the five OBS. It can be 
seen that the OBS were linear, therefore the sensor output can be 
converted to engineering units by applying the appropriate gain and 
offset. 

The measurements records were found to contain occasional spikes 
which are attributed to electronic noise and not actual fluctuations 
in sediment concentration. All of the SUPERTANK OBS data were filtered 
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Figure 2 Calibration curves for OBS used during SUPERTANK. 

by a program which removes outlying points, replacing the value with 
one interpolated between the preceding and succeeding points. 

REGULAR WAVES: TIME SERIES 

The following time series plots pertain to the sensor closest to the 
bed under regular waves. In most cases the sensor at the bottom of the 
array detected the greatest concentrations and most clearly displayed 
the event-based structure that is of interest. 

Regular Wave Run #1 

Fig. 3 presents the OBS time series for a sensor approximately 8 cm 
from the bed, with a cross-shore position 6 m seaward of breaking. 
Offshore conditions for this run were a wave height of 0.6 m and period 
of 3 s. At this location the waves were just beginning to strongly 
shoal, and the OBS record showed only a small amount of suspension near 
the bed. 

Soconda 

Figure 3  OBS time series 7.8 cm from the bed 



1914 COASTAL ENGINEERING 1992 

Fig. 4 presents data from a position 4 m seaward from the break 
point, and is an example of concentration fluctuation that is directly 
correlated to the 3 sec oscillatory motion. The sensors indicate 
regular changes from a low background concentration to relatively high 
concentration within one wave period. 

fiiXJ^jtJd^^^ 
Seconds 

Figure 4  OBS time series 7.5 cm from the bed 

Moving to a position 2 m from the breakpoint, the background 
concentration increased from 1 g/1 to 2-3 g/1 as seen in Fig. 5. The 
events at this position are regular, but are not as sharply peaked as 
those found 4 m from the breakpoint. The complete time series for this 
run contains a noticeable long period oscillation, part of which can 
be seen in this 100-sec segment, and may be caused by seiching in the 
channel. 

2.0m Seaward of Breaking 
Ragular Waves;  H —O.Sm. T—3« 

4=3*     st= - 
.5 

AdboKWrt^ 
o                    lo                   20                   ao                   -to                   so                   so                   TO                   ao                   »o                 i 

Sseonda 

Figure 5  OBS time series 6.8 cm from the bed 

At the break point (Fig. 6), the background concentration increased 
to nearly 5 g/1, and some peak concentrations lie above 10 g/1. The 
oscillatory structure is absent and peak concentrations are no longer 
strongly linked to the wave period. 
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Figure 6  OBS time series 6.8 cm from the bed 

In Fig. 7, which corresponds to a location 2 m shoreward of the break 
point and just shoreward of the plunge point, the most noticeable 
feature in the OBS record is that the background concentration has 
dropped to about 2 g/1. However, the peak concentrations remain 
relatively high. This time series shows no indication of wave- 
correlated structure, with the peaks in sediment concentration not 
following a distinguishable pattern. 

°:U^*M^^^ 
Socor-ida 

Figure 7  OBS time series 6.8 cm from the bed 

These records indicate the temporal and spatial structure of the 
boundary between the relatively clear water outside the surf zone, and 
the cloud of sediment entrained and maintained by the intense 
turbulence levels induced by breaking. As the boundary advected back- 
and-forth in the oscillatory flow, it was visually observed to drift 
offshore several meters from its origin near the breaking point. A 
sharp gradient in suspended sediment concentration defined the boundary 
between the cloud and the surrounding water. 
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Figure 8  OBS time series 7.5 cm from the bed 

Regular Wave Run #2 

In this second run, the offshore wave height was increased to 0.8 
m, whereas the wave period remained at 3 sec. The position of the 
break point shifted approximately 4 m offshore from the previous run. 
Fig. 8, corresponding to a position 2 m seaward of this break point, 
shows that the magnitude of the sediment concentration in this time 
series oscillated regularly, much like in the previous run (Fig. 5); 
however, the background concentration was notably less with the larger 
wave conditions. 

As seen in Fig. 9, by moving only half a meter closer to the 
breakpoint the peak concentrations increased, indicating deeper 
penetration into the sediment cloud as the boundary advected past the 
sensor. Suspension peaks were regular but not all of the same 
magnitude. 

Figure 9   OBS time series 8.4 cm from the bed 

At the break point (Fig. 10), there was a notable increase in the 
amount of sediment in suspension. Peak concentrations ranged from 15 
to 20 g/1, and the background concentration was about 5 g/1, which are 
significantly greater than was observed at the break point in the first 
run. 
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Seconds 

Figure 10  OBS time series 8.4 cm from the bed 

Fig. 11 displays data that were collected 0.8 m inside the point of 
incipient breaking, which was still seaward of the plunge point. In 
this region, the highest peak concentrations of suspended sediment and 
greatest suspended load were found. No regular structure is apparent 
in the time series, and only in a few instances can 3-sec period events 
be observed. 

Seconds 

Figure 11  OBS time series 8.4 cm from the bed 

4.3 m shoreward of the break point (Fig. 12), the background 
concentration drops to approximately 3 g/1 and the peaks are reduced 
to the 5 to 10 g/1 range. Fluctuations in sediment concentration 
appear to be considerably more random after the plunge point. The 
shoreward boundary of the sediment cloud is not as well defined as the 
seaward boundary, indicating more efficient cross-shore mixing in the 
broken wave region as would be expected. 
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Figure 12  OBS time series 7.5 cm from the bed 

REGULAR WAVES: MEAN CONCENTRATION PROFILES 

Fig. 13 and Fig. 14 present mean concentration for all five OBS in 
the vertical array, for the two regular wave conditions discussed 
above. Mean concentration was calculated from the entire record that 
was collected at each station. Sensor elevations ranged from 7 to 
34 cm above the bed. 

Regular Wave Run 1 

Fig. 13 displays the mean concentration profiles at the five cross- 
shore positions identified in Fig. 3 through Fig. 7. The profiles are 
labeled 1 through 5, with Profile 1 being the most seaward and Profile 
5 being the most shoreward. 
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Figure 13 

The first curve is for the cross-shore position 6-m seaward of the 
break point, where there was little suspended material as indicated by 
the low mean concentrations and the absence of vertical structure. The 
second curve, which is 2-m closer to the break point, shows an 
exponential decrease in concentration with distance from the bed. 
Profile 3 is 2 m seaward of the break point, where the curve is similar 
in shape to the previous, but with an increase in the amount of 
suspended material. 
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Profile 4, which was taken at the position where the wave crest 
began to curl over the front face, the concentration nearly doubled 
from the previous location. Here the profile is no longer smooth, but 
has a noticeable kink. After breaking (Profile 5) there is a distinct 
inversion in the mean sediment concentration profile. 

Regular Wave Run 2 

Fig. 14 displays the mean concentration profiles at the five cross- 
shore positions identified in Figs. 8-12. The mean concentration 
profiles are numbered 1 through 5 as in Fig. 13. 
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Figure 14 

Seaward of the break point, the mean concentration profiles again 
show an exponential shape similar to those in Fig. 13. Profile 2 shows 
that the amount of suspended material was nearly twice of that in 
Profile 1, even though these locations were only 0.5 m apart. At the 
break point (Profile 3), the vertical structure loses its exponential 
character, as in Profile 4 of the previous run. 

The highest mean concentrations measured at any cross-shore position 
are found in Profile 4, which was located between incipient breaking 
and the plunge point. Here the profile has an irregular shape, but 
concentration still decreases with distance from the bed. Even though 
this profile was taken less than 1 m landward of the previous position, 
mean concentrations doubled. Profile 5, which is shoreward of the 
plunge point, the concentration profile was inverted, but not to the 
degree observed in the first regular wave case. 

RANDOM WAVES: TINE SERIES 

Most of the tests during the SUPERTANK project dealt with random 
waves. Unfortunately, there were no runs with random wave conditions 
during which the OBS array was shifted to different positions in the 
surf zone. However, for comparison of random and regular waves, two 
random wave runs were identified that had similar energy levels and 
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breaking conditions as the two regular wave runs. All four runs were 
conducted in immediate succession, so that the bottom profile underwent 
only slight change. 

Random Wave Run 1 

The design wave conditions were 0.6-m significant height and 3-sec 
peak period. For the entire 40 min run, the OBS array was positioned 
about 5.4 m seaward of breaking, 0.6 m shoreward of the first position 
for the regular wave case. 

3eoande 

Figure 15 OBS time series 7.6 cm from the bed 

Fig. 15 presents a 100-sec segment of the 40 min run. Concentrations 
measured at this position under random waves were comparable to those 
measured in the first regular wave case (Fig. 3). Background 
concentration was low and the suspension events were sparse during both 
runs. 

Random Wave Run 2 

The offshore conditions for the second random wave case were 0.8-m 
significant wave height and 3-sec peak period. The OBS array was 
positioned about 2.1 m seaward of breaking, nearly the same as the 
first position for the 0.8-m regular wave case. 

°jj*/Jyi^Jsi^Z^ 
Seconds 

Figure 16 OBS time series 7.5 cm from the bed 
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In Fig. 16 it can be seen that with random waves the sediment 
suspension events are intermittently spaced and the peak concentrations 
are less uniform than those in the regular wave run (Fig. 8). There 
are also sections where little suspension occurs; however, no new 
structure (i.e. structure that was not encountered at some location in 
the regular wave run) is evident. Visual observations confirmed that 
smaller waves produced a sediment cloud of smaller dimensions and lower 
concentration. 

RANDOM WAVES: MEAN CONCENTRATION PROFILES 

Average concentrations for each of the sensors in the OBS array were 
calculated and the mean concentration profiles were generated for the 
random wave cases. Since data were available at only one cross-shore 
position for the two random wave tests, the random wave profiles are 
plotted together with a concentration profile from a comparable 
position during the regular wave runs. 

Random Waves:  I—I — o.em. T—3s RBgularWavBs;  M —O.Sm,  T-3e 

Concentration  (S/l) 

Figure 17 Mean Concentration Profiles 

Fig. 17 shows the mean concentration profiles for the two types of 
waves at positions nominally 6 m seaward of breaking. The position of 
the array in the regular wave case was 0.6 m seaward of the random wave 
case. The shape of the curves and magnitude of the concentration are 
nearly identical. 

Fig. 18 shows sediment concentration profiles under comparable 
regular and random wave conditions, but from a location nominally 2 m 
seaward of breaking. They display very similar exponential decay in 
concentration with distance from the bed. The mean suspended load for 
the random wave case is slightly lower than in the regular wave case. 
The consistent amount of energy available on a wave-by-wave basis for 
regular wave conditions may generate this higher background 
concentration. 
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Figure 18 Mean concentration profiles 

CONCLUSIONS 

The temporal behavior of suspended sand concentration, as well as 
the mean suspended load, changes dramatically as one moves through the 
outer edge of the surf zone. Suspension just outside the breaking 
region is characterized by a relatively well-defined boundary between 
clear water and sediment in suspension. The position of this boundary 
oscillates with the motion of the waves and drifts offshore with the 
mean cross-shore current, resulting in a concentration that varies 
regularly with the wave period. Mean concentration profiles in this 
region display the classical exponential shape. 

The highest concentrations of suspended sediment are found in the 
region of initial breaking, where the sand cloud originates. Here much 
of the oscillatory structure in the time series is lost, with peaks in 
concentration occurring randomly, even for regular waves. Mean 
concentration adopts a profile that decays roughly linearly with 
distance from the bed. Just shoreward of the region of initial 
breaking the profile of mean concentration inverts. 

For random waves, suspension is more irregular and intermittent, as 
should be expected. However, the mean concentration profiles are 
similar in both magnitude and shape as for regular waves. 
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CHAPTER 148 

STATISTICALLY SIGNIFICANT BEACH PROFILE CHANGE WITH 
AND WITHOUT THE PRESENCE OF SEAWALLS. 

David R. Basco1, Douglas A. Bellomo2, and Cheryl Pollock3 

Abstract 

The interaction of beaches and seawalls is a highly controversial subject 
today. Many of the arguments both "for" and "against" the construction of seawalls 
have been speculative. Few are based on actual field or laboratory measurements. 
This paper is part of a continuing study at one location, which intends to shed 
some light on this controversy using statistical analysis of real field data. 

1.     Introduction 

Sandbridge, Virginia (USA) is the site for an ongoing investigation of seawall 
and beach interaction. The study area lies on the east coast of the United States. 
Sandbridge is located south of the Chesapeake Bay and north of the Virginia-North 
Carolina border, as depicted in Figure 1. The beach is used by local property 
owners, residents, and tourists as a recreational area. 

The long term shoreline recession rate (Everts et al., 1983) has been shown 
to vary at Sandbridge from 1.1 m/yr at the north end, to 2.9 m/yr at the south end. 
For this reason, many beach front private property owners have acted to protect 
their investments by constructing timber, steel or concrete seawalls (bulkheads). 
The protection of septic tanks, concrete slabs, and other property at ground level 
are a few reasons for their construction. The majority of homes in the area are on 
piles above the one percent chance storm surge event. 

A few wall sections were constructed as early as 1978; however, most were 
erected in the mid to late 1980's. Fifteen sections of wall presently exist totaling 
4816 m, roughly 60 percent of the 7.7 km study length (See Figure 1, insert). In 
general these sections lie about 46 m seaward of our baseline, Sandfiddler Road. 
Some sections, particularly those south of profile 162, are located within the daily 
tidal range. During storm events, the beach berm, seaward of the walls, is 
submerged at all locations. This allows waves to break at or near the walls. 

1 Professor, Coastal Engineering Program, Old Dominion University, Norfolk, VA 
(USA), 23529-0241,2Graduate Student, Coastal Engineering, and 
3Coastal Engineer, Coastal Engineering Research Center, WES, Vicksburg, MS (USA) 
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Figure 1 Location Map 
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The effects seawalls have on beaches, and their overall performance as a 
shoreline protection strategy, is the subject of much controversy today. The lournal 
of Coastal Research's 1988 Special Issue Number 4 entitled, "The Effects of 
Seawalls on the Beach", was specifically devoted to this topic (Kraus and Pilkey, 
1988 Editors). Of the eight articles in this issue, none contained a rigorous statis- 
tical analysis of beach profile "change". 

Profile data has been collected at Sandbridge since 1980, and continues to 
be collected today. Using this data, long term trends can be observed. These 
trends can then be used to determine statistical differences in walled and non- 
walled profiles. This statistically based information will help determine if the 
seawalls are responsible for altering the existing "natural " variations in beach 
profile data. 

2. Field Efforts and Data Base 

In August of 1990 Old Dominion University (ODU) began collecting monthly 
profile data at 28 locations along Sandbridge Beach. The project, sponsored by the 
Corps of Engineers' Coastal Engineering Research Center (CERC), has been 
extended through 1995. Of the 28 profile locations, 12 contain walls, 10 are 
across dunes, and 6 are located near wall ends, as shown in Figure 1. Profiles are 
taken out to low tide wading depths (-0.6 m), extending seaward about 122 m 
from the baseline. 

The City of Virginia Beach began survey work in 1980 with profiles at 
roughly 305 m intervals. Most profiles extend only out to wading depths, however, 
some nearshore profiles (ie. to depths of -8 meters) have been taken. The time 
between City surveys varies over the past 12 years. 

Other agencies, for instance the Corps of Engineers and the Virginia Institute 
of Marine Science, have also sponsored survey work at Sandbridge. 

Compiling all the data from all the sources, 78 profile locations have been 
established. Today over 1600 separate profile lines have been taken at these 78 
locations. At some locations 80 separate surveys have been taken, and by 1995 
many will have over 100 surveys, spanning a 15 year period. Each profile has been 
archived to a common vertical and horizontal datum in CERC's Interactive Survey 
Reduction Program (ISRP). Using this data, statistical statements can now be made 
regarding the "differences" in beach profile response at walled and non-walled 
locations. 

3. Quantification of Profile Change, Five Parameters 

To quantify profile "change" we have adopted five parameters as depicted 
in Figure 2. 

3.1 Profile Section Volumes 

There are three section volume parameters, namely, landward volume (VL), 
seaward volume (Vs), and total volume (VT), each carrying units of m^3/m. The 
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Figure 2 Definition Sketch 

area between the profile and the MLW line is calculated using the trapezoidal rule. 
To obtain a volume, this area is then multiplied by a unit length parallel to the 
beach. The different volumes (landward, seaward, and total) are calculated using 
different right and left hand boundaries. Landward volume is bounded on the left 
by the survey baseline. For a walled profile, the right hand boundary for landward 
volume is the wall itself. However, for a dune/beach profile, an imaginary partition 
is used as the landward right hand boundary. This imaginary partition is located 
at the same distance from the baseline as the nearby seawalls. Seaward volume is 
bounded on the left by the imaginary partition or seawall, and on the right by the 
intersection of the profile and the MLW line. The total volume is simply the sum 
of the landward and seaward volumes. Figure 2 graphically depicts these 
definitions. 

3.2 Berm Elevation 

The berm elevation (EB) is measured in meters above the vertical datum. It 
is simply defined as the elevation of the profile at the seawall or imaginary 
partition, as shown in Figure 2. 

3.3 Shoreline Position 

The shoreline position (P) is also shown in Figure 2. It is defined as the 
distance from the baseline, to where the profile intersects the MHW line. The 
MHW vertical datum has been chosen here to be consistent with map and aerial 
photograph data. 

In Figure 3, the heavy solid line represents the shoreline position at Old 
Dominion University's 28 profile locations in August 1990. The heavy dotted line 
represents the shoreline position two years later in August 1992. The shoreline 
change, over that two year period, is indicated by the light solid line. Profile 
locations are depicted as short vertical lines at the bottom of Figure 3, and the 
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horizontal lines represent the walled sections. Notice how close the shoreline is to 
the baseline (P=0) for profile numbers greater than 162. It is easily seen, that the 
long term receding shoreline poses an immediate threat to home and property 
owners. 

4.     Methods of Data Analysis 

4.1    Jack Knife (JK) Technique 

The Jack Knife (JK) technique (Dolan et al., 1991) has been used to 
determine a linear relationship between a given profile parameter and time. The 
first step in this method is to linearly regress all of the data points for one 
parameter versus time. This produces one slope and one intercept. Then by linear 
regression of all the points except the first, another slope and intercept can be 
calculated. Regressing all points except the second gives a third slope and 
intercept, ect. Given X surveys at one location, a "family" of X + 1 slopes and 
intercepts can be generated using this method. From this "family" of slopes, the 
average slope, as well as the standard deviation associated with that average slope, 
can be computed. Two methods of data analysis have been employed using the 
Jack Knife technique. 
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Figure 4b Profile 25 

4.2    Compare Nearby Locations (CNL) Method 

In this method, four profile pairs were selected at various locations along the 
beach. Each pair consists of a dune/beach profile and a seawall profile. Seawall 
profiles 25, 74, 194 and 205 were paired with dune/beach profiles 0, 60, 161, 
and 220, respectively. The variation in the long term shoreline recession rate along 
the study length, coupled with the availability of data dating far enough back in 
time, played a role in the selection of these pairs. 

Figures 4a and 4b are envelope plots for profiles 0 and 25, respectively. Each 
profile line represents the beach cross section at a particular time. From each of 
these lines the five parameters VL, V„ VT, EB, and P can be calculated. Each 
parameter can then be plotted versus time. Figure 5 shows each of the three 
section volumes versus time for the dune/beach profile 0. Figure 6 is the same type 
of plot for the walled section, profile 25, 760 m south of profile 0. 

In Figures 5 and 6, the data has been divided into three groups: those points 
prior to October 1988 (dotted), those after October 1988 (dashed), and all the 
points inclusive (solid). The data has been divided at October 1988 simply because 
this is when the nearby wall at profile 25 was constructed. The JK technique was 
then employed on all three data groups for each profile. Statistics for the other two 
parameters, EB and P, were calculated in a similar fashion. In Figures 7 and 8, the 
x's represent parameter values for profile 25, and the o's represent parameter 
values for profile 0. The light lines are the JK lines through profile 25 data, and the 
darker lines are those through profile 0 data. These types of calculations were 
made for all four profile pairs selected (0/25, 60/74, 161/194, 205/220). 

At this point, the null hypothesis test was used to determine if any statistical 
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Figure 8 Shoreline Positions Profile 0 and 25 

differences existed between the dune/beach and seawall line slopes generated by 
the JK technique. This was done for all 3 groups (prior to wall construction, after 
wall construction, and all data inclusive) and all four pairs. A five percent signifi- 
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cance level or 95 percent confidence was used for the null hypothesis. Since large 
degrees of freedom existed (ie. more than 29 slopes generated), a standard normal 
curve was used (Scheaffer and McClave,1990). The results found using this 
technique are discussed in Section 5 and summarized in Table I. 

4.3 Weighted Average (WA) Method 

The second of the two data analysis techniques used is the Weighted 
Average (WA) method. Carefully distinguishing between walled and non-walled 
sections, each of the five parameters were integrated along the beach. The 
integrated values were then divided by a representative length, resulting in a 
weighted average parameter value. For example, VL was calculated at various 
walled locations aiong the beach. These values were then used to integrate VL 

along each of the fifteen walled sections. At this point an estimate of the total 
volume of sand in cubic meters, behind the walls was known. The weighted 
average VL for the seawall sections was then calculated by dividing this total cubic 
volume by the entire wall length. Similar computations were made to calculate the 
total volume of sand behind an imaginary partition for the dunes. 

To carry out this technique, data was collected monthly at 28 specific profile 
locations for a two year period. As mentioned earlier, Figure 3 shows the location 
of the 28 profiles (vertical lines), and walled sections (horizontal lines). Of the 
entire study length, roughly 4600 meters (60 percent) is walled and 3100 meters 
(40 percent) is duned. Note that not all walled sections nor duned sections have 
profiles running through them. These sections, however, make up only 14 percent 
of the study length. For this small percentage, parameter estimates were obtained 
using nearby profile data. 

Calculating the seawall and dune/beach weighted average volumes for each 
of the monthly surveys, and plotting them versus time, results in Figure 9. Again 
we have VL, Vs and VT versus time as in the CNL method. The time span, however, 
is only 2 years in this case. In Figure 9, an "x" represents the weighted average 
parameter value for the seawall sections, and an "o" represents the weighted 
average parameter value for the dune/beach sections. The dashed and solid lines 
represent the Jack Knife line through the seawall and dune/beach data, 
respectively. Figure 10 shows the weighted average berm elevation (EB) versus time, 
and Figure 11 the weighted average shoreline position (P) versus time. 

Again the null hypothesis test was used to determine if any statistical 
differences could be found in the slopes generated by the JK technique. The 
results are discussed in section 5, and are summarized in Table II. 

4.4 Littoral Drift Effects 

One of the major concerns with this type of analysis is the independence 
between the two populations (seawall and dune/beach slope "families"). Two truly 
independent populations must exist; otherwise, it is impossible to make any valid 
statistical statements using the null hypothesis technique, if the sediment transport 
was strictly in the onshore-offshore direction,  there would be no problem in 
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making the independence assumption.  However,  this is  not the case since 
longshore transport does exist. 

In Figure 12 we depict to scale the seawall and profile locations at the 
southern end of the study area. Also shown are the directions for the northeast 
storm waves and the southwest swell waves. These produce a longshore sediment 
transport in the southerly (solid arrow) and northerly (dotted arrow) directions, 
respectively. Sand is moved from walled areas to dune/beach areas and vice-versa 
during the time periods corresponding to the reversals in wave direction. This is 
also shown schematically in Figure 12. 

For the long-term trends analysis discussed herein, both the CNL and WA 
methods have tacitly assumed that the lateral transport processes balance each 
other out over long periods of time. In other words, sand moves locally from in 
front of walls to adjacent dune/beach areas, and in the reverse direction in 
approximately balanced quantities, over the long term. This assumption will be 
investigated as part of the overall project in the future, when the focus will be on 
end-of-wall effects on adjacent beaches, and storm induced changes over short 
time intervals. 

5.   Results 

5.1 Compare Nearby Locations (CNL) Method 

The five parameters VL, Vs, VT, EB, and P were tested on all four profile pairs. 
Each profile pair consisted of six JK lines, three for the dune/beach, and three for 
the seawall. Recall that these three lines were generated by dividing the data at the 
date when the local wall in the particular area was constructed. One line used 
data points before wall construction, the second used points after wall 
construction, and the third JK line used all the data points. 

The results using the null hypothesis test on the slopes generated from the 
JK technique are found in Table I. The first column in the table states the 
hypothesis being tested. Columns two, three, four, and five represent profile pairs 
0/25, 60/74, 161/194, 205/220, respectively. An "x" in a column means that the 
pair agreed with the hypothesis (i.e., both seawall and dune/beach regression 
slopes came from the same population). If no "x" exists, the hypothesis was found 
to be false. Column six is the number of profile pairs out of four in agreement with 
the hypothesis. 

The trends are clearest for Group 1 (i.e., all the data is regressed). Seawalls 
retain sand behind them, therefore, the higher volume loss rate for the dune/beach 
sections behind the imaginary partition is to be expected. This also contributes to 
the higher loss rate for the total volume, VT of a dune/beach section. The volume 
loss rate seaward of the partition was shown to be higher for the seawall in three 
of the four profile pairs. Berm elevation and shoreline position comparisons were 
inconclusive, since two pairs exhibited one trend and two, another. 

The results for Groups 1 and 2 (i.e., before and after wall construction) are 
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1 Profile Pair 

Hypothesis 
0 1 60 
25 | 74 

161 
194 

205 
220 

Number in 
agreement 

Group 1: All Data 
Vt low rate is higher for dune/beach. 
V) loss rate is higher for dune/beach. 
Vs loss rate is higher for seawalL 
Eb loss rate is higher for seawall. 
P loss rate is higher for seawall. 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

4 
4 
3 
2 
2 

Group 2: Data Before Wall Construction 
Vt loss rate is higher for seawalL 
VI loss rate is higher for seawalL 
Vs loss rate is higher for seawalL 
Eb loss rate is higher for seawalL 
P loss rate is higher for seawalL 

X 

X 

X 

X 

X 

X 

X 

2 
2 
1 
1 
1 

Group 3: Data After Wall Construction 
Vt loss rate is higher for dune/beach. 
VI loss rate is higher for dune/beach. 
Vs loss rate is higher for seawalL 
Eb loss rate is higher for seawalL 
P loss rate is higher for seawalL 

X 

X 

X 

X 

X 

X 

X 

X 

X 

3 
3 
1 
1 
1 

Table I Results CNL method 

Profile 
Change 

Parameter 

Dune/Beacb Seawall 

Result 
Average 

Slope Stdev 
Average 

Slope Stdev 
Vt -8.20 0.650 -Z58 0.604 Dune weighted average Vt loss rate is higher. 
VI -5.34 0.359 +0.58 0.203 Dune weighted average VI loss rate is higher. 
Vs -2.86 0.406 -3.24 0.449 Seawall weighted average Vs loss rate is higher. 
Eb -0.17 0.014 -0.22 0.024 Seawall weighted average Eb loss rate is higher. 
P -140 0.174 -L30 0.266 Weighted average P loss rates are same. 

Table II Results WA method 

less conclusive. We are investigating other profile pairs to expand the number used 
in the CNL method. 

5.2 Weighted Average (WA) Method 

All five parameters were tested over the 2 year period from August 1990 to 
August 1992. Two JK lines were calculated for each of the 5 parameters. One line 
was calculated using the dune/beach WA method values and the other used 
seawall WA method values. The results using the null hypothesis test on the slopes 
generated from the JK technique are found in Table II. Column one shows the 
profile change parameter being tested. Column two shows the average slope 
calculated using dune/beach WA method values, and the JK technique. Column 
three represents the standard deviation associated with the average slope in 
column two. Columns four and five are similar to two and three, only they were 
calculated using seawall WA method values. Column six states the result of the null 
hypothesis test. 

The integrated, weighted average results for total and landward volume loss 
rates, again show that seawalls hold more sand in the profile. These are the same 
results a for the CNL method. Also, the volume loss rate seaward of the partition 
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(or wall) was higher for the seawalls. The averaged seaward volume loss rate was 
-2.86 m^S/rn (per year) for all the dune areas compared to -3.24 m^/m (per 
year) for all the seawalled sections. The standard deviations of all the slopes 
determined by the JK technique were similar (0.406 versus 0.499) for this estimate. 
The WA method also shows that the berm elevation loss rate is higher for the 
seawalls than for the dune/beach sections. 

Despite these results for weighted average seaward volumes and berm 
elevation at the partition (seawall), statistical evidence does not permit a similar 
conclusion to be drawn regarding the shoreline position change rate over the two 
year study period. 

6. Conclusions 

The seawalls were installed at Sandbridge as an effort to protect the land and 
other property behind them from the encroaching sea. This study has shown, that 
at seawalled sections, the landward loss of sediment was much lower, and the 
seaward loss was slightly higher. Because of the volume held behind the walls, 
total loss of sediment was lower. It was also shown that the berm lowering rate, 
is slightly larger at seawalled sections in comparison to dune/beach sections. 
However, no strong statistical evidence was found to support the claim that 
seawalls have caused higher shoreline recession rates at Sandbridge. These results 
include the assumption that the lateral transport rates are in balance over long time 
periods. 

These results are based upon 12 years of data for the CNL method and 2 
years for the WA method. They are reflective of one 7.7 km stretch of East Coast 
shoreline in the United States. At the end of the study in 1995, we should have 
significantly more data for the WA method to make stronger conclusions. These 
results are applicable to the Sandbridge site with the complicated number of short 
seawall segments. The extrapolation of these results to other locations should be 
used with caution. Future efforts to sort out the end-of-wall and short term storm 
effects will aid in determining the validity of the "lateral transport balance" 
assumption. This will also help to determine if these results can be generalized and 
applied to other locations. 
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CHAPTER 149 

PREDICTION OF TURBIDITY 
CURRENTS WITH BOUSSINESQ 

VISCOSITY AND SECOND-MOMENT 
CLOSURE MODELS. 

Bard Br0rs1 and Karl J. Eidsvik1 

ABSTRACT 

Sediment auto-suspension criteria (specifying the limit between eroding, self- 
accelerating flow and depositing, decelerating flow depending on the slope angle 
and particle settling velocity) differ by two orders of magnitude for different 
models in use. Experiments suggest that the results from ordinary density cur- 
rents are applicable to turbidity currents. In the present study, models based 
upon well-known turbulence closures are applied in order to obtain a realistic 
description of turbidity currents: 

A two-equation (k-s) model predicts phase plane behaviour in accordance 
with results from theoretical work reported in the literature, and with limits 
for auto-suspension within the range of conventional estimates. However, by its 
design, this model and simpler gradient diffusion models are unable to produce 
turbulent diffusion of sediments up through the level of the velocity maximum. 

A model with second-moment Reynolds stress turbulence closure is applied. 
This model proves to overcome the problem of vanishing turbulent diffusivity in 
the velocity maximum and give plausible results for vertical distribution of flow 
parameters in turbidity currents. 

INTRODUCTION 

Turbidity currents belong to the class of flows called gravity currents. A turbidity 
current is forced by the down-slope component of the gravitational acceleration 
acting on the soaring sediment grains, which in turn are kept in suspension by the 
turbulence generated by the current itself. Turbidity currents on the sea-bottom 
are known to have travelled hundreds of kilometers at speeds of more than 25 
m/s and to have left turbidites (sediment deposits) of over 100 km3. The present 
study considers the portion of the flow well behind the advancing front, where 
horizontal gradients of flow variables may be ignored.  Figure 1 shows a sketch 

1 Norwegian Hydrotechnical Laboratory, N-7034 Trondheim, Norway. 
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of the situation with suggested mean velocity and mean concentration profiles. 
As long as the slope is sufficiently steep and sediments are available, the flow 
increases its height, velocity and amount of sediments in suspension.   For this 

Figure 1: Turbidity current sketch. 

shallow near-to-uniform flow, the thin shear layer approximation can be made, 
the equations for the mean velocity U and mean sediment concentration C may 
be written 

-jf = ^ + (ps-Pf)Cgsm/3, (1) 

— =-^-(cuJ-u;Tcos/?C). (2) 

Here, ps and pf are the solid and fluid densites and U>T is the particle settling 
velocity (positive downwards) and g is the gravitational acceleration. 

Sediment auto-suspension criteria differ by two orders of magnitude for dif- 
ferent models in use (Seymour, 1986). It is a limited supply of data for model 
verification, but experiments suggest that results from ordinary density currents 
are applicable to turbidity currents (Simpson, 1982). In the present study, sev- 
eral models based upon well-known turbulence closures are applied in order to 
obtain a realistic description of turbidity currents. 

MODELS 

The equations for U and C given above contain two additional unknowns, the 
turbulent shear stress r and the turbulent sediment flux cw. The shear stress 
may be expressed as r = — puw + 2 (ps — P/)(WT cos f3)2C + pswx cos /3CU, 
and turbulence closures are needed for the normal-the-slope fluxes of turbulent 
momentum «5J and sediment concentration CM;. 
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Boussinesq viscosity model 

In Boussinesq viscosity models, the turbulent fluxes are expressed in terms of the 
mean flow gradients and some specified diffusivity. The results to be reported 
here are obtained with the use of the well known (k-e) model. Dynamic equa- 
tions are solved for the turbulent kinetic energy k and the rate of dissipation e 
of turbulent kinetic energy: 

dk      d .vidk.      „     _ ,„. 

m=irz^
+p+G-£' (3) 

The fluxes are expressed in terms of fc, e and the mean flow gradients as 

  dU _     vTdC 
-uw = uT-z-,     -cu> = £-. (5) 

oz oc az 

The diffusivity v? (often termed the eddy viscosity) is expressed as i*p = CMfc2/e. 
The coefficients of the model are (C^, Cci, Ce2, C£3, crc, ak, cre) = (0.09, 1.44, 
1.92, 0, 1.0, 1.0, 1.22). Further details of this model is given in (Eidsvik and 
Br0rs, 1989) and (Br0rs, 1991). 

Reynolds stress model 

In Reynolds stress models, dynamic equations are solved for uw and cw, and there 
is no need for an eddy viscosity. However, several additional unknowns emerge 
in the Reynolds averaging process. It is the Reynolds normal stresses w2, v2, w2, 
the concentration flux cu and the variance of the concentration fluctuations, c2. 
With the e equation, this adds up to an eight equation model: 

f - ^g)-^-!»-<*,=•> 
- (2 - \c2 + \c2C'2})uw^ + (2 - \c3 + \c3C'3f)cug' sin p 

o o Oz o o 

- (fCs - \c3Cy)cwg' cos /? - |e, (6) 

9 9 fill       9 2 
- qC2 + '-C2C'2f)uw^ + qC3 + -C3C'3f)aig'smp 

-{\c3~\c3C'3})cwg'cos jl-\s, (7) 
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—-   =   _.(Cst02_ —-)- -(Ci w2 - -k) + 2CJw2) 
at dz e dz       k 3 

- (f Ca - |<72(7J/)uu;|j + {\c3 - ^C3C'3f)cug'sin {3 

- (2-^C3 + ^C3C^)cwg'cos/3-^e, (8) 

dww d      —kduw.      e. 3   ,     
~df   =   J-z{CsW e^ ~ k{Cl + 2°J)UW 

- (1 - C2 + ±C2C2f)w^ + (1 - C3 + -C3C'J)cwg'smp 

~ (I-C3 + ho3C'J)cug'cos p, (9) 

The closed equations for the scalar fluxes and half the variance of the scalar 
fluctuations are: 

dm d       -—kdcu.     _dC     e           ,       „  . dU 
~sr   =   -^-\ycsw

2——) - uw— TGCICM - (1 - Cc2)cw— 
at dz e dz dz     k dz 

+ (l-Cc3)?<?'sm/3, (10) 

dew 9 ,     —xkdew.     -^dC     e ,    .  
ST = Tz{c~w l^-•2^ - k{C« + c*f)cw 

-{1-C& + CcsCyyg1 cos /?, (11) 

-|— = — (O2—|—)-cw—-ec. (12 
dt       dz e dz dz 

The model equation for turbulence energy dissipation is 

^ - A(C.^|£) + i(C£lP - C;2e + C7£3max(0,G)). (13) 

The dissipation of scalar variance is approximated from an assumed constant 
ratio R between the scalar and dynamic turbulent time scales: 

In the equations, P and G denote the generation rate of turbulent kinetic energy 
by the mean velocity gradient and by gravitational effects: 

P = -^, (15) 
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G = cug'smfi — cwg'cos ft. (16) 

The function / is a damping function for the wall echo effect on the pressure strain 
correlations. It is normalized to a value of one near the wall and is expressed by 
the turbulent length scale I: 

/ocA, /s^. (17) 
Z £ 

The present model is equivalent to the one presented by Gibson and Launder 
(1977) and the same set of coefficients is used. Further details are given in 
Br0rs (1991) and Br0rs and Eidsvik (1992). The model takes into account the 
proximty or "echo" effect of the bottom on the turbulent stresses. All coefficients 
with primes in equations (6) to (13) indicate terms with this purpose. 

RESULTS 

The two-equation (k-e) model predicts phase plane behaviour in accordance with 
results from theoretical work reported in the literature, and with limits for auto- 
suspension within the range of conventional estimates (Eidsvik and Br0rs, 1989). 
However, by its design, this model and simpler gradient diffusion models are un- 
able to produce turbulent diffusion of sediments through the level of the velocity 
maximum. This feature is considered to be important for the development of 
turbidity currents, and should be reproduced by a proper model. Modifications 
of the (k-e) model with algebraic stress models and algebraic length-scale expres- 
sions are made but do not solve this problem. Use of second-moment Reynolds 
stress turbulence closure (Br0rs, 1991, Br0rs and Eidsvik, 1992) proves to over- 
come the problem of vanishing turbulent diffusivity in the velocity maximum, and 
plausible results for vertical distribution of flow parameters in turbidity currents 
are obtained. Predictions with the full, eight-equation Reynolds stress model 
mentioned here compare favourably with available data for this type of flow. 

Figure 2 (a) and (b) shows predicted normal-to-the-slope profiles for a tur- 
bidity current on a /? = 0.05 radians slope. The flow has been allowed to develop 
for t — 320 seconds, from a 0.3 m high stationary cloud. The sediment grain di- 
ameter is 50 fim and the settling velocity is 0.15 cm/s. The initial concentration 
is C = 0.3. At the time shown, the flow has reached a height of about 7 m. The 
(k-e) and Reynolds stress models are seen to produce nominally nearly identical 
velocites, although the former predicts a very pointed velocity maximum. The 
Reynolds stress model predicts a fuller C profile. 

The turbulent kinetic energy k and eddy viscosity v-t are shown in Figure 2 
(c) and (d). For the Reynolds stress model, an eddy viscosity is back-calculated 
from the prediction using the expression vj = Cliw

2k/e, with C^ being a constant 
equal to 0.263 and w2 the variance of the velocity fluctuations normal to the slope. 
The dashed line shows the vj profile for the (k-e) model. The eddy viscosity is 
seen to be zero at the level (z ~ 0.2 m) of the mean velocity maximum. Here, 
the turbulence energy production P = ur(dU/dz)2 in (3) is zero. The velocity 
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minimum inhibits the transport of sediments to the outer part of the flow, and a 
strong density gradient is created at this level. The steep density gradient causes 
a large negative value for the bouyancy production term G = g'{v?/'ac)(dC'/'dz). 
This reduces k further, it eventually approaches zero, and so does Vi- 

la, zero-equation models it is usual to omit the problem by using a so-called 
"linear bridge", that is by exchanging the portion around the minimum of the v? 
profile with a straight line connecting the maxima on either side. An approach 
like this has been applied on the present (k-e) model, both to v-r and to k. The 
dashed-dotted lines in Figure 2 show predicted profiles when the dip in the k 
profile is replaced with a value 0.15 times the near-bottom k maximum value. 
Although the k bridge is seen to give U and C profile shapes similar to those 
produced by the full Reynolds stress model, it causes a large (about 50% for 
the velocity) nominal increase in the values. This could possibly be corrected by 
changing the model coefficients, although this has not been attempted. 

Figure 3 shows a prediction of one of the laboratory saline gravity currents 
of Ellison and Turner (1959). The profiles are normalized, and 21/2 is the level 
in the outer layer where the velocity is reduced to one half the profile maximum 
Um. The Reynolds stress model is seen to be superior to the (k-e) model in 
representing this experiment. 
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Figure 2: Predicted profiles for self-accelerating turbidity current. Full line; 
Reynolds stress model, dashed line; (k-e) model, dashed-dotted line; (k-s) model 
with bridge across the k profile dip. 
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z/zi/2 z/zi/2 

Figure 3: Predicted mean flow profiles for saline gravity current. Symbols rep- 
resent laboratory experiments by Ellison and Turner (1959). Line types as in 
Figure 2. The slope is /3 = 0.24 radians. 
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CHAPTER 150 

CROSS-SHORE TRANSPORT MODELLING 
IN TERMS OF SEDIMENT CONCENTRATIONS AND VELOCITIES 

Zhiwen Chen1 

ABSTRACT 

The fluctuations of sediment concentration and velocity during a wave period may 
play an important role in cross-shore sediment transport. In this study, the 
contribution of the fluctuations was estimated by measuring time-varying sediment 
concentration and velocity under laboratory conditions. The results showed that 
the contribution can only be neglected if the mean flow is relatively strong 
compared to the wave orbital motion. 

1. INTRODUCTION 

The phenomenon of cross-shore transport has been widely investigated for a long 
time. The solution of many real life problems relies on a proper description of 
the cross-shore transport mechanism [e.g., beach and dune erosion during storm 
surges; beach profile response to global sea level rise]. Many beach evolution 
models start by calculating the cross-shore transport distribution along a beach 
profile. 

The cross-shore transport rate through a vertical plane with unit width can be 

1   Assistant researcher, Dept. of Civil Engineering, Delft University of Technology, 
Stevinweg 1, 2600 GA, Delft, The Netherlands. 
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expressed in principle by: 

h+r\ 

q -  j u(z,t)*c(z,f)dz C1) 

Where: 
q : cross-shore transport rate, [kg/ms] 
u(z,t) : instantaneous cross-shore velocity at level z, [m/s] 
c(z,t) : instantaneous sediment concentration at level z, [kg/m3] 
h : water depth, [m] 
17 : maximum water surface elevation, [m] 
z : elevation above the bed level, [z = 0 at the bottom], [m] 
t : time, [s] 
overline : time-average 

Eq.(l) offers a proper description of cross-shore transport. However, the direct 
use of Eq.(l) has been proved very difficult because of our entirely insufficient 
knowledge of the parameters u(z,t) and c(z,t). This holds especially inside the surf 
zone, the most active part of a beach profile. For this reason, coastal engineers 
in the past have often used more or less integral approaches to calculate cross- 
shore transport [e.g., Swart (1974) and Dean (1982)]. 

Recent models for cross-shore transport have attempted to consider a greater 
degree of detail in the internal mechanism of cross-shore transport [i.e., velocity 
multiplied by concentration]. For example, those of Bowen (1980) and Bailard 
(1981) estimated cross-shore transport on the basis of velocity fluctuations alone, 
indicating that some function of velocity fluctuations is used as a model for 
concentration variations; those of Stive and Battjes (1984) and Steetzel (1990) 
calculated cross-shore transport from the product of time-averaged velocities u(z), 
and time-averaged concentrations c(z), by assuming that sediment transport due 
to the fluctuations of concentration and velocity is negligible. In the latter case, 
u(z,i)*c(z,i) can be approximated by u(z)*c(z). The aim of this paper is to study 
some fundamental aspects of cross-shore transport modelling in terms of sediment 
concentrations and velocities, with an emphasis on: 

-   The temporal behaviour of sediment concentration under waves and a current 
on an intra-wave scale. 
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-   The relative importance of the fluctuations of sediment concentration and 
velocity in cross-shore transport. 

A description of the experiments is given in Chapter 2. The experimental results 
are presented in Chapter 3. Conclusions of this study are given in Chapter 4. 

2. EXPERIMENTAL SET-UP 

The experiments for this study were performed in a small-scale wave flume in the 
Hydromechanics Laboratory of the Civil Engineering Department of the Delft 
University of Technology. Regular waves were generated in the flume. A 
current, directed against the wave propagation, was superimposed on the waves 
in order to 'simulate' a return flow as caused by wave breaking under field 
conditions. Measurements of local time-varying sediment concentration and 
velocity were obtained using an optical concentration meter (OPCON) and an 
electro-magnetic flow meter (EMS) at a number of elevations above the bottom. 
The experiments were conducted first over a fixed bed and then over a sandy 
bed. Five tests were carried out, three under waves and a current and two under 
waves only. 

In the fixed bed tests, artificial triangular ripples were used over the horizontal 
flume bottom. The ripple height was 20 mm and the ripple length was 80 mm. 
The measuring cross-section was located in the middle of the flume. During the 
tests, sediment was fed constantly upstream of the measuring cross-section. The 
increase in the volume of sediment downstream of the measuring cross-section 
was measured during a test to check whether a 'steady' sediment transport 
condition was achieved. A 'steady' condition was required because it took a 
rather long time to perform the velocity and concentration measurements at many 
elevations over the water depth. It was found that the transport rate kept 
approximately constant. 

In the sandy bed tests, the middle part of the flume was filled with sand. No sand 
feeding was applied. The bed level change during a test was measured. 
Consequently, the net sediment transport rate through the measuring cross-section 
was computed. 

The main characteristics of the tests are listed in Table 1. 
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test condition H T h u V \ D50 

A w+c, fixed bed 0.065 1.76 0.25 -0.08 0.02 0.08 0.18 

B w+c, fixed bed 0.065 1.76 0.25 -0.08 0.02 0.16 0.20 

C w, fixed bed 0.065 1.76 0.25 0 0.02 0.08 0.20 

D w+c, sandy bed 0.065 1.76 0.25 -0.08 0.01 0.07 0.20 

E w, sandy bed 0.065 1.76 0.25 0 0.01 0.07 0.20 

Table 1 Characteristics of the tests 

Where: 

w+c under waves with a current 

w under waves only 

H wave height, [m] 

T wave period, [s] 

h water depth, [m] 

*1 ripple height, [m] 

A ripple length, [m] 

u depth-averaged current velocity, [m/s] 

D5Q 
diameter, 50% by weight is finer, [mn 

3. RE SULTS 

3.1 THEORETICAL CONSIDERATIONS 

If a periodic water motion is assumed, the velocity and concentration at height 

z above the bed in a wave period can be described as: 

u(t) - u + MjCosCcof-aj) + «2cos(2w/-a2)+... (2) 
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c(f) - c + CjCostcof-p,) + c2cos(2wf-P2)+... (?) 

Where: 

«n, ft, 

CO 

amplitudes of the harmonic components 
phase angles of the harmonic components 
wave frequency, [s1] 

The sediment transport at height z is then given by: 

1 1 u(t)*c(t) - u*c + —«1c1cos(P1-a1) + — K2C2COS(P2-CC2)+... (4) 

The total cross-shore transport can be found by integrating Eq.(4) over the water 
depth. As shown in Eq.(4), the transport rate can be decomposed into a number 
of components. The u*c term represents the contribution due to the mean flow. 
The sum of the other terms on the right hand side of Eq.(4) represents the 
contribution due to the fluctuations. 

Under wave action, large ux and c2 components can be expected. Due to wave 
asymmetry, the u2 component usually has a large magnitude. Till it can be proved 
that the c, component is very small or that finely is in the order of 90° [similar 
remarks can be made to the third and higher terms in the right hand side of 
Eq.(4)], one has to be very careful in neglecting the contribution due to the 
fluctuations. 

3.2 TEST RESULTS 

Some preliminary results were described by Chen and Van de Graaff (1991). A 
more extensive description is given below. 

Temporal Behaviour of Sediment Concentration 

The measured time-varying sediment concentration and velocity data were first 
used to study the temporal behaviour of sediment concentration in a wave period. 
The test results showed that the concentration at a point varies strongly in time 
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at the wave cycle scale. The concentration fluctuations do not repeat in time from 
one wave period to another. This means that the concentration fluctuations consist 
of a periodic component and a random component. [However, the random 
components are of little importance to the net sediment transport, as will be 
further discussed below]. 

An example of the periodic fluctuations of sediment concentration, measured over 
the ripple crest in Test A, is given in Fig.l, 

VELOCITY (m/a) CONCENTRATION (g/l) 

0.1    0.2    0.3    0.4    0.S    0.8    0.7    0.8    0.9 

t/T 

• z = 10 mm,   + z = 20 mm,   * z =30 mm 

Fig.l Velocity and concentration in a wave period [measured over ripple crest, 
Test A] 

As shown, near the bed, three concentration peaks can be found in a wave 
period. Two are related to the vertical ejections of the high concentration clouds 
departing from the ripple crest when the flow reverses. The other one is due to 
the wave orbital motion which carries the high concentration at the flow reversal 
horizontally from a ripple crest to the neighboring one. In the upper column of 
the water depth, the concentration fluctuations become insignificant. 

The test results under other conditions showed that the time-variations of 
sediment concentration in a wave period depend very much on the local bed 
geometry and local flow conditions. A mathematical description is very difficult. 
This implies that the cross-shore transport modelling based on the separate 
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descriptions of velocity and concentration as a function of time cannot be 
accomplished at this stage. In the following discussion, only the product of 
velocity and concentration [i.e., sediment transport rate] will be considered. 
Emphasis will be placed on the relative roles played by different forcing agents 
in sediment transport, especially the mean flow versus the fluctuations. 

Sediment Transport Due to Mean Flow and Fluctuations 

Role of the random components: The measured time-varying sediment 
concentration and velocity data were decomposed into period components and 
random components. It was found from the results that the random components, 
though relatively large compared to the periodic fluctuations, do not contribute 
much to the sediment transport. 

Role of the higher harmonic components: With the periodic fluctuating 
components, harmonic components were calculated with Eq.(2) and Eq.(3). 
Consequently, the transport due to each harmonic component was calculated with 
Eq.(4). The calculation results showed that the harmonic components with a 
frequency higher than 2w together with the random components contribute less 
than 5% of the total transport. 

Role of the first and second harmonic components: The transport 
contributions due to these components, as indicated in Eq.(4), depend on the 
amplitudes of the harmonic components the phase differences. The test results 
showed that the cx and c2 components at a level are not small compared to the c 
component at the level. Since ux and % are larger than u, the magnitude of yhuxcx 

and V2U2C2 is not negligible compared to with u*c [see Fig.2]. This implies that 
the phase differences may play an important role in the resulting sediment 
transport. 

It was found that significant phase lags occur between the concentration and 
velocity fluctuations. The distributions of the phase lag over the water depth 
exhibit, in some cases, fairly distinct trends. The magnitude of i$x-ccx decreases 
with height above the bottom. Under waves with a relatively strong current, the 
/3,-ai values are approximately 90° close to the bottom, suggesting that the 
transport due to the ux component close to the bottom is small. Under waves 
alone, the j8r«i values close to the bottom increase [order of magnitude over 
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100°], resulting in an increase in the transport due to the u1 component, see 
Fig.3. 

Taking both the contributions of the ux and % components into account, the 
sediment transport due to the fluctuations was determined. The test results 
showed that the transport due to the fluctuations relative to that due to the mean 
flow may vary over the water depth, both in magnitude and direction. In general, 
both transports at a level are in the same order. Under the specific wave 
conditions for this study, the transport due to the fluctuations and due to the mean 
are in the same direction close to the bottom and in opposite direction in the 
upper column of the water depth. Therefore, in some cases, the depth-integrated 
transport due to the fluctuations may be negligible compared to the transport due 
to the mean flow, even though both transports may be well-matched in magnitude 
at a specific level above the bed. 

Role of the mean flow: It appeared from the test results that an increase in the 
magnitude of the current velocity may alter the relative contributions due to the 
fluctuations and due to the mean flow [see also Fig.4 and Fig.5, a negative value 
means that the transport is opposite to the direction of the mean flow]. If the 
mean flow is relatively weak, both contributions are of the same order of 
magnitude. If the mean flow becomes strong, the transport by the mean flow may 
play a dominant role, in that case, the transport due to the fluctuations may be 
neglected. 

4. CONCLUSIONS 

The test results indicate that, in general, the contribution due to the fluctuations 
of velocity and concentration should be considered in cross-shore transport 
calculations. However, under some specific conditions - for example, in a surf 
zone where the mean flow may be strong due to wave breaking - the contribution 
of the fluctuations may be neglected as a first order of approximation. 
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Fig.2  Vertical distributions of xhuxcu Vu^Cz and u*c over the water depth 
[measured over ripple crest in Test A] 

HEIGHT ABOVE THE BED (mm) HEIGHT ABOVE THE BED (mm) 

-    '                        4- 
4-     4- 

4-4- 

4-     4- 

h                                            4- 

4+ 

4- 
4-      4- 

4- 4- 
4-    + 

4- 

-1    -0.8 -0.B -0.4  -0.2     0      0.2    0.4    0.6    0.8      1 -1    -0.8 -0.6 -0.4 -0.2     0      0.2    0.4    0.6    0.8      1 

cos(/3,-a,) cosOS2-a2) 

Fig.3  Vertical distributions of cosC/Va]) and cos(^2-a2) over the water depth 
[measured over ripple crest in Test A] 
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test positions q(u) q(tt) q(u)+q(fl) <7 

A C&T 1.21 0.03 1.24 1.22 

B C 
T 

0.84 
0.46 

0.36 
0.05 

0.48 
0.51 

0.40 

C C 0.31 0.15 0.46 

D C&T 0.42 0.12 0.54 0.31 

E C&T 0.08 0.07 0.15 0.13 

Table 2  Sediment transport rates in absolute values 

Where: 
q(u) : transport due to the mean flow, [g/ms] 
q(u) : transport due to the fluctuations, [g/ms] 
q : transport rate obtained from the mass conservation technique, [g/ms] 
C : measurement over ripple crest 
T : measurement over ripple trough 
C&T : average of measurements over crest and over trough 
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Fig.4 Vertical distributions of transport rate, in kg/m2s, results of Test A 
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Fig.5 Vertical distributions of transport rate at ripple crest, in kg/m2s, results of 
Tests B, C, D and E 



1958 COASTAL ENGINEERING 1992 

REFERENCES 

Bailard, J.A. (1981). 
An Energetic Total Load Sediment Transport Model for a Plane Sloping Beach. 
/. ofGeophy. Res., Vol.86, No.cll. 

Bowen, A.J. (1980). 
Simple Models of Nearshore Sedimentation; Beach Profiles and Longshore 
Bars. The Coastline of Canada, S.B. MacCann, ed., Geological Survey of 
Canada, Paper 80-10. 

Chen, Z. and J. van de Graaff (1991) 
Modelling of Cross-Shore Transport. Proc. Coastal Sediments '91, ASCE, 
Seattle. 

Dean, R.G. (1982). 
Models for Beach Profile Response. Technical Report, No.30, University of 
Delaware, Newark. 

Steetzel, H.J. (1990). 
Cross-shore Transport During Storm Surges. Proc. 22nd Int. Conf. on Coastal 
Engineering, ASCE, Delft. 

Stive, M.J.F. and J.A. Battjes (1984). 
A Model for Offshore Sediment Transport. Proc. 19th Int. Conf. on Coastal 
Engineering, ASCE, Houston. 

Swart, D.H. (1974). 
Offshore Sediment Transport and Equilibrium Beach Profiles. Ph. D. Thesis, 
Delft University of Technology. 



CHAPTER 151 

EVOLUTION OF A BEACH WITH 
AND WITHOUT A SUBMERGED BREAKWATER: 

EXPERIMENTAL INVESTIGATION 

G. Chiaia, L. Damiani, A. Petrillo* 

Abstract 

In the present report experimental results about the efficiency of a 
submerged structure are presented. The experiment, carried out with random 
waves, covered about 2500 hours until equilibrium profile was reached. The 
most significant results are the good behaviour of the tested breakwater as a sand 
holding structure and its slowing effect produced on the shoreline backing, 
whereas the final position of the shoreline was nearly the same with and whithout 
breakwater. 

1.   INTRODUCTION 

In coastal areas where tide excursions are limited, submerged 
breakwaters can be used to protect the beaches from the strong eroding wave 
action. This choice mostly depends on the better water exchange between the 
inner and outer zones of the submerged breakwater, which reduces the 
waterlogging area. Moreover it doesn't disfigure the seascape and allows to 
better enjoying the beach for all touristic activities, unlike emerged structures. 
Submerged breakwaters are also used to protect beach nourishment works. 
Many Italian researchers are involved in the study of this kind of structures 
(Aminti et al., 1983; Lamberti et ah, 1981; Lamberti et ah, 1984). This paper 
presents an experimental investigation about the cross-shore evolution of an 
unprotected beach subjected to random waves, as compared to the evolution of 
the same beach, protected by a submerged breakwater. 

Trials showed significant results about the long-term evolution of a 
beach under the action of different wave attacks, and about the behaviour of each 
attack. 

Hydraulics and Hydraulic Constructions 

Polytechnic of Bari - Via E. Orabona, 5 - 70125 BARI (ITALY) 

1959 
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2.  EXPERIMENTAL SET-UP 

Tests were performed in the wave channel of the Hydraulics and 
Hydraulic Constructions Institute of Bari Polytechnic. The channel is about 45 m 
long, 1 m wide and 1.2 m high (fig. 1). It was longitudinally divided into two 
equal parts by a thin glass wall, in order to simulate an unprotected beach on the 
first half of the channel and a protected beach with a submerged breakwater on 
the other half. Eighty gauging cross-sections, numbered from the shoreline to 
the wave generator paddle are located along the channel. The wave maker 
consists of a flat paddle which receives a rotatory-translational motion through a 
kinematic mechanism, able to reproduce any kind of waves. 

Wivi mktf 

\Unproticttd biich 

Figure 1.  Experimental channel. 

A beach of the Middle Adriatic coast was reproduced in the channel, in 
Froude Number similitude with undistorted 1:10 scale. The channel bottom is 
covered with a sandy layer of a pretty uniform size with d50=0.15mm, and 
fall velocity w = 0.018 ms"1. The mean water level in the channel was kept 
constant during the tests and the depth near the paddle was equal to 0.80 m. 

Five wave attacks were chosen to simulate the sea wave conditions; they 
were characterized by JONSWAP energy density spectra with y = 3.3 and 
w = 0.07 for f < f and w = 0.09 for f > f . The wave attack characteristics, 
near the paddle, and their duration are reported in Table 1. 

In the trials the attacks were grouped in a six-storm cycle with sequence 
1-2-3-1-4-5 to simulate different energy sea conditions. The duration of the two 
attacks number 1 of the cycle was assumed equal to half the time reported in 
Table 1. The experiment covered 17 cycles over about 2400 hours, when the 
equilibrium profile was reached in both sides of the channel. 
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ATTACK nto fp t 

[m*10-4] [s-1] [h] 

1 3.0 0.63 88.0 

2 15.5 0.47 12.5 

3 6.0 0.47 32.2 

4 30.5 0.38 5.5 

5 15.0 0.38 11.2 

Table 1. Wave attack characteristics and their duration. 

On the left side of the 
channel the submerged breakwater 
was located between sections 36 
and 41; this position, with the 
characteristics of the selected wave 
attacks, is just outside the breaking 
zone and only the highest waves of 
attack n. 4 break offshore the 
structure. The breakwater face 
slope is about 1/1.5 and the 
submergency (h/d) is 0.17 (fig. 2). 

Figure 2. Tested submerged breakwater. 

The first results of the here presented trials were already discussed in 
previous papers (Lamberti et al., 1985; Chiaia et al., 1990). 

SECT. 1.1 

3.  PROFILE EVOLUTION IN THE LONG PERIOD 

The starting profile (fig. 3) in the experiment was far from equilibrium 
so as to simulate an artificial filling action. 
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Figure 3.  Comparison between protected and unprotected beach profiles. 
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Basically three constant slope zones may be observed: the first from 
section 70 to section 40 with 1.8° slope, the second between sections 40 and 13 
with 1.08° slope and the third from section 13 to the shoreline with 2.33° slope. 
The zone close to the shoreline was concave with a maximum slope of about 5°. 
The initial profile, shown in figure 3, was obtained after the action of a low 
energy level wave attack, in order to simulate a sand compaction closer to 
reality. 

BERCH LINE 

30    40    60 
SECTIONS 

INITIRL 
PROFILE 

CYCLE N.3 

CYCLE N.8 

CYCLE N.9 

CYCLE N.I 2 

CYCLE N.15 
,CYCLE N.17 
80 

Figure 4.  Unprotected beach evolution. 
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BO 

Figure 5.   Protected beach evolution. 
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The global evolution both in the protected and unprotected beach are 
reported in figures 4 and 5 in which the backing of shoreline and the formation 
and migration of bars are clearly shown in both configurations. 

The efficiency of the tested submerged breakwater was firstly studied by 
comparing the profiles observed both on the unprotected and protected beach at 
the end of each wave attack. The beach profiles obtained at the end of some 
cycles are shown in next figures. 

The behaviour of the two beach profiles starts becoming substantially 
different at the end of the first storm cycle (fig. 6). A notable offshore transport 
is observed in the unprotected beach resulting in a sharp backing of the shoreline 
and the formation of a bar. 

o.o 
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-0.4 

-O.B 

-0.8 

CYCLE    N.     1 

PROTECTED  BERCH 

UNPROTECTED  BEACH 

10 20 30 40 60 
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BO 70 80 

Figure 6.   Comparison between protected and unprotected beach profiles. 

Sand transport is far less marked in the protected beach, although its 
characterstics are the same as in the unprotected one (shoreline backing and 
offshore transport). However, the action of the submerged breakwater in 
reducing the offshore transport is noticeable since the beginning. 

Such a behaviour is clearly shown in fig. 7, in which the profiles at the 
end of the 4th cycle are reported. 

[m: 
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-0.2 
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Figure 7. Comparison between protected and unprotected beacli profiles. 
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The surf-zone in the protected beach is, on the average, less deep if 
compared to the unprotected one and a deposit area forms just at the back of the 
breakwater which increases until equilibrium conditions are reached. This 
behaviour confirms the efficiency of the breakwater in reducing the offshore 
transport. 

Figures 6 and 7 show an erosive trough at the toe of the structure which 
tends to become deeper and to stabilize when the equilibrium profile is reached. 
Most of the eroded material is deposited offshore forming a bar (sketched in figs. 
6 and 7), and a part of it is found out, as indicated later on, in the surf-zone. 
This does confirm that, despite its selectivity, the breakwater allows onshore 
transport, under given conditions (Aminti, 1986). 

For the unprotected beach, figures 6 and 7 show the formation of two 
bars; the offshore bar moves in deepwater direction till it reaches a stable 
position, thus defining the surf-zone width. As the surf-zone width becomes 
stable, the shoreline reaches a condition close to equilibrium, at about the 7th 
cycle, as shown in figure 4. 

After the 7th cycle of attacks, in the protected beach a sharp deepening 
of the erosion trough is noticed (fig. 8), as observed in the previous cycles 
together with the formation of a well-defined bar which causes the breaking of 
the highest waves and thus a further erosion of the trough until equilibrium is 
reached. 

30 40 50 
SECTIONS 

Figure 8.   Comparison between protected and unprotected beach profiles. 

Starting erosion at the offshore toe of the structure can be mostly related 
to the back currents coming from the onshore zone. Indeed at the beginning of 
the experiments only few waves broke before reaching the structure. Therefore, 
wave breaking cannot be the major active mechanism in the trough formation. 

Into the surf-zone of the protected beach a substantial flattening of the 
profile is observed, with a sharp backing of the shoreline tending to the same 
position as in the unprotected beach. 
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In the subsequent cycles (fig. 9) the re-alignment of the shoreline 
between the unprotected and protected beach, as well as the deepening of the 
erosion trough and the bar formation in the protected beach are more pronounced 
until a substantial equilibrium condition is reached. 
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Figure 9.  Comparison between protected and unprotected beach profiles. 

It was observed that the equilibrium profile of the unprotected beach in 
the onshore zone before the bars, may be interpreted by Dean's equilibrium 
profile (Dean, 1977): 

h = a x (1) 

where h is the bottom depth in the section considered, x is the distance from this 
section to the shoreline and a is a parameter which, as shown experimentally, 
mainly depends on the sand beach particle-size (Moore, 1982). Assuming a 
constant energy dissipation per unit volume in the whole surf-zone, Dean 
obtained the law (1) theoretically with b = 2/3. In a beach with a particle-size 
characterized by ds =0.15mm, the same researcher (Kriebel et al., 1986) found 
an equilibrium profile which is well interpolated by the law h = 0.075 x 2/3. 

Based on many laboratory and field experimental data, relating to 
beaches of different sand particle-size, Vellinga (1986) found that the law 
h = 0.35 w °-44x0-78, where w is the fall velocity, does well interpolate the 
onshore equilibrium profile for a wide range of particle-sizes. On the other hand, 
the same author disproves the constant dissipation assumption made by Dean, 
stating that coefficient b can have different values, especially when the sea state 
is variable and the profile is bar-shaped. Indeed, in the presence of bars, the 
onshore profile follows the experimental law (1) only in the proximity of the 
shoreline whereas, approaching the bar, depths tend to be first constant and then 
to decrease. 

Our trials showed that till section 20 the profile is well interpolated by 
the law h = 0.125 x0-44 which is quite different from the one found by the 
previous authors on a beach with the same sand mean particle-size. 
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In figure 10 the unprotected beach profiles, observed in the last storm 
cycle, and the above indicated interpolation laws are reported; it may be 
observed that the equilibrium profile shows a greater erosion in the onshore area, 
near the shoreline. 
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Figure 10.  Profiles measured after eacli wave attack of the last cycle and theoretical and intepolation 
laws for equilibrium profile. 

The behaviour observed in our experimental results is in accordance with 
those found by other authors (Swart, 1974; Larson 1988), who tested bar-shaped 
beach profiles. In accordance with Vellinga, it may be stated that this behaviour, 
which deserves further attention, is to be attributed to the change in the 
dissipation mechanism in the surf-zone in the presence of a bar on the profile. 

In order to evaluate the efficiency of the submerged breakwater under 
study, for all beach zones, some global parameters of the profile were introduced 
which enable assessing structure effects on emerged and submerged beaches. 

4.  ANALYSIS OF BREAKWATER EFFICIENCY 

4.1  Shoreline Zone 

The parameters selected to describe this area are the swash-zone slope 
and the shoreline position, both determined after each wave attack. As to the 
slope, the mean value observed in the first cycle of attacks (about 8.5°) kept 
stable with some fluctuations (5° 4- 14°), due to the different action of single 
wave attacks; at the end of the trials, however, slope fluctuations in the swash- 
zone are reduced. 
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Figure 11 shows that, 
regardless of the type of beach 
profile considered, the beach slope 
in the swash-zone is basically 
affected by the characteristics of 
the wave attack it is subject to; it is 
indeed poorly influenced by 
transformations of waves in their 
transfer from offshore to the 
shoreline, although in the case of 
unprotected beach, slope values are 
generally a little higher and 
fluctuations are lower. 

Figure 11.  Evolution of swash-zones slope. 

Experiments did confirm that the beach slope is inversely proportional to 
the wave attack energy, and its variations are very rapid; in fact, the slope 
observed after each storm is reached 
few minutes after the action of the 
attack. 

The shoreline, at the end of 
trials, tends to reach more or less 
the same position both in the 
presence and in the absence of the 
breakwater (Fig. 12). Therefore, 
when the breakwater is used to 
reduce erosion of the emerged 
beach, it has no effectiveness in the 
long period, whereas it proves to be 
useful in slowing down its backing. 
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Figure 12. Evolution of shorelines position. 

In fact, while in the unprotected beach equilibrium is achieved after 
about 600 hours, the protected beach needs a double time. The analysis of the 
action of each wave attack on the shoreline shows that attack 1 is 
reconstructive, attacks n. 2 and n. 4 are destructive whereas attacks n. 3 and n. 5 
are characterized by an intermediate behaviour. These results were observed in 
both sides of the channel. 

4.2 Surf-Zone 

Sand transport from the surf-zone to the outer zone of the breakwater 
was evaluated using the B0 parameter, i. e. the water volume contained between 
the breakwater and the first section of the channel, complementary to the sand 
volume. 
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Figure 13.  Evolution of water volume conteined 
in tile first 40 sections of the channel. 

The temporal evolution of 
BQ, evaluated assuming a negative 
depth, is reported in figure 13. 

For the unprotected beach, 
B0 decreases sharply thus indicating 
an intensive sand flux offshore, 
whereas in the presence of the 
breakwater, sand transport is 
slower and less marked. The 
breakwater is clearly shown to be 
an effective holding structure. 

Moreover, under equilibrium condition, BQ is decreasing in the protected 
beach, whereas in the unprotected beach, despite some fluctuations, B0 is 
constant. 

This means that, in the unprotected beach, once the two bars have 
formed, sand displacements are moderate, because of the action of wave attacks 
which compensate each other within the cycle. 

On the other hand, for the protected beach, although an equilibrium 
condition is reached in the emerged beach (see Sp and tg (5), a further evolution 
of the profile is observed in the onshore area. Indeed, due to the sand 
accumulation at the back of the breakwater, return currents cause an off-shore 
transport which goes on slowly even when the profile is substantially under 
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Figure 14. Evolution of integrals of the moments 
of depths respect to channel central 
section. 

During the trials it 
was observed that the breakwater 
under study acts as a filter also to 
the nourishment action of summer 
waves, but it allows some onshore 
transport by the highest waves 
which suspend the material 
offshore the breakwater, 
particularly     at     the     start     of 
experiment. 

The behaviour of parameter A( (integral of the moments of depths 
observed in each section with respect to the channel central section 40) (fig. 14) 
shows offshore sand displacement and does confirm the above interpretation of 
its evolution. Really it can be observed that also in the unprotected beach, A. 
goes on decreasing until the end of tests, denoting a sand displacement inside the 
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surf-zone. 
An interesting indication is 

provided by parameter B, (integral 
of moments of depths in the first 40 
sections of the channel with respect 
to section 20). Fig. 15 shows that, 
for the unprotected beach it first 
decreases sharply and then it shows 
a fluctuating evolution (caused by 
the onshore bar displacements), 
whereas for the protected beach it 
decreases and, under equilibrium, 
tends to a constant value. 
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Figure 15. Evolution of integral of the moments of the 
first 40 section depths with respect to 
section 20. 

This is due to the presence of a well formed deposit area, close to the 
breakwater, and to the achievement of a stable and flat configuration of the beach 
profile in the surf-zone. 

4.3 Offshore Zone 

By offshore zone we mean here the zone outside the breakwater which is 
not necessarily the outer zone of breaking waves; in fact, as previously indicated, 
under equilibrium conditions, both protected and unprotected beacli profiles show 
a bar around section 53 which causes the breaking of the highest waves, thus 
dividing the surf-zone from the offshore zone. 
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The profile of the zone 
under consideration is indeed 
characterized by the presence of the 
bar and by an erosion trough at the 
toe of the breakwater. 

The first difference observed 
between the protected and 
unprotected beach concerns the bar 
position. 

Figure 16.   Evolution of offshore bar location 
in unprotected beach. 

Figures 4 and 5 show that, for the unprotected beach, the offshore bar 
does form initially around section 40 and then migrates offshore and gives a 
stable length to the surf-zone; on the other hand, the bar on the protected beach 
does start forming initially in a position close to the final one, without any 
notable displacement. 
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Figure 17,   Evolution of offshore bar depth 

in unprotected beach. 
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Figure 18. Evolution of bar depth in 
protected beach. 

Fig.    19    shows   a   good   h 
correlation      between      the      pitCcm:i 

deepening and the depth reduction     "E 

on the bar. 

This shows that one of the 
active mechanisms for the trough 
formation is the presence of the 
vortex (site of dissipation) produced 
by the breaking occurring on the 
bar. This mechanism is the same 
acting on the unprotected beach. 

-10 

-15 

Figure 16 shows the 
offshore bar displacement on the 
unprotected beach along its 
evolution, whereas figure 17 
reports the depth on the bar, taken 
as the difference between the initial 
and actual depth. The end position 
of the bar is comparable in both 
sides of the channel, while depth is 
higher in the case of the protected 
beach (Fig. 18). 

This is due to the fact that 
the bar in the unprotected beach is 
formed with all the material eroded 
in the surf zone, while in the 
protected beach sand mostly comes 
from the trough. 

Another parameter used to 
describe the offshore region is, as 
already mentioned, the erosion 
trough at the toe of the breakwater, 
whose genesis needs further 
studies. 
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Figure 19. Evolution of depth of eroding 
trough at the offshore toe of 
the structure. 

In addition to the previously described mechanism, a contribution to the 
trough formation in the initial stage of trials is given by return currents as above 
mentioned. 

However, it should be noted that, regardless of the causes which produce 
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erosion at the toe of the breakwater, the pit depth reaches a maximum 
equilibrium value so that, to prevent any failure in the foundation, either the 
bearing surface should go below that depth, or the breakwater should be 
displaced offshore. 

5.   CONCLUSIONS 

Laboratory experimental results enabled assessing the efficiency of the 
tested submerged breakwater relating to the cross-shore transport action. 
Breakwater proved to be an excellent holding tool for the sand contained in the 
surf-zone, although it does not seem selective at all to offshore transport. 

On the other hand, the protective action from erosion in the swash-zone 
is not equally effective; the presence of the breakwater did not reduce the 
backing of the shoreline which reached almost the same position both in 
protected and unprotected beach profiles. Nevertheless, it should be pointed out 
that the breakwater caused a notable slowing down of the wave eroding action on 
the emerged beach, in fact the time taken for equilibrium to be reached in the 
protected beach is double as compared to the unprotected one. 

In the outer zone of breakwater, the configuration is similar both in the 
protected and unprotected beach (bar-trough conformation). Some interesting 
considerations can be drawn from the results relating to the erosion trough. 
Indeed, although the study on pit formation needs further research, it has been 
observed that it reaches a constant depth at equilibrium. Such a result can be 
helpfully used for design, in that the bearing surface of the structure should go 
below that level to prevent any subsidence which could jeopardize the breakwater 
stability. 

Experimental results need being further processed so as to provide 
indications on the action of each wave attack and to understand the hydraulic 
behaviour of the breakwater through the study of the reflection, transmission and 
dissipation coefficients and the wave set-up in protected and unprotected beach 
profiles. 
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CHAPTER 152 

Equilibrium Beach Profiles with Random Seas 

Christopher G. Creed 1, Robert A. Dalrymple* 
David L. Kriebel2, James M. Kaihatu* 

Abstract 

Three quantitative equilibrium beach profiles models are presented for ran- 
dom wave fields. Two models follow the work of Larson where improvements 
to the spilling breaker assumption are made with spectral estimations of wave 
breaking. The third model is established by imposing a no-net sediment trans- 
port condition on Bailard's (1982) cross-shore sediment transport formulation. 
Modelling the flow field as in Roelvink and Stive (1989), an equilibrium solution 
is achieved which includes a longshore bar. 

Introduction 

ft has been observed that the beach profile shape is a function of the charac- 
teristics of the incident wave field. Dean (1977) examined a number of U.S. East 
and Gulf Coast beach profiles and found that the majority of the profiles could 
be described by the following simple equation: 

h = Axm (1) 

where h(x) is the water depth and x is the offshore distance perpendicular to 
the shoreline. The value of m which best fit all of the data was 0.667, though 
m ranged between 0.1 and 1.4. Dean developed a theoretical justification for a 
value of m of 2/3, based on the concept that the rate of energy dissipation per 
unit volume of fluid, X>», would be constant across the equilibrium beach profile. 

f = "« = -«>. P) 
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where T is the energy flux, defined as the energy per unit area times the group 
velocity of the waves, Cg{= yfgK in shallow water), and e;, is the dissipation per 
unit surface area: 

1     ^ ^ = lP9H^gh (3) 

Assuming a spilling breaker (H = nh, where K ~ 0(1)), and substituting into 
Eqn. (2) results in an equation for h: 

h(x) = Ax2'3 (4) 

This model, with its concave upwards shape, has proved to be useful in a 
number of coastal applications (Dean, 1991). 

In this paper, several models for equilibrium profiles will be developed us- 
ing different representations of the wave field. The first, developed by Larson 
(1988) for monochromatic waves, is extended to a random wave field. The sec- 
ond and third models are based on random breaking models by Thornton and 
Guza (1983), which were developed from field data taken from California beaches. 

Larson's (1988) Model-Larson (1988) and Larson and Kraus (1989) replaced 
Dean's spilling breaker assumption with the breaking model of Dally et al. 
(1985): 

£-4<*-*> («> 
where T = ECg. K is an empirical constant equal to 0.17, and Ts is the stable 
energy flux the wave field is trying to obtain. T is based on a stable breaking 
wave height, Hs = ^h, where 7 is a constant empirically determined to be 0.4. 
Equating this energy flux relationship to Dean's constant energy dissipation per 
unit volume yields the following equation for H: 

E.J^+i.» (,) 
V pgvghK 

which provides the wave height across the surf zone as a function of the profile 
depth, h. Substituting this into the energy flux equation, (2), leads to 

•K*W
3
   {ST) 

This equation, which relates the equilibrium water depth to the distance offshore, 
is best solved for the distance x in terms of h. Note the inclusion of a linear term 
which removes the infinite slope at the shoreline that occurs in Dean's model. 

Application of Random Wave Breaking-To apply random waves to Larson's 
model, we first determine the breaker line location via the breaking depth, fc„. 
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At this depth, we assume that the breaking index is the correct predictor of 
breaking wave height. 

Hb = Kh. = J   8hjg!    +7»ft» (8) 
V pgy/gh»K 

from Eqn. 6. Solving for h„, we have 

K = U3W2-72))= IT) ' (9) 

which defines the parameter, j3 for later use. Rearranging, 

D, = ^PgJgTt(K
2-^) (10) 

which indicates that the magnitude of the constant energy dissipation/unit vol- 
ume is dependent on the incident wave height (through h„). 

From these expressions we can determine the width of an equilibrium surf 
zone. Denoting W, as this width, we have, from Eqn. 7, 

K     2V9     [   D,   j        K[   +6V«2-7V 
(11) 

By putting in the values of « and 7, we have W» = 15.0 h„ = 19.3/76 for the 
equilibrium profile width. 

The Larson model shows that the wave height distribution across the surf 
zone and the beach profile depends on 2?*, the volumetric dissipation, which in 
Eqn. 10 is shown to be related to the incident wave height (through the breaking 
depth). This development was for a single wave train; now we extend it to the 
case for an random wave field. 

Given that the wave height probability distribution is a Rayleigh distribution 
and that the variables, H, h„ and P» are related, the probability density function 
for H can be related to those for h, and D* through a transformation, e.g., 

ATT        2n2h (K\h*\ 
P(h.) = P(H.)\a.=Kh.^ = ^ e UJ 

Using (9), the probability distribution for Dm is found by 

dh        AK
2
 n3      ( ,?D} \ 

P{D.) = P{K)\h,=mi^ = i^ .  U=£J 

with fl defined by (9). To find the expected value of /)», we integrate: 

(12) 

(13) 

= f D* P(D.) dD. = J^^ T( J) = %pg (,2 - 7
2) ^        (14) 
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The last expression is similar to (10), except that expected values for /i* are used 
to find D, 

Random Wave Dissipation Models-A number of random wave breaking 
models have been developed. For example, Battjes and Janssen (1978) uti- 
lized the conservation of energy flux within the surf zone with dissipation de- 
termined from a random model of the breaking wave field (based on truncating 
the Rayleigh probability density function at the local breaking wave height) 
and a turbulent bore energy dissipation term to predict root-mean-square (or 
Hrms) wave heights in the surf zone. This model was modified by Thornton and 
Guza (1983), who developed two empirical distributions of breaking wave heights 
within the surf zone: one with a simplified energy dissipation and another with 
a more accurate dissipation term. Substituting their breaking wave distribution 
into a bore dissipation model, they determined the expected dissipation of en- 
ergy within the surf zone. Wave heights predicted from their models agreed with 
both field and laboratory data very well. 

The energy flux wave model for normal wave incidence is given by Eqn. (2). 
The forms for dissipation term, e&, from Thornton and Guza (1983) are 

Q.      . 3v^     B3f    7 
Simple: e6 = -jQ-P9-^Hrm 

_       ,. 3v^     B3f    5 Complete: eb = —pg—H^ 
(i + (H^hhyf2 

(15) 

(16) 

where B is an empirical constant smaller than unity, / = frequency of the inci- 
dent wave train, and 7 = 0.42, the breaking index based on the assumption that 
H = 0.42 h for the inner surf zone. 

Simple EBP Model- The first step in the simple random EBP model is to use 
righthand side of the energy equation (2) with the dissipation term (Eqn. 15): 
£6 = hT>m. This yields a representation for .Hrms after some rearranging: 

The equation for IiTma indicates that for equilibrium beaches under random waves 
the statistical wave height should vary nearly linearly with the water depth. 

Substituting this relationship for H^ms into the left hand side of the energy 
flux relationship (Eqn. 2) allows the calculation of the water depth across the 
profile, after using the shallow water limit of Cg = y/gli: 

^l^f'f^f).^ (18) 
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Simplifying and integrating with respect to the distance offshore, x, with the 
initial condition, h(x) = 0, at x — 0, 

(. . 2/7\ 14/17 

i^i^k} ) (19) 

Thus we have arrived at a simple model for the description of the equilibrium 
beach profile and the associated wave height distribution in closed form for a 
random sea state. 

Complete EBP Model-The more inclusive model involves the complete ex- 
pression for the energy dissipation term within the surf zone, given in Eqn. 16. 
Equating the dissipation terms, we have 

h6 1- l 

(i + (Hmshhyf* 
(20) 

This equation can not be readily solved for Hrms', however, it is straightforward 
to use numerical techniques such as the Newton-Raphson method to obtain so- 
lutions. Note that the wave height will depend on parameters such as V* and h, 
but not explicitly on the distance offshore. 

To find the profile, the energy flux expression (Eqn. 2) is used.   It can be 
rearranged into: 

^HA2dJt+^)-m       (21) 1      /-r„     1-dH, 

Since Hrms does not depend explicitly on x, we use 

dx dh    dx 

where the derivative of .Hrms with respect to h is found from Eqn. 20. We therefore 
can rewrite the last equation as 

dh 8hT>, m 

dx      pg^EH (2^T + S-*) 

This equation is integrated numerically to determine the variation of the depth 
across the equilibrium profile and, given the depth, the wave height is found from 
Eqn. 20. 

Results-Figure 1 shows a comparison of the simple and complete equilibrium 
profile models to data obtained under the National Sediment Transport Study 
at Torrey Pines Beach, CA (reference). The values of B and D„ are adjusted to 
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Figure 1: Equilibrium beach profile solutions for simple (dashed ) and complete 
(dotted) dissipation models compared to wave and profile data, (Torrey 
Pines CA., November 18, 1978) 

achieve the best fit to the wave height and profile data, respectively. As can be 
seen, both profile models adequately represent the data. The complete model is 
not a significant improvement over the simple model, suggesting that the ana- 
lytical model is perhaps sufficient for describing a monotonic equilibrium beach 
profile under a random wave field. 

Generalized Equilibrium Beach Profile Model 

The generalized equilibrium beach profile model (GEBP) is founded on the 
work of Bowen (1980) which is based on the concept of local time-averaged no- 
net sediment transport across the nearshore region. More specifically, the GEBP 
follows the work of Bailard (1981), who, like Bowen, used Stokes' second order 
wave theory and Longuet-Higgins' (1953) streaming velocities to model the wave- 
induced nearshore flow and the mean longshore current, respectively. However, 
both theories have shortcomings in the nearshore area. Stokes' wave theory is 
only valid for relatively deep water, and thus inapplicable for most nearshore 
wave conditions. Longuet-Higgins' streaming velocity solution assumes mean 
flows in the direction of wave propagation only, which is clearly not the case 
in the surf zone with undertow present. Thus it is the objective of this work 
to determine the effects of more accurate representations of the nearshore wave 
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and current climate to the equilibrium solution of Bailard's sediment transport 
expression. To do this, the method of Roelvink and Stive (1989), denoted as 
R&S, is adopted by modelling the asymmetric velocities with a Stream Function 
representation of the unbroken wave field and the mean current with an undertow 
model that establishes an offshore directed mean flow inside the surf zone. Here, 
for simplicity, the turbulent flow induced by wave breaking, which is modelled 
by R&S to improve the location of the maximum intensity of the undertow, is 
neglected. Further, only short wave contributions to the total odd moments will 
be considered and thus group-induced long-wave flows will be excluded. 

The GEBP is developed assuming wave energy, mean water surface level and 
bottom depth are coupled through the energy, momentum and bottom slope 
equations, respectively. Variations in wave energy across the nearshore region 
for a random wave field are modelled following the work of Battjes and Stive 
(1985). The change in energy flux due to random wave breaking is equated to 
the time-averaged rate of energy dissipation per unit area, D, as 

dECg 

dx 
+ D = 0, (23) 

The mean water surface elevation is modelled according to the momentum bal- 
ance 

9S^ 
dx • + 

dx 
TT- = 0 where h = d + r\. (24) 

The bottom slope equation is not as well established. Here we use the total 
load cross-shore sediment transport equation of Bailard (1982) to describe the 
interaction of near-bottom water velocities with the sediment in the nearshore 
region. The time-averaged form of the expression is 

<c> CfP 
£b 

tan< 

tan/ 
("'"I2) - ia^O"!3)   + | [<*l*|8> - |tan^(|Mf) 

(25) 
where tan/3 = —dd/dx is the bottom slope, («|w| ), \u\u\ \ (\u\ ), l\u\ ) are 
the total velocity moments in the cross-shore direction and the instantaneous, 
total cross-shore velocity vector is ut = (u + u) i, where u is the time-varying 
velocity component, u is the steady current component, and i is the onshore unit 
vector. 

The equilibrium condition and thus the bottom slope equation is found by 
applying the time-averaged no-net sediment transport condition (\ix) = 0) of 
Bowen (1980) to the sediment transport relationship where the bottom slope is 
expressed as 

tan/9 = £b 

tan < (,jI„t) + |(«l.t>lfs^(|.t> + (a!(!«t> (26) 
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This form of the bottom slope equation is most general because the total 
velocity moment terms are expressed in terms of the total bottom velocity, u. 
Following R&S, the total velocity moments are expanded and approximated in 
terms of the steady current, u and a time varying current, u, where u ^> u. This 
produces representations of the total velocity moments as combinations of the 
steady current, and central odd, ((u|u|2\ and (M|W| )) and even ((|M| \ and 

(\u\ >) moments as 

(M|W|
2
) = (M|«|

2
) + 3«<|M|

2
);    (U\U\

3
) = (U\U\

3
)+AU(\U\

3
)      (27) 

(|£|3) = <H3);    <|«|5> = <H5> (28) 

Only the first terms of the total even moments are retained, assuming that wave 
asymmetry does not strongly contribute to these terms. 

Approximating the odd moments with Stokes second order theory, the even 
moments with linear theory and the mean current with Longuet-Higgins' stream- 
ing velocity solution recovers Bailard's results. Building on these results, the 
following models for the wave and current fields will be applied to determine the 
effects of more accurate models to an equilibrium beach profile solution. 

Steady Current Component - Undertow Solution- Across the nearshore 
region the mean cross-shore flow is known to move onshore outside the surf zone 
(where wave breaking is not prevalent) and offshore inside the surf zone. This 
dominant mean cross-shore flow inside the surf zone is the undertow. To model 
this transition in mean flow from onshore to offshore we follow Stive and de 
Vriend (1987), who model the mean flow across the nearshore area as a linear 
combination of the flow from the unbroken and broken fractions of the wave field 
across the surf zone. For the unbroken wave field, the Longuet-Higgins streaming 
velocity solution is applied. For the broken wave field, a three layer approach is 
adopted. This result provides a continuous solution for the mean current across 
the nearshore region different than that of a monochromatic breaking wave. 

It is of interest to note that a change in the direction of the mean bottom 
velocity has been hypothesized (Dyhr-Nielsen and Sorensen 1970) to contribute 
to longshore bar formation. In support of this hypothesis, Dally (1987) observed 
that the dominant mechanism in the establishment of the longshore bar is the 
breaking induced mean return flow where, as wave breaking begins, the mean 
current changes from onshore to offshore. In light of this, the model of Stive and 
de Vriend seems to be a suitable mean flow model to establish one component 
of the probable flow conditions required to form a longshore bar in a beach profile. 

Central Odd and Even Velocity Moments-From the expansion of the total 
time-averaged flow moments, the terms (u \u\ \ and (u \u\ \ are found to con- 
tribute to the representation of the total odd moments. As a first approximation, 
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the group-induced long wave flows are assumed to be negligible and thus we rep- 
resent the time-averaged central, odd moments with only the short wave flows 
under nonlinear wave forms as 

(u\u\2) = (l-Qb)(us\us\
2);    (u\u\3) = (l-Qb)(us\us\3) (29) 

where us is the bottom-velocity obtained from 6th order Stream Function theory. 
The contributions to the odd moments from the unbroken waves are represented 
by considering the fraction of waves breaking, Qb. These expressions represent 
the unbroken short wave contributions to the central odd velocity moments. 
The input monochromatic wave height needed by Stream Function theory is 
approximated with the i/nns wave height from the breaking model. 

The results of Guza and Thornton (1985) are adopted to model the even mo- 
ments. The even moments (|M|n) are nonzero for symmetric wave forms and thus 
do not require the high order nonlinear wave solutions to produce contributions 
to the mean flows in the surf zone. For the case of a random wave field, Guza 
and Thornton suggest as a first approximation representing the wave field using 
a Gaussian description of the wave heights in the surf zone of a linear random sea. 

Model Summary-The governing equations for the GEBP are the energy, mo- 
mentum and bottom slope equations. These first order ordinary differential 
equations are solved numerically as a coupled initial value problem where initial 
wave height and water depth are given outside the surf zone. 

Results-The input wave conditions are the deep water incident root-mean- 
squared wave height, -ffrmsoi the peak wave period, Tp. The mean water surface 
displacement, rj, is taken to be zero far offshore from the surf zone. The selection 
of the input depth, d, is arbitrary as long as wave breaking has not been initiated. 
Given the deep water incident wave conditions, the effective H^^ wave height, 
Hrmse, is determined at the starting depth by linear shoaling theory. 

As an example of the use of the GEBP, the 1981 average wave and profile 
data from the U.S. Army Corps of Engineers Field Research Facility (Miller et al. 
1981) are used. The Hrms wave height is 1.02 ra, the peak wave frequency, Tp is 
10.0 sec and the starting depth is 20 ra. The sediment fall velocity is assumed to 
be 0.04 cm/s and constant across the nearshore region. Bailard's (1981) bedload 
and suspended load sediment transport efficiency factors of tb = 0.025 and es = 
0.01, respectively, are used. The internal angle of friction sand, tan <j>, is taken 
as 0.63, the fluid density, p, is 1000 kg/m3 and the gravitational acceleration, g, 
is 9.81 m/s2. 

Figure 2a shows the results for the H^^ wave height across the equilibrium 
beach profile, where x is positive onshore. As the waves shoal, the HTSns wave 
height first increases up to a point where the percent of waves breaking is such 
that energy dissipation is more dominant than wave shoaling. At this point the 



1982 COASTAL ENGINEERING 1992 

200 300 400 

(a)     Onshore (m) 

500 600 

200      300      400 

(b)  Onshore (m) 

600 

100 200      300      400 

(c)  Onshore (m) 

Figure 2: GEBP Solutions; (a) H^, (b) r}, (c) d (solid) and Mean Profile FRF 
(1981) (dashed) 

Htms wave height will decrease until a stable water depth is reached for all waves 
or until all energy is dissipated from the waves at the shoreline. 

Figure 2b shows the solution for the mean water surface, rj, across the equi- 
librium solution. It can be seen that set-down is most pronounced as the waves 
shoal to their maximum height and set-up increases as wave breaking intensifies. 

Figure 2c shows the equilibrium beach profile as a function of onshore dis- 
tance. The point of interest is the change in slope in the equilibrium solution 
between x — 200 m and x = 250 m where the slope changes from a steep 
offshore slope before breaking to a milder foreshore slope after breaking has ini- 
tiated. This is the result of a change in the direction from onshore to offshore of 
the steady current, u, as wave breaking dissipation increases with the decrease 
in depth. In figure 3, the resulting mean flow across the surf zone changes direc- 
tion at approximately x = 200 m. As seen in Eqn. 26, a change in the steady 
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Figure 3: Steady Current, u, Across an Equilibrium Beach Profile. 

current, u, is directly related to the bottom slope equation through the total odd 
velocity moments, and a decrease in magnitude or change in sign of u results in 
a decrease in bottom slope. In other words, the bottom slope is influenced by a 
balance of forces between the flow field and gravity. In the offshore region, the 
flow forcing is entirely in the onshore direction where the mean wave-induced 
current and asymmetric flows are onshore. The combination of onshore flows 
works against the effects of gravity and produces a steep bottom slope. This 
result is equivalent to the findings of Bowen (1980) and Bailard (1981). As wave 
breaking begins and the mean return flow is established, the onshore flow forc- 
ing is reduced as the result of the offshore directed mean current opposing the 
asymmetric onshore flows and the slope becomes milder. The resulting change 
in slope due to the change in direction of the steady current is considered to be 
a longshore bar based on the findings of Dyhr-Neilsen and Sorensen and Dally. 
The steep slope of the depth solution outside the surf zone is attributed to the 
inclusion of Longuet-Higgins' streaming velocities for the mean flow in the un- 
broken wave field. As expected, these slopes are on the same order of magnitude 
as those found by Bailard. 

Figure 4a shows the total odd moments across the equilibrium profile. In the 
equilibrium state, the magnitude of the total odd moments, (w|w|2) and (M|M|

3
) 

in Eqn. 26, is forced by the relative magnitude of the central moments and the 
steady current. As seen in figure 4a, the total odd moments are predominately 
positive across the entire surf zone. This is a result of the net balance of the 
flow forcing in the onshore direction.   The balance is established through the 
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combinations of the central odd and even moments and the steady current where 
net onshore flows are required to balance the system and maintain a negative 
sloping bottom, reducing the depth from offshore to onshore. 

Figure 5 shows the central odd moments, which are the result of the asymmet- 
ric onshore flow of the nonlinear wave form in the nearshore region to maintain 
positive values across the entire surf zone. The relative magnitudes of these terms 
in the GEBP model are governed by the balancing of the equilibrium solution 
between the suspended load and bedload. 

For this case, the positive values for the total odd moments across the surf 
zone exhibit different characteristics as those measured and modelled by R&S. 
R&S present negative values for the total odd moments across the surf zone. A 
source of difference possibly lies in the equilibrium or average wave field repre- 
sentation in this example as opposed to the erosive sea state used by R&S. A 
comprehensive study of the model's response to variations in wave climate and 
sediment characteristics was conducted by Creed (1992). 

Conclusions 

Several approaches to modelling equilibrium beach profiles assuming a ran- 
dom sea state have been addressed. The simple and complete models advance 
the models of Dean and Larson, but still only offer a monotonic representation 
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of the beach profile. 
The GEBP can produce non-monotonic equilibrium solutions of a beach pro- 

file when a time-averaged no-net sediment transport condition is applied.The 
formation of a bar in the equilibrium beach profile is attributed to a change 
in the direction of the near-bottom mean current from onshore to offshore as 
wave breaking establishes a mean return flow inside the surf zone. The model 
does not produce realistic bottom slopes outside the surf zone, but inside the 
surf zone, where the sediment transport characteristics are better quantified, the 
equilibrium shape of the beach compares favorably with time-averaged field data. 
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CHAPTER 153 

AN OVERVIEW OF THE BRITISH BEACH AND NEARSHORE DYNAMICS 
(B-BAND) PROGRAMME. 

'M.A. Davidson, 2P.E. Russell, 2D.A. Huntley, 
3J. Hardisty and 4A. Cramp. 

ABSTRACT 

The British Beach And Nearshore Dynamics (B-BAND) programme is a 
three year collaborative research project aimed at improving understanding of surf 
zone sediment transport processes. Field studies were carried out on dissipative, 
intermediate and reflective beaches during both neap and spring tides (tidal range 
up to 9m), and during storm wave (Hb > 3m) conditions. 

The field research system comprises up to 7 pressure transducers (PT's), 11 
electromagnetic current meters (EMCM's) and 12 optical backscatter sensors 
(OBS's). The focal point of the instrument array was a 1600m2 box which was 
instrumented at each corner and designed to allow the calculation of alongshore and 
cross-shore suspended sediment fluxes through the box. 

The largest sediment transport rates (up to 0.6 kgm"V) occurred in the inner 
surf zone of the dissipative beach during storm conditions and showed strong 
offshore-directed sand transport at infragravity frequencies. The extent to which 
infragravity oscillations developed was seen to vary inversely with the degree of 
beach reflectivity, and directly with the incident breaker height. Sediment transport 
patterns often exhibited strong tidal asymmetry, attributed to the effects of beach de- 
watering and to a lag between hydrodynamics and bedform alteration. 

1 Dept. of Civ. & Structural Eng., Univ. of Plymouth, UK. 2 Institute of Marine 
Studies, Univ. of Plymouth. UK. 3 School of Geography, The Univ., Hull, UK. 4 
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INTRODUCTION 

Many large multi-institutional field studies examining nearshore processes, 
using dense arrays of fast response sensors, have taken place over the last decade. 
These include; the Nearshore Sediment Transport Study (NSTS) on the west coast 
of the USA (Seymour, 1989), the Natural Environmental Research Council (NERC) 
project in Japan (Horikawa, 1987), the Canadian Coastal Sediment Transport Study 
(C2S2, Willis, 1987), and the DUCK experiments (eg. DUCK82, Mason et ai, 1984 
and SUPERDUCK86, Martens and Thornton, 1987) carried out on the east coast of 
the USA. 

These studies have substantially improved the understanding of surf zone 
hydrodynamics. However, progress in understanding the sediment response has been 
disappointing (Battjes, 1988). This is partially due to the fact that many of the field 
experiments have taken place on microtidal and mesotidal beaches with complex 
profiles and bedforms. Also our knowledge of the bedload phase is limited, because 
devices capable of obtaining high frequency bedload measurements on natural 
beaches are still under development (Hardisty, 1991). 

The British Beach And Nearshore Dynamics (B-BAND) programme (1990- 
93) (Russell et ah, 1991) is a UK-based multi-institutional project. Its aim is to 
improve knowledge of surf zone sediment dynamics and shoreline evolution through 
the application of dense arrays of fast response sensors and detailed measurements 
of the associated shoreline change. Data was collected from high energy macrotidal 
beaches, which typically have a broad tidal and intertidal sand flat of shallow linear 
slope almost completely devoid of bedforms. A complementary low energy UK field 
study (Bedform And Suspension Experiments, BASEX, cf. Osborne and Vincent, 
this volume) is examining small-scale suspension processes over rippled beds 
seaward of the surf zone, using acoustic suspension profiling techniques. 

This contribution provides an overview of the environments sampled during 
the B-BAND experiment, the techniques used and some of the results obtained. 

FIELD STUDIES 

The field research system comprised up to 7 pressure transducers (measuring 
depth and surface waves), 11 electromagnetic current meters (measuring bi- 
directional horizontal near-bed currents) and 12 optical backscatter sensors 
(measuring suspended sediment concentrations, SSC's). The focal point of the array 
was a 1600m2 box which was instrumented at each corner (Figure 1). These corner 
stations typically consisted of 3 EMCM's at heights of 0.10, 0.25, and 0.63m above 
the bed, 3 OBS's at heights of 0.04, 0.10, and 0.25m above the bed, and a single 
PT. This arrangement was designed to allow the calculation of both the alongshore 
and cross-shore suspended sediment fluxes through the box, whilst standard beach 
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profiling techniques in 
conjunction with a dense 
array of depth of disturbance 
rods provided estimates of 
net erosion and accretion 
within the box over a tidal 
cycle. Additionally, a cross- 
shore array of 5 PT's 
permitted measurements of 
wave shoaling characteristics 
across the profile. Self 
Generated Noise (SGN) and 
Ultrasonic Current Meter 
(UCM) sensors were also 
deployed to estimate bedload 
sediment transport and 3 
dimensional current flow 
close to the bed, respectively. 

3 EMCM 
3 OBS 

lOUll EtlUipllKLU Total Channel-: 

12 OBS 12 

1 1  EMCM 22 

7 PT 7 

1 UCM 3 

1 SGN _L 
45 

1 EMCM 
3 OBS 
1 PT 

1 UCM 
1 PT 
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This area covered by a grid of 
45 depth of disturbance rods, 
spaced at 6.67m intervals. 

3 EMCM 
3 OBS 
1 PT 

3 EMCM 
3 OBS 
I PT 

1 EMCM 
1 PT 

KEY 

UCM Ultrasonic Current Meter 
EMCM Electromagnetic Current Meter 
OBS Optical Backscatcer Sensor 
PT Pressure Transducer 
SGN Self Generated Noise (Bedload Sensor) 

A Rigs (Cardiff/Plymouth) 

B Rig (Cardiff] 

C Rigs (Hull) 

Mobile laboratory. 
Trailer, Logging 
Equipment 

Figure 1: Generalised B-BAND field set-up. 

The sensors were 
secured by burying their 
mountings below the sand 
surface, and the 200m cables 
were buried back up to the 
logging equipment in the 
mobile laboratory at the head 
of the beach. The large tidal 
range on these macrotidal 
beaches allowed a profile of 
measurements to be obtained through and beyond the surf zone over a tidal cycle. 
Care was taken to ensure that the instrument mountings were buried in excess of 
10cm below the sediment-water interface so as to prevent self-suspension by the rigs 
themselves. Depth of disturbance measurements indicated that maximum disturbance 
depths were less than 10cm over a tidal cycle. The OBS's were mounted to a 
slender (3mm diameter) stem which protruded out of the sediment-water interface 
from the subsurface mountings. No signs of scour were observed around these 
stems. 

Signals were low-pass filtered (cut-off frequency = 1Hz) and digitised at a 
rate of 2Hz on a personal computer. Each data run was 17.07 minutes in duration 
giving 2048 data points per channel. Data were recorded continuously from just after 
low water on the flooding tide to just before low water on the ebbing tide. Beach 
profile and depth of disturbance measurements were obtained during each low water 
period. 
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Field investigations were 
carried out at three 
macrotidal beach sites: 
Llangennith, South 
Wales; Spurn Head, 
North East England and 
Teignmouth, South West 
England (Figure 2). 
Following Wright and 
Short's (1984) 
morphodynamic 
classification of beaches, 
these sites will hereafter 
be referred to as the 
dissipative, intermediate 
and reflective beaches 
respectively. 

LOCATION OF B-BAND FIELD SITES. 

4 ^ SPURN HEAD: 
T'^Kflf     INTERMEDIATE 

SITE. 

LLANGENNITH 
DISSIPATIVE 
SITE. 

TEIGNMOUTH: 
REFLECTIVE 
SITE. 

Figure 2: B-BAND field sites. 

The dissipative beach is a 10km long, high energy beach with a shallow 
concave beach profile (gradient = 0.014-0.020) consisting of fine to medium grained 
quartz sands (D50= 0.21mm). The wave climate on this exposed west facing beach 
is a mixture of high energy Atlantic swell approaching from the WSW, and locally 
generated wind waves driven by the prevailing W and SW winds. The low beach 
gradient, high energy waves and large (up to 9m) tidal range combine to produce 
both broad surf (up to 350m wide) and intertidal (up to 500m wide) zones. 

The intermediate beach site is located near the end of a 5km long spit and 
faces into the North Sea. The prevailing wave climate is milder than that of the 
dissipative beach, but the coast is exposed to occasional violent storm waves which 
approach obliquely from the north-east and can produce plunging breakers with 
heights in excess of 3m. The beach profile consists of a steep high tide beach 
(gradient = 0.0975) comprised of fine to medium gravels and a shallow sloping 
(gradient = 0.023) low tide terrace consisting of a lens of well sorted, medium 
quartz sands (D50= 0.35mm) overlying boulder clays. Strong (up to lm/s) rectilinear 
tidal currents (tidal range = 3 to 6m) run parallel to the coast flowing in a south- 
westerly direction on the flood and north-easterly direction during the ebb. These 
currents exert a significant dynamical effect even within the surf zone. 

The reflective beach site faces south-east into the English Channel and is 
consequently sheltered from swell waves generated in the Atlantic Ocean. The local 
wave climate is dominated by infrequent periods of wind-driven waves from the 
east. The beach profile is headed at its shoreward extent by a vertical sea wall. The 
upper profile adjacent to the sea wall is convex and the lower profile seawards of 
the neap low tide level is slightly concave. The beach is comprised of medium 
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quartz sand (D50= 
0.24mm). Due to the 
steep beach profile 
(gradient = 0.067 to 
0.142) the intertidal zone 
at the reflective beach is 
comparatively narrow 
(<70m) in spite of the 
large (up to 6m) tidal 
range in this area. 

A wide range in 
incident wave conditions 
were experienced during 
each field deployment 
(Figure 3). Measurements 
were obtained during 
both calm conditions and 

through two storm events (H,/3= 2 to 3m) at the dissipative beach. The start of the 
intermediate beach experiment was marked by the largest storm in 3 years (H1/3 > 
3m) which breached the sand spit leaving it isolated from the mainland at high 
water. Wave energy levels were much lower during the reflective beach experiment. 
However, two periods of high wave energy for the locality did occur during the 
experiment (tides 3-4 and 11-12) when significant wave heights were between 0.5 
and lm. 
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Figure 3: Wave height variation during the B-BAND 
experiments. 

RESULTS 

The following discussion of the time series data is subdivided into 
hydrodynamics, sediment suspension, sediment transport and beach response. Further 
divisions are made where appropriate into oscillatory and steady components. 

Hydrodynamics, a) Oscillatory flows: 
The typical cross-shore pattern for the distribution of hydrodynamic variance 

observed on all the beaches sampled irrespective of the degree of profile reflectivity 
is shown in Figure 4. This example, recorded at the intermediate beach, shows the 
variation of the cross-shore current velocity spectrum with offshore distance. The 
energy distribution with offshore distance of all the principal components (incident, 
incident harmonics and infragravity components) of the spectrum appears to conform 
to current theory (cf. Ursell, 1952; Wright et at, 1982). The shorewards decay of 
incident wave energy and its associated harmonics within the surf zone is 
accompanied by a simultaneous increase in energy within the infragravity band. 

Although this basic pattern for the distribution of hydrodynamic variance is 
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common to all the beaches occupied, the relative importance of the principal 
components of the spectrum varies depending on the reflectivity of the environment. 
Two cross-shore current velocity spectra from the intermediate and dissipative 
beaches recorded in equivalent water depths (h = 0.8m) during comparable incident 
wave conditions (H1/3 = 2.5m) are presented in Figure 5. Hydrodynamic spectra 
recorded at the dissipative beach are strongly dominated by oscillations at 
infragravity frequencies, whilst at the more reflective environment, incident wave 
motion dominates the spectrum. 

Results obtained in this experiment have supported the findings of other 
researchers (cf. Holman, 1981) who have demonstrated that, for a given beach, the 
shoreline infragravity energy levels are linearly related to incident wave height. This 
proportionate response of the infragravity band with increased incident wave forcing 
is demonstrated in Figure 6 (and in Huntley et al., 1992). However, observations on 
beaches of varying reflectivity indicate that levels of long wave energy are not 
simply a function of the incident wave climate and that beach slope is an important 
factor which must be considered when predicting infragravity energy within the 
nearshore zone. 

b) Mean Flows: Longshore currents. 
The typical patterns for the variation in longshore current velocity with 

offshore distance through and beyond the surf zone at the intermediate and reflective 
sites are illustrated in Figures 7a and b. These figures show the effect of both the 
temporal variation in the tidal component and the spatial variation in the wave 
driven flow. The wave driven longshore flow in both cases is negative (to the 
south), enhancing tidal flows on the flood tide and opposing tidal flows during the 
ebb. The variation in the magnitude of the wave driven component conforms 
qualitatively to the theoretical profile of Longuet-Higgins (1970) which predicts low 
velocities within the inner/outer surf zone and a mid-surf maximum. 

Observations indicated that the net longshore current was the resultant of 
wave and tidally driven components. The relative importance of these components 
varied with tidal state, cross-shore location and beach reflectivity. 

Sjium llBJd 23rd April 91 , H W        Teignmou th 17th May 92 
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 •—     Moan v (6.5cm) 
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Vy 

Seaward 
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b 

Figure 7a, b: Variations in the mean longshore current with run number (depth) 
for a) the intermediate beach and b) the reflective beach. 



1994 COASTAL ENGINEERING 1992 

The tidal component was found to be particularly important in coastal regions where 
dominant tidal flows run parallel to the coast at the intermediate and reflective beach 
sites. At the dissipative beach, mean longshore flows were found to be weak due to 
both the low angle of wave attack and the prevalent direction of tidal flow which 
is perpendicular to the shoreline. 

Mean Flows: Cross-shore currents. 
Comparative plots for the cross-shore component of flow are shown in Figure 

8a and b. The pattern of flow is very repeatable both temporally within a given 
environment and at different sites. Within the surf zone, a strong (0.2m/s) near-bed 
offshore flow (undertow) is evident. On the intermediate beach there is also a weak 
(0.05m/s) near-bed onshore flow seawards of the surf zone. These results suggest a 
convergence in the steady near-bed cross-shore flow towards the break point. Similar 
results have been obtained by other workers, (eg. Bailard, 1987). 

Spurn Heid Z3ru April?! 

Mean u (at II).5cm) 

, H W        Teignmouth 17th May 92 

^      Surf zone 

 o—    Mean u (at 20.5cm) 

 •          Mean u {at 6.5cm} 

b \y 

Seaward >( surf zone-          1       *W 

Surf zone 

Run Number 

Figure 8a, b: Variation in mean cross-shore current velocity with run number 
(depth) at a) the intermediate beach and b) the reflective beach. 

A second feature of the mean cross-shore flow field commonly observed 
within the surf zone is an onshore near-surface flow. This is particularly noticeable 
in the readings obtained from the upper current meters just prior to them coming out 
of the water. In some cases there is evidence for a vertical flow reversal (see for 
example runs 2, 3 and 28, Figure 8b) with onshore flow close to the surface and 
offshore flow at depth. Similar results have been presented by Wright et al. (1982) 
and Bailard (1987). 

Sediment Suspension. 
Typical SSC and cross-shore velocity time series measured at the 

intermediate and dissipative beach are shown in Figures 9a and b respectively. These 
data were collected in similar water depths (h = 0.4-0.45m) within the inner surf 
zone during similar (incident) wave conditions. The suspension characteristics shown 
in Figure 9a are typical of those observed on both the intermediate and reflective 
beaches, with suspension events generally occurring on each wave cycle at incident 
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Spum Head 23rd April 91 
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Llangennith 17th November 88 

wave frequencies and the 
associated harmonics, 
with some secondary 
modulation at infragravity 
wave frequencies. 
Conversely, on the 
dissipative beach, 
suspension events are 
long lived (30 to 60s), 
dense (30 to 50g/l) and 
closely correlated with 
prolonged offshore flows 
at infragravity 
frequencies. 

Several of the B- 
BAND data sets show a 
profound tidal asymmetry 
in both the steady and 
oscillatory sediment 
suspension components. 
Examples of this 
phenomenon recorded at 
the intermediate beach 
during two different tides 
are shown in Figures 10a 
to d. These plots illustrate 
tidal asymmetry in the 
suspension data at 
different heights in the 
water column (top, 
middle and bottom OBS 

sensors), and at different spatial locations on the beach (eg rigs A3 and A2) in both 
the mean (Figures 10a and c) and oscillatory components (Figures 10b and d). The 
main reasons for the observed tidal asymmetry are thought to be de-watering of the 
beach during the ebb and a time-lag in bed-form response to changing hydrodynamic 
conditions   (Davidson et al., in press). 

Figure 9a, b: Typical cross-shore current and SSC time 
series measured in the inner surf zone on a) the 
intermediate beach and b) the dissipative beach. 

SEDIMENT TRANSPORT. 

1) Cross-shore 
Co-spectral techniques were extensively employed to examine the magnitude 

and direction of fluctuating sediment fluxes with frequency at different locations. 
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Figure 10a, b, c, d: Variation in steady and oscillatory SSC with run number 
(offshore distance) and height above the bed (intermediate beach). 

These results have supported earlier 
research carried out on beaches of low 
tidal range. For example, weak onshore 
transport at incident wave frequency was 
found seaward of the surf zone (eg. 
Huntley and Hanes, 1987, and Figure 
11). Conversely, within the surf zone, 
offshore sediment fluxes at infragravity 
frequencies were much greater in 
magnitude than the corresponding 
onshore transport at incident wave 
frequencies (eg. Russell, 1990, Figure 12 
from the dissipative beach, and Figure 
13 from the intermediate beach). 

However, other processes can 
alter this basic pattern. For example, the 
co-spectrum in Figure 14 illustrates 
strong offshore transport at incident 
wave frequencies over a rippled bed 
seawards of the surf zone at the 
intermediate site. This reverse transport 
at 

Frequency  (Hz) 

Figures 11 and 12: Cross-shore current, 
SSC co-spectra. 
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incident wave frequencies over 
rippled beds has been noted by other 
workers (cf. Dingier and Inman, 
1976). 

2) Longshore. 
In the longshore direction, the 

oscillatory transport contributions 
were negligible since the fluctuating 
component of longshore velocity and 
SSC were uncorrelated. The steady 
(both wave-driven and tidally 
modulated) flows dominated the 
longshore transport of sediment. 

BEACH RESPONSE. 

Fig. 13 
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Figure 13 and 14: Cross-shore current, SSC 
co-spectra. (13) Inner surf zone. (14) Over 
ripples (14). 

The sequence of beach 
profiles collected during the 
dissipative beach deployment are 
illustrated in Figure 15. This data 
has been re-plotted in Figure 16 as a 
2-dimensional plan to illustrate the change in beach level between consecutive 
profiles, so that areas of erosion and accretion can be readily observed. The classic 
pattern of offshore transport from a berm to an offshore bar is observed during the 
storm wave conditions at the start of the experiment (profile numbers 1-4), followed 
by a subsequent return of sand from the bar to the berm during small swell wave 
conditions later in the deployment (profile numbers 8-11). 
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Figure 15: Beach profile evolution (Llangennith). 
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'lire 16: Beach changes during the dissipative beach experiment. 

Depth of disturbance (DOD) measurements gave detailed bed level changes 
inside the box averaged over a tidal cycle. A typical result is illustrated in Figure 
17. However, no reliable quantitative comparisons could be made between the 
measured bed level changes in the box and sediment fluxes measured at fixed 
heights by the sensors. This is because of the inability of the suspension (OBS) and 
velocity (EMCM) sensors to measure sediment suspension either within the swash 
zone or within the bottom boundary layer. Hence, the calculation of accurate time- 
and depth-integrated sediment fluxes over a tidal cycle was not possible. The 
accurate measurement of the total load sediment transport rates in the surf zone 
awaits further development of instruments which are capable of obtaining reliable 
fast response concentration and velocity profiles which extend well into the bottom 
boundary layer, and are also capable of measuring within the swash zone. 
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Figure 17: Bed level changes within the box. 
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CONCLUSIONS. 

Results obtained using dense arrays of PT's, EMCM's and OBS's are 
invaluable for furthering our understanding of hydrodynamic and sediment transport 
processes on natural beaches. Results of particular interest so far include: 

i) The tidal asymmetry, affecting sediment transport processes on macrotidal 
beaches. 

ii) The relative importance of steady flows, long waves (surf beat) and incident 
waves to the total sediment transport rates in the surf, breaker and offshore zones 
and on beaches with differing slopes. 

iii) The relationship between infragravity response and incident wave forcing. The 
magnitude of infragravity perturbations are inversely related to beach reflectivity and 
directly related to incident breaker height. 

iv) The magnitude and phase relationships between cross-shore flows and sediment 
suspension with height above the bed. 

v) Assessing the reliability of fast response sensors in the prediction of the 
divergence of sediment across a given area. 

Work is continuing on analysing the vast (325 Mbyte) B-BAND data set, with 
particular emphasis on the influence of mean flows, reflection from coastal 
structures,   infragravity sediment transport and beach response. 
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CHAPTER 154 

LONGSHORE BAR GENERATION MECHANISMS 

Robert G. Dean1, Rajesh Srinivas1, and Trimbak M. Parchure2 

ABSTRACT 

A laboratory study was conducted to investigate mechanisms of bar 
formation with particular focus on infragravity wave and break point mechanisms. 
With one exception, all tests commenced with a planar beach composed of fine 
sand. Infragravity (IG) waves, the result of a biharmonic primary wave spectrum, 
were generated and documented. For various frequency differences of the 
components of the primary spectrum and thus the frequencies of the IG wave, the 
changes in nodal/antinodal positions were compared with the changes in positions 
of the bar formed during the experiment. It was found that the bar position 
experienced relatively small movements whereas the nodal/antinodal positions 
changed substantially as expected with the difference frequency of the primary 
waves. The approximately constant bar position was interpreted as due to the 
relatively constant primary wave height characteristics. The effects of the wave 
spectrum and wave height distribution on bar formation were investigated. The 
shape of the wave height probability distribution function was found to exert a 
noticeable control on the degree of bar relief, with those distributions characterized 
by a substantial concentration near the maximum wave height causing the more 
prominent bars. This is interpreted in terms of a transport influence function which, 
if held stationary, would result in a narrow prominent bar. The distributions with 
a small concentration near the maximum wave height resulted in a less prominent 
bar. A conceptual model is proposed which incorporates the transport distribution 
function and which results in bar characteristics which depend on the initial 
conditions. 

Coastal and Oceanographic Engineering Department, University of Florida, 
Gainesville, Florida 32611 USA. 
2Hydraulics Laboratory, Waterways Experiment Station, U. S. Army Corps of 
Engineers, Vicksburg, Mississippi 39801 USA. 
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INTRODUCTION 

Several mechanisms have been proposed for the formation of offshore bars, 
which can be described as rather low, generally shore-parallel positive features 
which rise a substantial fraction of the water depth above the sea floor. Bars occur 
singly or as a series of such features. In many locations of the world, they are 
correlated with seasons or episodic events of higher wave activity. In other 
locations, bars are perennial. 

Four mechanisms for the formation of bars are reviewed briefly below: (1) 
Break point, (2) Standing waves formed by reflection from shore back out to sea, 
(3) Standing edge waves, and (4) Overtake of harmonic waves. 

Break Point Mechanism 

The break point mechanism ascribes bar formation to the convergence of 
sediment transport due to either or a combination of sand transport seaward and/or 
landward towards the final bar position. The primary effect is seaward transport by 
the breaking process due to the vortex formed as the breaking wave transfers a 
torque to the water column which causes a local seaward bottom velocity. This 
seaward flow may be considered as undertow compensating for the landward mass 
transport. However, this undertow is locally reinforced by the aforementioned 
breaking induced torque. Bars frequently occur in wave tanks under the action of 
monochromatic waves. Such bars are referred to as "break point" bars in 
recognition of their causative mechanism. 

Standing Waves Formed by Reflection from Shore Back Out to Sea 

A wave propagating toward the shoreline will reflect to some degree from 
the shoreline forming partial nodes and antinodes. The degree of reflection increases 
with longer wave periods and steeper beach slopes. The shore parallel nodes and/or 
antinodes are attractive as an explanation for the bar formation (Sallenger and 
Howd, 1989). Some proponents of this mechanism suggest that formation can occur 
under either the nodes or antinodes (Carter et al. 1973). A narrow spectrum will 
cause the formation of long waves, generally termed as "infragravity" waves with 
frequency characteristics determined by the spectral width. These long waves reflect 
efficiently from the beach. It is well-known that bar-like features form in wave 
tanks under standing wave envelopes. 

Edge Waves 

The explanation for this mechanism is somewhat similar to that described in 
the preceding paragraph. The only difference is that edge waves are trapped by 
reflection thereby maintaining the energy within the nearshore trapping region 
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whereas for the preceding mechanism, the waves are "leaky" with the reflected 
energy propagating offshore. 

Overtake of Harmonic Waves 

The basis for this explanation is the alternate reinforcement and cancellation 
of waves of periods corresponding to the first harmonic of the dominant 
fundamental wave (e.g., Buhr Hansen and Svendsen, 1974). Two waves of this 
frequency are required: one bound to the fundamental by nonlinear mechanisms and 
a second free wave propagating at its own speed. Since the propagational speeds of 
these two waves are different, they will interfere, alternatively reinforcing and 
canceling at positions which, for a uniform water depth, are periodically spaced 
along the direction of wave propagation. Contrary to most field observations in 
which the bar spacing decreases with decreasing water depth, the overtake 
mechanism predicts an increasing bar spacing with decreasing water depth. 

EXPERIMENTAL FACILITIES 

The experiments described in this study were conducted in the facility shown 
in Figure 1 which consists of a wave tank with programmable wavemaker. The tank 
is approximately 37 m long, 2 m wide and 1.3 m deep. A long partition extends 
from near the wavemaker to the distal end of the tank forming two channels each 
of 0.9 m width. A beach of initial slope 1:19 was formed of fine sand (Dm%= 0.21 
mm) in one side of the partitioned tank. The wavemaker is driven by hydraulic 
actuators at two levels, each of which can be controlled independently. 

37m- 

Glass Wall       Sand Beach 
0.9m X 

-em- 

Basin Flow 

East Bay 
West Bay 

PLAN VIEW 
0.9m Partition 

Wall 57" Wave 
Absorbing 

Beach 

6m 

0.2m Thick Wall ^Carriage^ 
n    Rails     S 

1.9m 
CROSS-SECTION 

Steel Framework 

1.9cm Thick Plate Glass 

Still Water Level 
In Tank 

Figure 1. Schematic and Cross-Section of Wave Tank Facility. 
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INVESTIGATION CHARACTERISTICS AND RESULTS 

The experiments have attempted to address the question of bar formation 
mechanisms as well as the spectral characteristics that will result in the presence of 
a bar. All tests were conducted for at least 4.5 hours and the profiles appeared to 
be near equilibrium. Two study components were carried out and are described 
below. 

Correlation of Bar Characteristics And Infragravity Waves 

This study component is essentially an extension of that conducted by W. R. 
Dally (1987) in which the incident wave system was biharmonic, i.e. composed of 
two discrete components, thus resulting in a pronounced infragravity wave 
component. Reflection of the infragravity component from the wavemaker, an 
artificiality due to the wave tank, increased its amplitude; the locations of the nodes 
and antinodes were fixed by the long wave period and the beach profile. The 
infragravity wave characteristics were measured by a manometer and stilling well 
apparatus that damped the primary waves. An example of the primary and long 
wave systems and their associated spectra is presented in Figure 2. The associated 
wave height probability distribution function and initial and final beach profiles are 
presented in Figure 3. The method of relating the bar and nodal/antinodal positions 
to test this hypothesis differed from that of Dally. A total of four experiments of 
this type was carried out: the analysis and results will be described later. 

In addition to documenting the long wave envelope structures generated in 
the laboratory, they, were calculated considering the long wave to be free and 
represented by the following equation 

which was formulated and solved in finite difference form and found to compare 
favorably with the analytical solution for a planar beach 

TI = Jo (2VKX ) 

where 

o2 

g m 

and J0 is the zeroth order Bessel function of the first kind, a is the long wave 
angular frequency, g is gravity and m is the profile slope. The agreement was found 
to be good. Figure 4 presents an example of calculated and measured long wave 
envelopes for Case 3. 
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WAVE   HEIGHT    (CM) 

a) Wave Height Probability Distribution for Case 1. 
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Figure 4. Comparison of Measured (Dashed) and Computed (Solid) Long Wave 
Envelopes for Case 3. 

Table 1 summarizes the positions of the bar and nearest measured IG wave 
node and antinode. Plotted in Figure 5 is the relationship between the measured 
changes in bar and measured IG wave nodal/antinodal positions. The changes are 
relative to the next lower difference frequency (Table 1). If the bar were formed by 
the infragravity wave system, it is expected that a change in the IG nodal/antinodal 
position from one frequency to another would correspond to exactly the same 
change in bar position. Stated differently, the points in Figure 5 should fall along 
a straight line inclined at 45°, whereas although the positions of the nodes and 
antinodes changed as expected with IG frequency, the bar location experienced little 
change. Based on these results, the hypothesis that the bar is caused by the position 
of envelope of the IG wave is rejected. The nearly unchanging position of the bar 
position with nearly constant wave height supports the break point hypothesis of bar 
formation. 

Effect of Wave Spectra and Wave Height Probability 
Characteristics on Bar Formation 

A series of experiments was conducted to attempt to identify the effects of 
different incident wave spectral characteristics on bar formation. Table 2 
summarizes the characteristics of these tests. Both continuous and discrete spectral 
shapes were tested. Figures 2 and 3 have presented an example for Case 1 showing 
primary and long wave records, the associated probability distributions and resulting 
profiles. Similar results for Case 5 are presented in Figures 6 and 7. Figure 8 
documents the wave height probability distribution and initial and final profiles for 
Case 7 and the profiles for Case 8. 
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Table 1 

Characteristics of Experiments with Biharmonic Primary Waves 

Case 
Primary 

Frequencies 
(Hz) 

Difference 
Frequencies 

(Hz) 

Nodal 
Position 

(m) 

Antinodal 
Position 

(m) 

Bar 
Position 

(m) 

1 0.47, 0.53 0.06 14.3 15.3 14.8 

2 0.46, 0.54 0.08 13.5 15.0 14.9 

3 0.45, 0.55 0.10 12.5 15.0 14.8 

4 0.44, 0.56 0.12 11.6 13.1 14.5 
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Table 2 

Test Characteristics for Various Spectral Characteristics 

Case 
Initial 
Profile 

Spectral 
Character. 

Mean 
Freq. 
(Hz) 

Final Bar 
Position 

(m) 

Maximum 
Wave 
Height 

(m) 

5 Planar Multifreq. 0.5 15.0 0.16 

6 Barred Multifreq. 0.5 15.0 0.16 

7 Planar Continuous 0.5 14.3 0.11 

8 Planar Monochrom. 0.5 13.9 0.11 

The effects of the wave height probability density (WHPD) function are 
evident by comparing Figures 3, 7 and 8. The WHPD functions for Cases 1 and 5 
have either primary or secondary peaks near the maximum wave height, whereas 
for Case 7, the most probable wave heights occur at a height of approximately one- 
half the maximum height. For Case 8 (monochromatic), the peak is at the maximum 
wave height. The final profiles for all cases with primary or secondary peaks near 
the maximum wave heights have pronounced bars whereas the final profile for the 
WHPD function with no peak near the maximum wave height is relatively subtle 
and diffuse (Figures 8a and 8b). Also, it was noticed during the experiments that 
the rate of evolution towards a fully developed bar was more rapid for those WHPD 
functions with a primary peak near the maximum wave height. 

SUGGESTED MECHANISM FOR BAR FORMATION 

Based on the results of this and previous studies, the following model is 
proposed for bar formation. The break point mechanism is responsible for the type 
of bars investigated here in the laboratory. Moreover, they also apply to bars that 
we have investigated in the field (Dolan and Dean 1985). 

In order for bars to form, the fall velocity parameter HJ(w 1) (H0 = deep- 
water wave height, w = sediment fall velocity and T = wave period) must be 
greater than approximately 3 (Kriebel et al. 1986). Multiple bars require a 
sufficiently mild slope such that wave reformation and multiple breaking occurs. 
For conditions that are marginally favorable for bar formation, the probability 
distribution of breaking wave heights can result in non-formation if the WHPD 
function does not have a peak near the maximum wave height. Bars tend to be self 
maintaining by trapping waves to break on the bars. Conditions that are marginally 
favorable for bar formation can form a prominent bar if a bar feature is initially 
present. 
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The mechanism for bar formation can be considered in terms of a transport 
influence function. f(x') where x' is the local coordinate fixed to the time-varying 
breaking point and the function f(x') is scaled according to the breaking wave height 
or wave energy dissipation per unit water volume. Seaward of the breaking point 
the transport is landward, and landward of the breaking point the transport is 
directed seaward. When intense breaking wave conditions extend across a wide 
breaking zone, the net bar generating transport mechanisms are diminished relative 
to a stable breaking wave position. To reach equilibrium, there must be a negative 
feedback on the influence function. The failure to date to adequately define this 
feedback mechanism appears to be one of the major impediments in our attempts 
to quantify the full mechanisms for bar formation and equilibration. 

SUMMARY AND CONCLUSIONS 

A series of wave tank experiments has been conducted to investigate 
mechanisms of bar formation. Conditions encompassed monochromatic waves and 
a variety of wave spectra, including cases specifically planned to generate and 
document the characteristics of the infragravity waves known to accompany a 
narrow spectrum of primary waves. The conclusions reached from this investigation 
are presented in the following paragraphs. 

The tests conducted with two primary waves which produced a long standing 
wave were analyzed and the changes in bar position and changes in long wave 
nodal/antinodal positions compared. It was found that while the long wave 
nodal/antinodal positions changed as expected with the long wave period, the bar 
position experienced relatively small displacements. It is concluded that the bar 
position is governed by the breaking position rather than the long wave envelope 
structure. 

Tests were conducted with a range of spectral shapes and a corresponding 
range of wave height probability density functions. It was found that for the tests 
conducted with a density function characterized by a primary or secondary peak 
near the maximum wave height, intense breaking occurred over a smaller range of 
positions and the bar was more accentuated and concentrated in position. For 
conditions with a maximum density near the mid-range of wave heights, breaking 
occurred over a correspondingly broader range of positions and the bar was 
somewhat more subdued and less concentrated. These results are interpreted as the 
result of the dynamic equilibrium in which, as the bar breaks at a particular 
location, it induces bar formation transport mechanisms; however, due to the 
aforementioned variation in breaking wave position, the breakpoint transport pattern 
is not positionally stable for a sufficient duration to cause the bar to form to the 
degree that would occur under a constant breaking position. On the basis of these 
findings, a conceptual model for bar formation is proposed, which has as a 
significant element, a transport influence function with characteristics near the 
breakpoint that tend to result in bar formation. Depending on the wave height 
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distribution function and the initial beach profile characteristics, the break point 
ranges across the active profile and thus results in a dynamic equilibrium. 

It is hoped that the results presented herein will stimulate further research 
on bar formation which will either support the mechanisms presented here or will 
lead to a more thorough understanding and robust models of bar formation and 
maintenance. 
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CHAPTER 155 

SHEET FLOW 
UNDER NONLINEAR WAVES AND CURRENTS 

Mohammad Dibajnia x     and      Akira Watanabe 2 

Abstract 

Experiments were conducted on initiation and transport rate of sheet 
flow under asymmetric oscillations. Values of net sand transport rates 
under asymmetric oscillations and superimposed currents were also mea- 
sured. In this paper, based on physical interpretations, a new parameter 
representing the observed transport mechanism is derived. Using this 
parameter a general transport formula is then presented and applied to 
estimating the net transport rate and its direction; fairly good agreement 
with the experimental results is observed. It is shown that the newly in- 
troduced parameter together with the sediment Reynolds number can 
fairly well express the inception of sheet flow. 

1. Introduction 

This paper is concerned with intense sand transport under high oscillatory 
shear stress conditions when ripples have been washed out and the bed is flat; the 
so-called sheet flow transport. As the orbital velocity of fluid over a rippled bed 
is increased, the oscillatory ripples lose their height and finally will all disappear. 
Sediment motion then occures as a sheet of sand within a few centimeters of the 
bottom, moving with the intense orbital motions. A nearly flat bed with a high 
sediment transport rate is a condition that can be expected over much of the 
surf zone during storms (see for example Dingier and Inman, 1976). Therefore, 

'Dr. Eng., Penta-Ocean Construction Co. Ltd., 2-2-8 Koraku, Bunkyo-ku, Tokyo 112, Japan 
(Post doctoral fellow, Univ. of Tokyo). 
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detail knowledge of sheet flow transport is of decisive importance in a successful 
modeling of beach topography change. 

There have previously been several experimental studies of sheet flow trans- 
port from different points of view. Among them Manohar (1955), Chan et al. 
(1972), Komar and Miller (1975), Kaneko (1981), and Horikawa et al. (1982) have 
considered the inception of sheet flow, while Horikawa et al. (1982), Sawamoto 
and Yamashita (1986), and Ahilan and sleath (1987) have been concerned with 
the rate of sediment transport. These studies, however, have all considered the 
sheet flow under purely sinusoidal oscillatory motions. Hence, only transport 
rates over half a cycle have been obtained, because in a sinusoidal oscillation 
the net transport over a complete cycle is zero. In reality, however, waves are 
nonlinear and asymmetry of the near-bottom velocity during the two half cycles 
of the orbital motion or steady currents superimposed on the waves can produce 
significant net transport. 

The objectives of the present study were to investigate the initiation of sheet 
flow under asymmetric oscillations, to measure the net sheet sand transport rate 
under asymmetric oscillations and superimposed steady currents, and, to estab- 
lish a transport rate formula to be used in modeling of beach topography change. 

2. Experiments 

The present experiments were carried out in a loop-shape oscillatory/steady 
flow water tunnel at the University of Tokyo. The tunnel is driven by a piston to 
generate oscillations of any given arbitrary shape and by a pump to superimpose 
a steady current on the oscillation. It has a horizontal test section of rectangular 
cross section with glass side walls and removable acrylic ceilings. The test section 
is of 2.0 m length, 0.22 m height, and 0.24 m width. For the present experiments 
the width of the test section was reduced to 0.12 m in order to provide large 
values of velocity. Sand traps made of honeycombs were installed at both ends 
of the test section in order to trap the sand which would otherwise move out 
of the test section. Toyo-ura sand with median grain size of 0.2 mm and mean 
fall velocity, W, of 2.3 cm/s was used. The depth of the bed of sediment was 
approximately 7 cm with a length of 1.6 m. 

Five oscillation periods ranging from 1 s to 4 s and four nonlinearity indices 
Umzx/u = 0.5,0.6,0.7,0.8 (see Fig. 1) were selected. Longer oscillation periods 
could not be used because of the limited length of the test section. Time histories 
of the water particle displacement were simulated on the base of the first-order 
cnoidal wave theory which is valid in relatively shallow water. A laser-Doppler 
velocimeter was used to measure the water particle velocities through the side 
wall of the tunnel. Velocity profiles corresponding to each case were measured 
over a fixed bed and were then repeated over the sandy bed. 

At first, conditions for disappearance of ripples and inception of sheet flow 
were investigated and net transport rates due to pure oscillatory motions were 
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Figure 1: A typical velocity profile. 

measured. Then four steady flow velocities (U ~ —20,-10,10,20 cm/s) were 
superimposed on each of the oscillations and resulting net transport rates were 
measured. 

To investigate the initiation of sheet flow, the normal test procedure was for 
the tunnel to be set in motion with the required frequency and nonlinearity index, 
while the bed was flat. At the begining the amplitude of the oscillation was small 
in order to let the ripples appear and form. Then the amplitude was gradually 
increased until the ripples disappear and the bed became flat again. For the 
measurement of net transport rate the procedure was as follows. First a thin 
plate was carefully placed at the middle of the test section, to separate its two 
sides completely, and the sand was weighted and placed in each side in such a 
way to make a uniform flat bed. Then the plate was removed and the tunnel 
was set in the required motion for as long as 100 cycles of oscillations provided 
that the bed remained nearly flat. The test time duration was shorter if the bed 
started to distort. Finally the thin plate was again placed at the middle of test 
section and the sand from each side was removed and weighted to give the net 
transport rate. 

3. Initiation of Sheet Flow 

A total of 18 cases covering periods of 1 to 4 s and nonlinearity indices 
Mm»x/" = 0.5 to 0.8 were tried. There was no steady current. In order to clas- 
sify the data by using the conventional parameters, a knowledge of near-bottom 
orbital velocity amplitude and period is required. Unlike a sinusoidal velocity 
profile, appropriate definitions for the above mentioned quantities are less clear 
for an asymmetric velocity profile and they could be different according to the 
phenomenon under investigation. 

Analysis of the current data showes that the maximum velocity for the incep- 
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tion of sheet flow changes with both the wave period and nonlinearity but the 
effect of nonlinearity is much more significant; namely, for a given wave period, 
a more asymmetric velocity profile requires a higher maximum velocity to wash 
out the ripples and initiate the sheet flow transport. It is concluded that as far 
as the disappearance of ripples and inception of sheet flow is concerned, it is the 
energy contained in the near-botton velocity profile which is the important factor 
in defining the near-bottom orbital velocity amplitude, uw. That is why for a 
more asymmetric profile, with a slender crest and a wide but small trough, a 
higher maximum velocity is required. Hence, uw is defined as 

u-w — 'uims = ?/' 1   JO 
ufdt (1) 

in which urms is the root mean square value of w and the other definitions are 
given in Fig. 1. In case of a sinusoidal velocity profile uw obtained by (1) is equal 
to the velocity amplitude. Hence, uw defined by (1) is an equivalent sinusoidal 
velocity amplitude for the asymmetric velocity profile. 

Manohar (1955) has reported data on disappearance of ripples for a wide 
range of sediments and under different flow conditions. His data are reanalyzed 
and used together with the data of Horikawa et al. (1982), Sato et al. (1987), 
and the present data. Several different parameters and their combinations are 
examined. It is found that the two parameters used by Kaneko (1981), 
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give a more continuous and clear trend, shown in Fig. 2, than the other existing 
criteria including that of Komar and Miller (1975). Here d is the grain size, 

S = J2vT/-!T the Stokes layer thickness, v the fluid kinematic viscosity, g the 
acceleration of gravity, and s = (ps — p)/p with ps and p being the densities 
of sand and fluid, respectively. One can say that under an intense fluid motion 
it is the strong turbulence structure near the bottom which destroy the ripples 
rather than a shear mechanism. Therefore, 0 which represents the flow energy 
or intensity is more appropriate than the relative bottom shear stress, W, used by 
Komar and Miller. 

In the next section a new parameter, u, is introduced which may be further 
changed to 

A = 
sgWT   \d 

The following relation is then found to give a good inception criterion (Fig. 3) 

(2) 

Wd / 1 \0f 

— = 42.5 ( - - 0.051 
v \A 

(3) 
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It should be pointed out again that the present data are for the initiation of 
sheet flow over a rippled bed. In case of an initially flat bed, however, sheet flow 
could occur in lower flow velocities. This is because that over a rippled bed an 
excess amount of energy, comparing with a flat bed, is required to level the bed. 

4. Net Transport Rate 

More than 100 experiments were carried out and the net transport rates were 
measured. According to Ahilan and Sleath (1987), the sheet sand transport rate 
over a half cycle of a sinusoidal oscillation can be well estimated as a function of 
the Shields stress, 1?, by the formula of Shibayama and Horikawa (1980), 

<j> = 19.0 V3   , (4) 

which is same as the formula of Madsen and Grant (1976) with a different value 
of the coefficient. In this relation cj> = (1 — X)q/Wd is the nondimensional trans- 
port rate, q the volume of transported sand per unit time, and A the porosity 
of sand. Madsen and Grant suggested that under an asymmetric oscillation the 
overall net sediment transport rate, $ = (1 — X)Q/Wd, could be calculated by 
integrating their formula with respect to time, half cycle by half cycle and taking 
the difference between the rates during successive half cycles. Denoting this by 
^>cai., one may write 

ion 

(5) ^. = ~(Tcrc-W?) 
in which 

2    sgd                  2    sgd 

and 

ul = — 1    u2dt    ,    u2 = — /   u2dt (6) 

where uc and ut are equivalent sinusoidal velocity amplitudes for the positive 
and negative portions of the velocity profile, respectively, and fc and ft are their 
corresponding friction factors. Figure 4 shows the comparison between calculated 
and measured net transport rates, $cai, and <£meij,s., for all the cases. It is seen that 
except for few cases the disagreement is generally high and this method fails to 
predict not only the magnitude of the net transport rate but also its direction. It 
is clear that such a procedure could be correct only if the sand transports during 
the two half cycles are completely independent of each other. Then, under such 
a condition and for a velocity profile similar to the one shown in Fig. 1 (i.e. 
I wmax |^>| Umin | and Tc < Tt ), the net transport rate should usually be in 
the direction of positive velocity.   However, during the present experiments it 
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was noticed that especially for highly asymmetric profiles (i.e. Mmax/w = 0.8) 
the sand which had been entrained during the positive half cycle, was brought 
back into the negative direction by the successive negative half cycle; and this 
mechanism in some cases was strong enough to make the net transport to be in 
the negative direction. In fact, it was observed that sheet flow is the motion of a 
condense suspended sand layer which is confined to the region near the bottom 
and its thickness depends on the magnitude of velocity. Once there was a positive 
velocity large enough to raise up sand particles to such a level that they could 
not reach the bottom before the negative velocity occured, then these particles 
tended to be carried to the negative direction. 

In order to evaluate this mechanism we assume, as a first approximation, that 
the fluid and sediment should move together with the same velocity, and that the 
flow kinetic energy is transferred to the required potential energy to raise up sand 
particles through the strong but confined eddies which exist inside the sand sheet 
layer. Hence, the kinetic energy, Ek, of a sand particle with volume V moving 
with its ambient fluid, averaged over the time under the positive velocity, Tc, may 
be estimated as 
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Ek = \pVul   . (7) 

The potential energy, Ep, required to raise that particle as high as one unit of 
length is 

Ep = (p.-p)Vg  . (8) 

Therefore, the distance that a sand particle travels upward, or in other words, 
the thickness of sand sheet layer, As, can be obtained as 

Ep      2sg y ' 

According to this expression the thickness of sheet layer is proportional to the 
square of velocity and independent of the grain size. Now lets consider a sand 
particle which is entrained. It will fall into the bottom by its free fall velocity, 
W. The time required for this particle to reach the bed, Tfau, will be 

Tull-W-2sgW   • (10) 

Suppose a case in which Tfan is longer than Tc. Then what will happen is that 
before the sand particle reaches the bottom, the negative velocity will occur and 
will carry it into the negative direction. This means that the ratio of Ttal\/Tc can 
be an appropriate indication for the phenomenon of our interest. Thus, we define 

1 Uc /11\ wc = ~=- (11) 
2sgWTc 

V    ; 

to represent the intensity of the above suspension mechanism. In Fig. 5 the 
measured net transport rates, #meas., under pure oscillatory motion are plotted 
against their corresponding values of LUC. It is seen that $meas. increases with 
increasing u>c until it reaches a maximum at around wc = 1 and, due to the 
already-mentioned suspension mechanism, starts to decrease thereafter. For val- 
ues of wc greater than about 2.5, the mechanism is so strong that makes the net 
transport to be in the negative direction. From this figure we can see that LUC is 
an appropriate tool not only for the prediction of transport direction but also for 
estimating the magnitude of net transport rate. In fact toc is a time ratio which 
in turn is an indication of the intensity of suspension, and/or an indication of the 
sand concentration. 

Up to now we have only considered the positive portion of a velocity profile. 
However the same suspension mechanism could happen during the negative half 
cycle. Therefore we introduce u>t as 

--y^- <i2» 
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Figure 5:   Relation between the measured net transport rates and the pa- 
rameter wc. 

Now, the net transport rate should be obtained as the difference between the 
rates during the two half cycles including the effect of suspension during one 
half cycle on its successive half cycle. It was already described that part of the 
sand entrained during the positive half cycle of velocity profile may remain in 
suspension and be carried by the velocity of the successive negative half cycle 
into the negative direction, and vice versa. Hence, for example, the negative 
velocity has two groups of sand to carry; one is the sand which is entrained by 
the negative velocity itself, and the other one is the sand remaining in suspension 
from the previous positive half cycle. Having this in mind, we define a parameter, 
F, to represent the net transport rate, as 

r = ucTc(f% + !2't
3) - utTt{n? + ft* 

(uc + u,)T 
(13) 

In this relation Q'c represents the amount of suspended sand remaining from the 
positive half cycle, to be carried by the negative velocity. Similarly Q't stands 
for the amount of sand still in suspension from the negative half cycle which 
will be transported to the positive direction. On the other hand, J?c represents 
that amount of sand which is entrained and carried only by the positive velocity; 
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and flt indicates the amount of sand which is entrained, transported, and settled 
during the negative half cycle. 

It was already discussed that if the values of u) (uc and wt) are less than unity 
there will be no exchange of suspended sand between the two half cycles; both 
£2'c and Q't will then be equal to zero. It was also mentioned that uic (or uit) is 
a parameter with two meanings; namely, it represents the time ratio Tfau/Tc (or 
Tfaii/Ti) and also it indicates the intensity of sand concentration. Now suppose a 
case in which ui (iuc or wt) is greater than one. Consider ui as representing the sand 
concentration. It should be divided into two parts; one part corresponding to the 
sand transported and settled during the current half cycle, uim, and the second 
part, ui', corresponding to the sand which will be delivered to the successive half 
cycle. This time consider ui as the time ratio. If this ratio is greater than one 
the suspension mechanism will be effective. The larger a value of w the more 
suspended sand to be delivered to the next half cycle. Hence, we may assume 
that u/, as a first approximation, is equal to the amount that u surpasses unity; 
namely, 

if  u< 1 

if  UJ > 1 

(14) 

Based on the above interpretation, the following relations are used to estimate 
values of Oc, Q'c, Ot, and Q't: 

if wc < 1   {  "' ~ u° • — 

if u>c > 1 

if <jt<l 

if uit > 1 

O'=0 

Be 
WTr 

n'c = (^ -1) 

Ot = <*>t 

r?; = o 

fl« = 
WTt 

0't = {Ut - 1) 

WTr. 

WTt 

(15) 

WTt 
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w 

Figure 6 shows values of | F | plotted versus | #meas. | for the present sheet flow 
data and for the previous data on suspended load above ripples. Fairly good 
relation is observed for the present data. The solid line which is fitted for the 
present data reads 

= o.ooi I r (16) 

Values of @s based on this relation are compared with the measured values in Fig. 
7; $>s taking the same sign as r. It is seen that both the magnitude and direction 
of net transport rate under sheet flow condition are very well predicted. 

The generality of r defined by (13) also permits its application to estimating 
the net transport rate over ripples. It is well known that suspended load is 
the predominant transport mode over sand ripples. Although the suspension 
mechanism above a rippled bed is different from that of sheet flow, but one 
may expect that the present concepts generally hold, though in a different scale, 
for suspended transport over ripples.  It should be noticed that in the presence 
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of ripples usually most of the sand suspended during one half cycle is carried 
by the velocity of the coming successive half cycle. This means that over the 
ripples values of f2' should be much larger than their corresponding values of 
n. Hence, in relations (14), we may change the critical value of u> from unity 
to a value of the order of 0.001 corresponding to bedload condition. This is 
tried for the experimental data of Sato (1987), Watanabe and Isobe (1990), and 
Sunamura (1982) and the results are shown in Fig. 7. It should be mentioned 
that measured velocity profiles for the data of Sato and those of Sunarnura were 
not available; they are calculated by using the Stream Function Method from 
the reported flow conditions. Also for the data of Watanabe and Isobe, only 
the maximum and minimum values of velocity and values of Tc and Tt were 
available. Sunamura's data have been obtained in a wave flume, while those of 
Sato, and Watanabe and Isobe are from the same flow tank as that of the present 
experiments. Considering these points we can see the reasonable performance of 
r in estimating the transport rate above ripples. 

It is instructive to note that the third power of Q which corresponds to the 
sixth power of velocity is used in relation (13), and then nearly the square root 
of r is taken in (16). This shows the correlation of transport rate with nearly 
the third power of velocity. However, using a power of 1.5 instead of 3 for Q in 
(13) gives a slightly weaker correlation than what is seen in Fig. 6. 

In a real field, there is a transition region between the rippled bottom of 
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suspended load and the flat bed of sheet flow. Over this region, the ripple height 
decreases and the net transport rate changes its direction from the offshoreward 
suspended load to the shoreward sheet flow. The critical value of w, should then 
be gradually changed from 0.001 to unity over this transition region. Further 
study on the critical value of ui for suspended load is also required. 

5. Conclusions 

Experiments were conducted on the initiation of sheet flow under asymmetric 
oscillations, and on the net sand transport rate under asymmetric oscillations and 
superimposed currents. Concerning the inception of sheet flow it is found that 
for a velocity profile with an arbitrary shape, it is the energy contained in that 
velocity profile which is the important factor in defining the near-bottom orbital 
velocity amplitude. Among the available criteria, it is found that the parameters 
used by Kaneko (1981) give a more continuous and clear trend than those by 
the others. A new parameter is also introduced wich together with the sediment 
Reynolds number can fairly well express the inception of sheet flow with a better 
performance than that of Kaneko. 

The validity of the method of Madsen and Grant (1976) in predicting the net 
transport rate and its direction under sheet flow condition is examined. It is found 
that except for few cases this method fails to predict not only the magnitude of 
the net transport rate but also its direction. Their procedure could be correct only 
if the sand transports during successive half cycles of oscillations are completely 
independent of each other. In the present study it is found that once there is a 
positive velocity large enough to raise up sand particles to such a level that they 
can not reach the bottom before the negative velocity ocurres, then these particles 
tend to be carried to the negative direction. Based on physical interpretations a 
new parameter representing this phenomenon is derived. Using this parameter a 
general transport formula is presented in which the above-mentioned mechanism 
is taken into account. It is shown that both the magnitude and direction of 
net transport rate under sheet flow condition are very well predicted by the new 
formula, and that the formula is potentially applicable to estimating the net 
transport rate of suspended load above ripples. 

It should be mentioned that in the present formulation, the steady current 
velocity is added to the oscillatory velocity profile and the resulting velocity 
profile is then used and analyzed. This is different from those methods who 
consider the transports due to waves and currents separately. It is seen that 
the present method is successful and more realistic, while its application to the 
horizontal plane problems is also straightforward. Another point is that the 
Shields parameter is not used in this study for estimating the transport rate. 
This is because of the uncertainty still involved in estimating values of friction 
factor under intense flow conditions. Once the shear stress at the bottom could 
be accurately determined, then it should be used in the formulations. 
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CHAPTER 156 

Assessment of Coastal Processes for the 
Design and the Construction of the 

Zeepipe Landfall in Zeebrugge 
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ABSTRACT 

Early 1991, Statoil started with the installation of 
a 40 inch diameter gas pipeline between the Sleipner and 
later Troll field in the Norvegian sector of the North 
Sea and the harbour of Zeebrugge on the Belgian coast. 

The connection between the offshore and the onshore 
pipeline was performed in August 1991, in the landfall 
area of Zeebrugge. The design and the construction of the 
landfall in the nearshore area required an extensive 
survey and engineering program taking the environmental 
parameters and the coastal processes into account. 

1. INTRODUCTION 

The Zeepipe Gas Pipeline Project for the delivery of 
natural gas extracted from the Sleipner field was 
approved by the Norwegian Parliament in December 1986. 
Den Norske Stats Oljeselskap A.S. (Statoil, Stavanger - 
Norway) is the operator on behalf of the Zeepipe owners 
and is responsible for the planning, the construction and 
the operation of the Zeepipe system. 

Zeepipe is the largest offshore pipelaying project 
undertaken up till 1991. Approximately 810 km of 40", 38 
km of 30" and 230 km of 20" pipelines will go through the 
Norwegian, Danish, German, Dutch and Belgian sectors of 
the North Sea. 

Zeepipe is a pipeline system for the transport of gas 
from the Norwegian Sleipner field to Zeebrugge on the 
Belgian Coast. 

2029 
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Figure 1 : Description of 
Zeepipe system 

In the North Sea (figure 1) 
the Zeepipe system will 
also be connected to the 
existing Statpipe- and 
Norpipe systems (Stolberg - 
1992) . 

Via the terminal in 
Zeebrugge Zeepipe will be 
connected to the European 
gas distribution system. 
The gas will be distributed 
to purchasers from Germany, 
France, Belgium, the 
Netherlands and Spain. 

The landfall of Zeepipe was 
planned to be in the 
Zeebrugge Harbour with the 
Landfall Valve Station 
(LVS) on the LNG-peninsula 
of Zeebrugge. 
The design of the landfall 
had to take all nearshore 
coastal processes, geotech- 
nical and sedimentological 
characteristics of the area 
into account to allow 
proper pipelaying and 
pipeline operation. 

2. THE ZEEBRUGGE LANDFALL AREA 

2.1. General site description and morphology 

The landfall area on the Belgian Coast is located on 
the eastside of the Zeebrugge Harbour southeastern dam 
(rubblemound breakwater). The offshore area in which 
Zeepipe is installed is a part of the Southern Bight of 
the North Sea. 

The area (figure 2) under concern for Zeepipe and the 
landfall is part of the fore-delta of the Western Scheldt 
estuary. Strong hydrodynamic, morphological and 
sedimentological conditions are characterizing this 
region of the North Sea where relative "young" quaternary 
deposits occur on the seabed. 
Some kilometers north of the Zeebrugge harbour, two 
important shipping lanes are draining most of the in- and 
outgoing traffic to and from the Western Scheldt estuary, 
i.e. the Scheur and the Wielingen. 
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Figure 2 : 
Nearshore and shore approach 
area for the landfall of 
Zeepipe in Zeebrugge. 

Figure 3 : 
Differential map (1990- 
1986) of the shore 
approach and beach area 
processed with DTM. 

In order to assess the environmental conditions 
related to the bottom lithology and the soil conditions 
during the engineering, detailed pre-laying surveys have 
been executed. 

2.2. Bathymetric survey 

In order to provide recent and detailed data on the 
seabed topography, bathymetric surveys have been carried 
out in a corridor, centered along the Zeepipe axis 
(corridor width : 1000 m) . 

The bathymetric survey has been executed using the Atlas 
Fansweep 200 kHz swathe echosounder (sweep angle : 126°) 
simultaneously with a dual-beam Atlas Deso 20 echosounder 
(detection of loose mud deposits). 

The swathe echosounder Fansweep, used for the first time 
on operational basis, delivered very detailed bathymetric 
maps with on average 1 depth value/m2 (Vessel used : "M.S 
Pegasus" from Geoconsult A.S) . Tide-reduction was 
achieved by using the official tide-gauges and 1 extra 
shorebased and 1 extra offshore selfrecording tide gauge. 
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Bathymetric survey data were processed using advanced 
DTM-processing (Digital Terrain Model) on HP-9000 CAD- 
computer to produce the combined survey maps. 

Parallel to these bathymetric surveys, all available 
existing hydrographic data from 1980 to 1990 and in a 5 
km wide corridor along Zeepipe were collected (data-base 
Haecon N.V.) and processed as differential maps to 
determine natural and man-made recent morphological 
changes of the seabed (e.g. fig. 3) 

2.3. Geophysical survey : 

Because of the known soil heterogeneity and the local 
presence of outcropping tertiary geologic layers, shallow 
seismic survey has been conducted in the surveyed Zeepipe 
corridor in order to pilot the geotechnical/geologic soil 
investigation. 

A shallow seismic survey was carried out by using 
alternatively a 50 J EG & G Minisparker and a Thompson 
Pipeliner (3,5 + 7 kHz) in order to optimize penetration. 

The significant seismic reflectors are associated with 
important layers for the design, i.e. : 

a. the erosion surface of the tertiary layers marking 
the transition from tertiary to recent quaternary 
deposits (often associated with gravel) ; 

b. overconsolidated tertiary clay layers 

In combination with the shallow seismic tracks, side-scan 
sonar surveys were executed (apparatus : Klein 531T (100 
kHz) + EG & G260 (100 kHz)) in order to identify : 

a. possible obstacles (wrecks, cables, ...) ; 4 
significant obstacles were detected ; 

b. morphologic bottom features such as ripples, sand- 
waves, . . . reflecting residual bed-load transport 
directions ; ripple and sand-wave fields crossing 
Zeepipe at Bol van Heist Sandbank could clearly be 
identified. 

All geophysical data were digitally transferred to the 
HP-9000 CAD and Intergraph 6040 workstation for combined 
map production. 

2.4. Geotechnical/geologic surveys 

Different geotechnical/geologic surveys with corings 
and piezocone penetration testings (PCPT) were executed 
along the Zeepipe route in the offshore and onshore part 
to  ascertain/verify  geophysical  survey  and  to  get 
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geotechnical information for the design of the pipelaying 
and landfall works. 
Vessels mobilised for the soil investigation include the 
self-elevating platform "Tijl II" (HSS) and the "M.S. 
Bucentaur" (Farmand Survey). 

Coring was executed by continuous sampling of the soil 
layers (figure 4). Piezocone penetration testing was done 
to investigate soil cone resistance, sleeve friction and 
pore-water pressure ; geotechnical parameters such as 
friction angle, relative density and undrained shear 
strength could be deduced. 

Cone Resistance qT (Hpa) 

Figure 4 : Example of geotechnical/geologic soil 
investigation results. 
Coring + PCPT in the landfall area. 

All geotechnical data were digitally transferred to the 
HP-9000 CAD and Intergraph 6040 system for the production 
of the combined survey maps. 

In selected boreholes wireline loggings (density and 
resistivity logs) were done in order to assess porosity 
and density of the soil layers. These parameters are 
important for the assessment of soil compaction degree 
and liquefaction potential. 
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2.5. Geochemical  analysis 

During the geotechnical survey, soil samples were frozen 
and stored in a freezing installation. 
According to the Convention of Oslo, chemical 
characteristics of the samples were analysed in order to 
assess a possible contamination and/or contaminant 
remobilization during trenching/dredging. Heavy metal and 
organic compound contents were found to be below base 
quality reference material contents. 

2.6. Hydrometeoroloaical conditions 

Vertical tides are important in this part of the 
North Sea. Tides in Zeebrugge range from 3,00 m (Neap 
Tide) to 5,00 m (Spring Tide). 

The tidal currents (SW : ebb ; NE : flood) in 
relation to the vertical tide are the strongest and 
highest in the shallow parts of the North Sea such as the 
Belgian nearshore area. Offshore current roses are either 
elliptical or circular and nearshore ones are usually 
bidirectional. This means that offshore water is 
constantly flowing while nearshore water circulation is 
similar to that in an estuary. 

Storm surges may be particularly dramatic in this 
part of the North Sea because of wind set-up combined 
with the relative high tidal ranges. Dominant wind 
directions are SW with NW for storm conditions. 
NW, N and NE-winds together with atmospheric depressions 
are able to cause considerable wind set-ups (up to 2,00 m 
in extreme conditions). 

Wave action is intense in the Southern Bight due to 
shallow water depths, refraction, reflection and 
diffraction. Registered wave characteristics show 
typically short period and steep waves. 

3. COASTAL PROCESSES 

3.1. Tidal crulleys 

The morphological evolution in the nearshore and 
landfall area is influenced by the tidal mechanisms in 
the North Sea, by the discharge of the Scheldt river and 
also, locally, by the Zeebrugge harbour. Long term seabed 
variations are due to the continuous development of the 
ebb - and flood gulley system. 

Ebb - and flood gulleys are closed in the direction of 
the residual sediment transport, are typically approx. 4 
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to 10 km long, approx 1 to 4 km wide and have depths of 
0,50 m to 3,50 m w.r.t. original seabed ; they interact 
closely and form a hydrodynamic and physical equilibrium. 
Flood gulleys are shallow and more frequent close to 
shore. Ebb gulleys are deeper and located more offshore. 

3.2. Sand banks and sand waves 

The Zealand banks located in front of the Belgian 
coast seem to be stable sand bodies. During storms, some 
of the megaripples and sand waves on top of the banks are 
crest-cutted but soon afterwards they are built-up again. 
Sand wave height is approximately 1,5 m to 2,5 m and the 
wave length ranges between 100 and 200 meters. 

3.3. Turbidity maximum area (TMA) and sediment transport 

The nearshore area is characterized by a much varying 
bottom lithology with essentially the presence of muddy 
tidal flats (C. De Meyer, B. Malherbe 1986). 
Intensive field measurements have been executed in this 
part of the North Sea since several years. Such 
measurements allowed to establish a general residual 
sediment transport pattern. Figure 5 shows the variation 
of tidal elevation, tidal currents and suspension 
concentration. They revealed the existence of an 
encounter zone of residual sediment transports in front 
of the Belgian Coast which results in a marine Turbidity 
Maximum Area (T.M.A.). 
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Figure 5 Simultaneous recordings of tidal elevation, 
tidal currents and suspension concentration 
close to the Landfall Area. 
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The T.M.A. is characterized by a loose mud deposit layer 
(thickness : 0,50 - 1,00 m) trapped within the T.M.A. The 
volume of this loose mud is significant and may amount to 
several millions of tons dry material. The T.M.A. centre 
of gravity is further moving in function of the residual 
flow and sediment transport. 

3.4. Beach stability 

The sandy beach on the landfall area could be 
subjected to morphological changes due to wave response; 
these morphological changes are unavoidable modifications 
in the beach equilibrium profile. 

Before the extension works of the Zeebrugge harbour 
started (1977), the seabottom level was almost equal to 
MSL -7,00. Afterwards, a progressive accretion / 
sedimentation has taken place which is due to human 
activities (disposal of dredged material) and to natural 
sand accumulation (trapping of longshore transport by 
eastern dam of Zeebrugge). 

4. LANDFALL OF ZEEPIPE : DESIGN ASPECTS 

4.1. Design criteria for the landfall 

The different criteria used for the design of the 
Zeepipe Landfall are related to the following 
parameters : 

a. geotechnical stability of the pipeline 
b. foundation of future marina dams which have to cross 

the Zeepipe route 
c. depth of the marina access channel and basin 
d. technical requirements for trenching, dredging and 

pulling equipment 
e. tidal gulley development 
f. allowable stresses in the pipeline 
g. pipelaying/welding requirements 
h.  beach erosion 
i.  risk analysis of the pipe in relation to navigation 
j.  authority requirements 

The geotechnical stability is related to the liquefaction 
potential and the differential settlements. 
Liquefaction is likely to occur if no artificial backfill 
of the trench is done. Natural backfill with sand is very 
progressive and repeated liquefying effects by short wave 
action may consequently cause progressive pipeline uplift 
during trench filling. Natural backfill with loose mud 

deposits  (psat  =  1,05  -  1,15)  will  generate  more 
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consolidated mud deposits (psat = 1,40 - 1,50) after ca. 
1 or 2 months ; this may as well cause progressive 
pipeline uplift. 

The different marina master plans in this area foresee 
the building of a sanddune (visual barrier) and a marina 
dam which will be built as a rubble-mound breakwater with 
a foundation of soil-replaced sand. 

The sanddune (height : ca. 3 0 m) is likely to cause the 
most important settlements (up to 0,20 m) . Due to the 
heterogeneity of the quaternary seabed soil layers (mud, 
sand, peat) differential settlements are to be expected. 

The foundation of the marina breakwater dam will need an 
excavation of the natural quaternary soil layers with 
poor bearing capacity. Cutter suction excavation works 
have to be avoided in the close vicinity of Zeepipe. 
Because there is a limit to the trenching depth of 
Zeepipe an adapted foundation solution has to be found 
for this part of the marina breakwater. 

The marina access-channel and basin (design depth is 
greater than TOP : top of pipe) will have to be designed 
in accordance with the Zeepipe "as-laid" profile. 

The equipment for the trenching, dredging and pipe- 
pulliner have given water depth requirements, i.e. ca. MSL 
- 9,00 m (Castoro II pulling barge ; Vlaanderen XIX CSD). 
Therefore, the minimal trench depth is fixed to MSL - 
9,00 m. 
As can be seen on figure 3 a typical flood tidal gulley 
has been developing close to the Zeepipe route since the 
end of the Zeebrugge Harbour Works. Such tidal gulley 
developments are followed carefully by interpreting 
differential bathymetric maps. 

Regarding the soil-pipeline interaction it can be stated 
that the pipeline profile will influence the stresses in 
the pipeline itself. The stresses may be induced by 
temperature loads, internal pressure settlements (soil 
deformation) , seismic waves, etc . . . Thorough stress 
calculations have been executed, taking the particular 
soil conditions in this area into account. 

To execute the dry tie-in (in a dry cofferdam) of the 
spool and the landfall-string by welding a maximum 
working depth within the cofferdam of - 7,25 m MSL was 
required. This means that the tie-in part of the landfall 
has been designed at that level. 
Beach erosion phenomena may affect the submarine beach up 
to a depth of ca. - 6,50 m MSL. Beach erosion and 
equilibrium slope calculations was done to evaluate beach 
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response to the design storm conditions (water level + 
wave height with e.g. R.P. of 50 years) . Recent beach 
evolution can also be assessed from differential mapping. 

Damaging risks during operation and within life-time (50 
years) had to be assessed in order to design the 
appropriate cover and/or protection. Therefore a risk- 
analysis was executed taking all external factors such as 
navigation, maintenance dredging, ship's collision, etc 
... into account. 
This risk analysis has a major relevance for the crossing 
of the Scheur and Wielingen navigation channels. 

Authority requirements refer essentially to the soil 
conditions after pipeline-installation and the stability 
of the existing harbour infrastructure. Furthermore an 
environmental impact assessment (EIA) had to be done in 
relation to the planned dredging, trenching and dumping 
works (LDC/OSCON-convention). 

4.2. Landfall design alternatives 

The arrival point of the offshore pipeline was fixed, 
i.e. the Landfall Valve Station on the LNG-peninsula of 
the Zeebrugge Harbour. 

Three major landfall alternatives were identified : 
1. by directional drilling and subsequent pipe-pulling 

from sea to land ; 
2. by micro-tunnelling with a pushed tunnel from shore 

to sea ; 
3. with a conventional sheet-piled cofferdam for the 

shore approach in combination with a cross-breakwater 
solution. 

The original landfall-concepts, by directional drilling 
or micro-tunneling, were abandoned due to the particular 
soil conditions and the close vicinity of the rocky 
rubble-mound breakwater. 

The alternative concept basically consists of a 
conventional landfall, with a sheet-piled cofferdam into 
which the pipeline, is pulled ashore. The pipeline is 
tied into a spool piece that goes through and above the 
breakwater and which connects Zeepipe to the Landfall 
Valve Station. 

4.3. Trenching/dredging of the pipeline 

In order to fulfill the design-criteria the pipeline 
had to be trenched over a wide stretch of the nearshore 
and shore-approach area. 
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In the Scheur shipping channel the trench was designed 
taking into account the risk-analysis, the soil 
conditions with quaternary sands and tertiairy 
overconsolidated clays and silts, the authority 
requirements and the plans for deepening the channel. On 
figure 6 the designed crossing of the Scheur is 
illustrated. The trenching works were designed to be 
executed by seagoing cutter suction dredgers. (N. Pille, 
F. Warnier, B. Lahousse - 19 88). 

I Southern Unit 
Centerthe Scheur) of Scheur 

|       Northern Unit 
buoy Unej of Scheur 

"TA4" 

5F 3530        Isetoalc refleclore 

buoy line 

Figure 6 :  Design of the crossing of the Scheur 
shipping lane by Zeepipe. 

In the "Wielingen" Shipping Lane the designed 
pipelaying/trench is less deep than in the Scheur. 
Therefore a combination of predredging (trailing suction 
hopper dredgers) and post-trenching (jetting sledge with 
jet-barge) has been foreseen. 
Between the "Wielingen" and the shore a 1750 m shore- 
approach trench up to - 9 m MSL (bottom width : 50 m) has 
been designed (initially box-cut and subsequently 1/7 
slopes). The shore approach trench connects to the sheet- 
piled cofferdam (figure 7). 

Because of the dry tie-in of the pipeline into a spool 
piece and the need for extra work space, a temporary 
artificial island was built along the eastern breakwater. 
Excavation works were executed within the cofferdam for : 

a. connection between offshore trench and tie-in area ; 
b. soil replacement works (with gravel) because of the 

presence of muddy soil layers(cone resistance Qct < 1 
MPa) likely to cause (differential) settlements. 
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Figure 7 : Shore approach trench in sheet piled 
cofferdam and artificial landfall island. 

0   100  200  300  400  500  600  700  800  900 
H 1 1 1 1 1 1 h 

Figure 8 : Pipeline profile in the landfall area 
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In this way the pipeline would be in a safe operational 
condition from a stress point of view, i.e. below 70 % of 
the specified minimum yield strength. 

4.4. Backfill of the pipeline trench 

To avoid damaging risks of the pipeline due to 
navigation hazards (trailing anchors, sunken ships, etc 
...) and/or maintenance dredging, a continuous gravel 
cover (gravel diameter : 0,11 m) of the pipeline was 
designed in the Scheur crossing area. 

The design of the backfill of the shore approach trench 
in the transition zone between pre-trenching and post- 
trenching does fulfill the criteria, related to, a.o. : 

pipeline stability against liquefaction and flotation 
authority requirements 

The backfill was designed by a series of separated gravel 
berms alternating with sand berms (figure 9) in order to 
optimize the backfill costs. 

The gravel solution was retained because : 
a. it offers a better solution against liquefaction (to 

ensure vertical stability) ; 
b. it reduces execution problems if the trench is filled 

with loose mud deposit. 

Figure 9 : Scheme  of  backfill  of  the  shore-approach 
trench. 
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The backfill operations were designed to be executed by 
split hoppers and side-dumping vessels. 

4.5. Crossing- of the breakwater 

For the crossing of the breakwater the upper layers 
of the rubble-mound structure had to be carefully 
dismantled, taking into account the as-built drawing and 
the foundation of the dam (soil replacement, willow- 
matrass, berm). In the berm and breakwater crossing a 
sandasphalt core in which the spool piece is bedded has 
been designed (thickness of sandasphalt under and above 
pipe ca. 1 m). 

5. ZEEPIPE LANDFALL CONSTRUCTION 

In order to execute the pulling ashore operation in 
controlled environmental conditions, a sheetpiled 
cofferdam has been constructed first. 

The landward end of the cofferdam has been driven in a 
temporary  artificial  island.  The  purpose  of  this 
temporary island was to provide a protection against sea 
conditions during the opening of the breakwater and the 
installation of the spoolpiece across the breakwater. 
A trench has been excavated within the cofferdam, into 
which the pipeline has been pulled ashore from a flat 
bottom laybarge by winches placed on the beach. 
The island has than be used as a work platform in front 
of the trench. 
After the pipeline was pulled ashore, the cofferdam has 
been plugged with clay and dewatered allowing the tie in 
operation to be done in dry conditions. 
The seaward end of the cofferdam has been filled with 
seagravel and sand. 
Finally the pipeline has been tied-into a spoolpiece that 
has been laid across the breakwater previously. 
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A Field Experiment on a Nourished Beach 

A.J. Fernandez* 
G. Gomez Pina * 

G. Cuena* 
J.L. Ramirez* 

Abstract 

The performance of a beach nourishment at" Playa de Castilla" (Huel- 
va, Spain) is evaluated by means of accurate beach profile surveys, vi- 
sual breaking wave information, buoy-measured wave data and sediment 
samples. The shoreline recession at the nourished beach due to "profile 
equilibration" and "spreading out" losses is discussed. The modified equi- 
librium profile curve proposed by Larson (1991) is shown to accurately 
describe the profiles with a grain size varying across-shore. The "spread- 
ing out" losses measured at " Playa de Castilla" are found to be less than 
predicted by spreading out formulations. The utilization of borrowed 
material substantially coarser than the native material is suggested as an 
explanation. 

1    INTRODUCTION 

Fernandez et al. (1990) presented a case study of a sand bypass project at 
"Playa de Castilla" (Huelva, Spain) and the corresponding monitoring project, 
that was going to be undertaken. The Beach Nourishment Monitoring Project 
at the "Playa de Castilla" was begun over two years ago. The project is being 

*Direcci6n General de Costas. M.O.P.T, Madrid (Spain) 
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carried out to evaluate the performance of a beach fill and to establish effective 
strategies of coastal management and represents one of the most comprehensive 
monitoring projects that has been undertaken in Spain. This paper summa- 
rizes and discusses the data set for wave climate, beach profiles and sediment 
samples. 

2    STUDY SITE & MONITORING PROGRAM 

Playa de Castilla, Fig. 1, is a sandy beach located on the South-West coast 
of Spain between the Guadiana and Gualdalquivir rivers. The beach extends 
over 25km between Mazagon and Matalascafias, and has experienced a long- 
term trend of erosion. The shoreline at Playa de Castilla has been receeding 
at a rate of 1.5m/year during the last 30 years (Fernandez et al., 1990). The 
main causes of this shoreline recession are the net litoral drift from West to 
East, that has been evaluated in 390.000m3/year (CEDEX, 1979), and the 
civil works in the nearby rivers that have reduced the volume of sand carried 
to the coastline. 

In 1989, an artificial nourishment of the beach was carried out. The fill 
project was conducted by the Ministry of Public Works of Spain and consisted 
of a sand bypass from the updrift side of the Tinto-Odiel Estuary to Playa de 
Castilla. The volume of sand moved was 1.690.000m3. The sand was dredged 
by a trailing suction hopper dredger and transported 2fcm down drift. The 
total volume of sand was placed in the updrift extreme of "Playa de Castilla", 
forming a protruding area about 2km long and 115m wide, Fig. 1. The 
borrowed sand was coarser than the native sand being £>50 = 0.63mm and 
D5o = 0.3mm for the borrowed and native sand respectively. 

A monitoring program was established to evaluate the performance of the 
nourishment. The field program includes wave measurements, beach profiles 
and sand samples (Fig. 2). 

The wave climate measurements cover daily visual observations of wave 
direction in shallow water, surf zone width, wave period and wave height within 
the surf zone (two measurements per day). In addition, waves are recorded by 
a buoy gauge located in intermediate depths (18 m). 

Beach profile data are acquired bimonthly from 42 shore-normal profiles 
located between Mazagon and Matalascafias. Alongshore spacing of the pro- 
files is approximately 500m. Each profile is surveyed from the beach dune up 
to a depth of about 10m. 

Sediment samples are collected from each beach profile during each bi- 
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SAND ^PASSING TO PLAYA OE CASTIUA 

Figure 1: Location Map 

Monitoring  Program 
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Figure 2: Monitoring Program 
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Table 1: Measured Wave Parameters 

Variable Max. Mean Min. 

H. 3.80 m 0.65 m - 

-Hmax 5.90 m 1.00 m - 

Tz 9.40 s 4.10 s 2.40 s 
T3 15.60 s 5.00 s 2.80 s 

monthly survey from the dune to offshore. Samples are collected at the fol- 
lowing locations: swash zone, surf zone (-1 m, -2 m), and offshore (-3 m, -4 m, 
-7 m). Each sample is processed in the laboratory for grain size parameters. 

3    RESULTS 

3.1    Wave Climate 

Since waves are the primary agent for nearshore changes at Playa Castilla, 
several wave parameters are collected. Daily, visual observations are taken at 
Mazagon and at Matalascafias 25km downdrift. Morning and afternoon mea- 
surements of the following parameters are recorded: wave direction, breaking 
width, wave period and breaking wave height. 

Average breaking wave height is of the order of 0.4m. Wave heights during 
the strongest storms are on the order of 2.0m. Most of these storms are locally 
generated with wave periods in the range of 6 — 8sec. The breaking zone width 
varies between 5m and 200m with 10m as an average value. The predominant 
approach direction is from the SW/SSW sector, with more than 60the data 
corresponds to calm periods. 

In order to obtain a more complete description of the wave climate, a per- 
manent station for wave height recording was installed. The station was lo- 
cated in intermediate depths, (18 m) between Mazagon and Matalascafias. The 
buoy gauge consists of a Data Well Buoy model Waverider 6000, a recording 
unit and a power source. The data are recorded on cassettes and is computer 
analyzed to yield significant wave heights and periods. Table I presents the 
range of values for the different wave parameters. 

where He is the significant wave height, Hmax is the maximum wave height, 
Tz is the upcrossing period and Ts is the significant period. 
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3.2 Beach Profiles 

The beach profile data are acquired bimonthly from 42 shore normal profiles 
across the nourished beach (profiles 2-6) and adjacent beaches (profile 1 is 
updrift and profiles 7.42 are downdrift). The transect spacing was designed 
to monitor the whole beach (nourished and unnourished) and to resolve the 
long term "spreading out" losses of the nourishment though it might not be 
adequate to resolve the spacing of rythmic topography, which can be closely 
spaced. In the first survey, the alongshore spacing in the nourished beach was 
250 meters. These additional profiles were included to determine information 
about the profile readjustment that occurs from the linear project profile until 
finally arriving at the natural equilibrium profile. 

3.3 Unnourished Section, Far Field 

The Eastermost profiles are (far apart) from the nourishment and give in- 
formation from the natural changes of the beach profiles. The storm season 
profiles (Sep./90 and Jun./91, Fig. 3) show a dissipative profile with a steep 
beach face, a marked break point bar and a very mild offshore slope beyond 
the 3 m contour. The bar can be observed in almost all the campaigns with 
minor changes in its offshore position and seasonal changes in its elevation. 
During calm periods (Feb./91 and Feb./92), the bar trough is filled and the 
bar becomes a step which separates the steeper beach face and the milder 
offshore profile. 

The dune erosion process is clearly shown in the measured profiles. During 
storm conditions, the landward part of the profile retreats and the dune is 
eroded. The dune material is transported to the offshore part of the profile, 
beyond the bar (Sep./90 and Jun./91). This excess of sediment in the offshore 
profile is lost during calm periods (Feb./91 and Feb./92) but the foreshore 
does not recover the pre-storm position and, consequently, the erosion process 
is completed. 

3.4    Unnourished Section, Near Field 

The morphology of the profiles which are adjacent to the nourished beach are 
qualitatively quite similar to those at the far field, with a steep beach face, a 
marked bar during the storm season and a mild offshore slope beyond the 3 
m contour (Fig. 4). However, the magnitude of the bar is not generally as 
important as in the far field. During calm periods, the bar becomes a step as 
in the far field. It can be observed from Figure 5, that the foreshore part of 
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Figure 3: Beach Profile. Fax Field 
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the profile benefited from the project, at the beginning, (Sep./90 to Jun./91), 
with a net accumulation of sediment, mainly above low tide level. However, 
the offshore part of the profile, retreated afterwards during the period (Feb./91 
to Feb./92). This part of the profile, beyond the bar, shows the seasonality 
above mentioned with a significant accretion during storm conditions and a 
gradual lowering of the offshore beach during calm periods. 

3.5    Nourished Section 

In the nourished beach there is no bar but a permanent step or a transition 
between the very steep beach face and the more gently sloping offshore profile 
(Fig. 5). The offshore changes of the profiles are as important as those en- 
countered at the near field and far field profiles. The foreshore part of most of 
the profiles displays a loss of material. Nearly all of this loss is located in the 
swash zone of the intertidal beach. 

3.6    Sediments 

Sediment samples are collected from each beach profile each bimonthly survey. 
The samples are adquired by hand-operated grab samplers, and represent ap- 
proximately the upper 10 cm of sediment at each location. The samples are 
analyzed in the laboratory and grain sizes are computed by sieving according 
to the ASTM standards. Samples are taken for each profile at the swash zone, 
surf zone (-1 m, -2 m) and offshore (-3 m, -4 m, - 7 m). 

3.7    Swash Zone 

The grain size at the swash zone (Fig. 6) is the most stable in time of all the 
locations, with minor changes at the unnourished beach and more important 
fluctuations at the nourished part. The temporal variations of the mean size 
exhibit a similar variability in the alongshore direction, being coarser or finer 
at all the profiles depending on the survey. Spatially, the nourished beach 
represents a discontinuity in the distribution of grain size. 

The unnourished backbeach is characterized by a very uniform grain size 
in the alongshore direction with an average Dm = 0.32mm, while the nour- 
ished beach shows a less uniform alongshore distribution with an average 
D50 = 0.51mm. There is, however, a slight tendency for decreasing grain size 
variability both temporally and spatially in the nourished beach throughout 
the campaigns. 
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3.8 Surf Zone 

Grain size temporal variability is much more important in the surf zone than 
in the backbeach (Fig. 7). The average Dgo in the surf zone is 0.25mm with a 
range of values from 0.4mm to 0.2mm. As in the backbeach, there is a clear 
trend in the grain size to be coarser or finer in all the profiles depending on the 
campaign. Unlike the landward location, there is almost no discontinuity in 
the alongshore direction due to the nourished beach. The nourished beach was 
coarser during the first campaign but afterwards achieved a grain size similar 
to the rest of the beach. 

3.9 Offshore Zone 

The offshore part of the beach shows different characteristics depending on 
the depth. At the 3m and 4m contour, the beach shows a fine sand, with 
slight temporal and spatial variations (Fig. 8). The average £>so is 0.14mm 
with values in the range of 0.2mm and 0.12mm. No discontinuity is found 
at the nourished beach. At the 7m contour, the mean grain size shows great 
temporal and spatial variation. Samples range from fine sand, D^0 = 0.12mm 
to coarse sand D$o — 0.9mm. Most of the coarse samples are obtained at fixed 
locations throughout the program. 

4    DISCUSSION 

In addition to the seasonal changes that may occur in a natural beach, it is well 
known that the nourished beaches suffer modifications both in the cross-shore 
and alongshore directions, due to the profile equilibration and the "spreading 
out" losses. The performance of a beach nourishment project may be evaluated 
by the magnitude of these changes compared to the initial configuration of the 
designed beach fill. 

4.1    Profile Equilibration 

Beach fills are constructed using a broad range of designs, but generally the 
material is placed using profiles which are steeper than the natural profile for 
the size of sediment that is used in the beach nourishment project. Thus, the 
profile will tend to equilibrate to its natural shape. Profile equilibration occurs 
gradually, depending on the specific project characteristics (sand volume, av- 
erage grain diameter...) and the wave and water level conditions, and usually 
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last for a few years, Dean and Grant (1989). In considering the last profile 
equilibration, these are the most important questions to be answered: What 
will be the final equilibrium profile and when will this equilibrium profile be 
achieved? 

Equilibrium beach profiles have been found by Bruun (1954) and Dean 
(1977) to be reasonably well represented by: 

h(y) = Ayl (4.1) 

in which h is the depth at a distance, y seaward of the shoreline and A is 
a scale parameter primarily dependent on sediment size (assumed to be con- 
stant along the profile), Moore (1982). If the grain size varies markedly along 
the profile, as (it occurs) at Playa Castilla, significant deviations may be en- 
countered. Different approaches have been made to take into account the 
cross-shore distribution of sediment grain sizes. 

Larson (1991) modified the equilibrium profile equation to better represent 
the grain size variation along the profile as: 

h = A[y + (^-l)(l-c-»)]'» (4.2) 

where D0 and DM are the equilibrium energy dissipation for the material at 
the shoreline and in the offshore respectively (Do > -Doo) and A is an em- 
pirical coefficient. Eqs. (4.1) and (4.2) are assumed to represent the equi- 
librium profile up to a "closure depth", h*. Usually, Hallermeier (1981), lit- 
toral zone limit (H, = 2.28Ha0.i37 ~ ^.5(H% 137/gT^)) or Birkemeier (1985), 
(Ht = 1.75H30M7 - 57.9{H^1S7/gT?)) are adopted. 

From the buoy data, the values of the closure depth are found to be 7.74 
m and 7.87 m for Hallermeier and Birkemeier formulations, respectively. 

Figure 9 displays a comparison between the measured beach profile at Playa 
Castilla and the least-squared fit of eq. (4.2) and eq.(4.1) for a beach profile 
located at the nourished beach (Figure 9a) and a beach profile located at 
the unnourished beach (Figure 9b). As seen from the figures, the agreement 
between the measured and calculated profile improves considerably if eq. (4.2) 
is used in comparison to eq.(4.1). The improvement is even more evident at 
the nourished beach, where there is a strong variation of the sediment size in 
the cross-shore direction. 

From the 378 profiles analyzed, it was found that the best fit, when applying 
the classical 2/3 — power curve, eq.(4.1), was obtained using a value of the A- 
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parameter that corresponds roughly with the grain size located at the surf- 
zone, in accordance with Moore's curve. It is remarkable that the offshore 
part of the profile beyond the bar (or step), where the sediment size is almost 
constant, can be well-represented by a simple 2/3—power curve (see Figures 9a 
and 9b). The modified equilibrium equation provides an improved description 
of the profiles with decreasing grain size with distance offshore, however, at 
present, the parameters involved in the equation must be estimated by a best- 
fit procedure. Additional work is being carried out to establish the dependence 
of the parameters on the grain and wave characteristics. 

From the analysis of the temporal evolution of the constructed profile to 
the natural equilibrium profile (not shown), it can be concluded, that the 
equilibrium profile was well achieved in less than one year, as suggested by 
Kamphuis and Moir (1977). 

4.2    "Spreading out" Losses 

The placement of a beach nourishment project usually results in a planform 
that interacts with the waves to result in a spreading out of the sediment, 
with the consequent loss of material from the region in which it was placed. 
In addition to the erosion due to the anomalous plan form of the nourishment 
project, there is usually a background erosion which was present prior to the 
placement of the beach nourishment project (and which made it necessary) that 
is superposed to the spreading out. The superposition of these two components 
yields the shoreline recession at the nourished beach. 

The equations available to represent the planform evolution are a sediment 
transport equation and a sand continuity equation. 

Using Komar's and Inman (1970) sediment transport equation and combin- 
ing it with the sand conservation equation, an equation governing the evolution 
of a beach system can be obtained, Dean and Grant (1989), 

% - «s <«> 
in which the parameter G can be interpreted as the alongshore diffusivity, and 
primarily depends on the wave height and on the sediment transport coeffi- 
cient, K, which depends on the sediment size. The wave direction is relatively 
unimportant on a long uninterrupted shoreline as "Playa de Castilla", Dean 
and Grant (1989). 

The solution of equation (3) can be obtained once an initial condition is 
established. Using equation (3) with the designed beach nourishment project 
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characteristics at Playa Castilla (borrowed sand diameter £>so = 0.63 and 
background erosion 1.5ra/t/ear), about 20 % of the material should have been 
spread out in two years; however, except for the initial profile equilibration, no 
significant loss has been measured at the nourished beach. Furthermore, if we 
compute the losses with the actual grain size measured during the campaigns 
and take into account the cross-shore distribution of grain size as in Moutzouris 
(1988), more than 40 % should have been transported down drift. 

It seems that the utilization of a material substantially coarser than the 
native sand has armor the beach in the nourishment area thereby resulting 
in less transport from the nourished area. The similarity of the changes of 
the offshore part of the profiles at the nourished beach and the unnourished 
beach, and the alongshore uniformity of grain size in the submerged part of 
the profiles indicate that the natural littoral drift is being re-established and 
that the nourishment area has been passed, as if it were a jetty. 

In Figure 10, the shoreline evolution during the period Feb-91/Feb-92 for 
the contour lines +2 and -4 is presented. It can be observed from figure 10 that: 
the shoreline in the unnourished section has retreated with the similar rate of 
erosion in the far-field and in the near-field. The shoreline in the nourished 
are shows a tilting motion with recession in the updrift area and accretion in 
the downdrift area. 

5    SUMMARY 

The "Playa de Castilla" beach nourishment monitoring data set has been pre- 
sented. The data include beach profiles surveys, wave measurements and sand 
samples. Availability of accurate levellings and soundings, sea conditions infor- 
mation and sediment distribution has provided the opportunity to evaluate the 
performance of the beach fill at "Playa de Castilla". The performance has been 
described in terms of beach "profile equilibrium" and "spreading out" losses. 
It has been shown that the equilibrium profile was achieved in less than one 
year, as suggested by Kamphuis and Moir (1977). The classical 2/3 — power 
curve proposed by Bruun (1954) and Dean (1977) to represent the equilibrium 
beach profile has been found to be inadequate to describe the strong grain 
size varying across-shore beach profiles existing at "Playa de Castilla". The 
modified 2/3 — power curve proposed by Larson (1991) has been shown to 
accurately represent the profiles with the cross-shore distribution of sediment 
size of "Playa de Castilla". The "spreading out" losses evaluated by profile 
measurements were less than those determined by spreading out formulations. 
It has been suggested that the utilization of a substantially coarser material 
for the beach fill has armor the beach in the nourished area, resulting in a 
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decreased transport from the nourished area. 
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CHAPTER 158 

Thirty Year Erosion Projections in Florida: 
Project Overview and Status 

Emmett R. Foster1 

Abstract 

A project to analyze historic shoreline erosion and 
to predict future erosion in Florida is discussed in 
this paper. Information is given concerning the data 
base and the methods of analysis. Some examples are 
provided illustrating the use of various analysis tools. 
The utility of numerical modeling as a newly developed 
analysis tool is discussed in particular. Some of the 
general results of the study are noted, as well as 
conclusions and opinions concerning the effectiveness of 
the program. 

Introduction 

Since 1985, the Florida Department of Natural 
Resources (DNR), Division of Beaches and Shores, has 
been required to consider thirty year erosion 
projections in the regulation of coastal construction. 
Certain types of major structures are prohibited seaward 
of the thirty year projection of the "seasonal high 
water line" (SHWL). This elevation contour is defined 
by rule to be a function of the mean high water (MHW) 
elevation and the mean tide range at a site. In many 
areas of the state the SHWL corresponds well with the 
vegetation line or the base of the dune escarpment. The 
SHWL is assumed to move in close correspondence with the 
MHW line in the longer term. 

1 
Professional  Engineer,  Florida Department of Natural 

Resources,  Division  of Beaches  and Shores,   3900 
Commonwealth Blvd., Tallahassee, FL 32399-6515. 
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There are approximately 1250 km (780 miles) of 
sandy beaches in Florida for which thirty year erosion 
projections must eventually be made. Due to staffing 
limitations, first priority is given to analyzing and 
making erosion projections for areas where there are 
frequent applications for construction permits. The 
second priority is completion and updating of the 
historic data base. The third priority is to perform 
regional analyses. 

The author works for the Division as a coastal 
engineer assigned to build and maintain the historic 
shoreline data base, and to analyze the data. In 
effect, the author acts as a consultant in recommending 
to the engineering staff and management which erosion 
rates to apply as thirty year erosion projections. Any 
of the staff engineers may elect to perform their own 
analyses. The author's recommendations in a case are 
subject to acceptance or not, per the judgment of the 
staff engineers and managers. This allows for useful 
scientific debate. The party making the final thirty 
year erosion determination in a case is responsible for 
its' defense. The following is a description of the DNR 
historic shoreline data base, and the author's analysis 
methods and opinions. 

Data Base 

In order to have a reasonable chance of predicting 
the future, it is helpful to have a reasonably good 
understanding of the past. Therefore the author's 
methods of analysis are based on obtaining a high 
quality, reliable data base, and a working understanding 
of the coastal processes controlling long term shoreline 
changes in Florida. 

In the initial data acquisition phase, all the U.S. 
Government historic coastal topographic survey maps of 
Florida from the 1850's to the 1980's were precision 
digitized by skilled personnel on state-of-the-art 
equipment. This was done for the Department at Florida 
State University, primarily by Dr. S. Demirpolat. The 
results include an atlas of historic mean high water 
(MHW) change maps, which are computer-generated map 
overlays on a common coordinate system. Paper copies on 
standard scales of 1:24000 and 1:2400 are available. 
Digital copies which can be used with several computer 
assisted design (CAD) or geographic information system 
(GIS) software packages are now becoming available. An 
example historic shoreline change map is shown as Figure 
1. 
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Figure 1.  Example, Historic Map 
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The maps provide the basis for files of tabulated 
MHW locations referenced to fixed DNR survey points ("R" 
monuments) at approximate 300 m (1000 ft) intervals 
along the Florida coast. Beach profiles from these 
points have been surveyed semi-periodically since the 
early 1970's. The MHW data from the field surveys is 
systematically being added to the historic data tables. 
As new surveys are taken, the data base is continually 
updated. Strict data quality control is necessary, 
although this requires a large investment of time and 
effort. In the past when similar projects have proven 
unreliable, it was usually because of poor data quality 
control. The data base is supplemented with sets of 
controlled and uncontrolled aerial photographs, 
bathymetric maps, bathymetric profiles, full beach 
profiles, and access to university and Division 
libraries. 

The accuracy of the historic map data is estimated 
to be +/- 10-15 meters, or better. The field derived 
data is +/- 3 meters, and usually better. Not all data 
are equal. The process of comparing the historic 
shorelines with physical reality during the analysis 
helps to determine data of questionable reliability. 

Analysis 

A methodology has been developed and tested over 
several years which works well in analyzing this data 
set. A useful graphic tool is the distance versus time 
plot. To illustrate, an example of an enlarged portion 
of a shoreline change map is shown as Figure 2a. The 
distances from reference point "R-l" to the various 
historic shoreline locations, along a fixed, 
approximately shore-normal direction, are plotted versus 
time in Figure 2b. A downward sloping line indicates 
erosion. An upward sloping line indicates accretion. 
The greater the slope, the more rapid the rate of 
change. The advantage of the distance versus time plot 
is simply to give a perspective on the rate of change, 
which is not readily discernable from the plan view 
maps. Plots for several adjacent reference points, as 
shown on the left side of Figure 3, may be combined onto 
one graph, as shown on the right side of Figure 3. The 
advantage of the single graph with multiple plots is 
simply to show that the plots, when viewed in sequence, 
are related in a pattern. 

An example of a non-linear erosion pattern in the 
historic data is shown in Figures 4a and 4b. The 
example is the downdrift (south) side of St. Lucie 
Inlet, in southeast Florida.  In a graph such as Figure 
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4a, the historic shoreline locations at the reference 
points can be plotted in a connect-the-dot manner, in 
any coordinate system. The vertical and horizontal 
scales can be used to exaggerate the longshore features 
as desired. The time history of shoreline change along 
a sequence of selected reference points is given in 
Figure 4b. Note that the erosion pattern was 
interrupted by renourishment projects in the early 
1970's. 

The erosion pattern is easily recognized by 
comparison to a modeled idealized case, shown in Figures 
5a and 5b. A one-line, two-season, longshore numerical 
(finite difference) model was used to illustrate what 
theoretical erosion pattern to expect downdrift from a 
jettied inlet. Note the essential similarity of the 
non-linear erosion curves in Figure 5b to those of 
Figure 4b, exclusive of the renourishment period. 

Once the erosion pattern is recognized, the task is 
to resolve the pattern into time segments during which 
the rate of shoreline change is approximately linear. 
Three rate calculation methods are then applied to each 
approximately linear time segment to achieve a consensus 
estimate, thereby avoiding the potential bias of any 
individual rate calculation method. Rate estimates are 
generally averaged alongshore with a floating six or 
seven point averaging technique, unless there is reason 
not to do so. Longshore averages are usually rounded 
upward to the nearest -0.15 m/yr (-0.5 ft/yr) as a 
conservative practice. The data base and analysis 
methods are described in greater detail by Foster and 
Savage (1989a). 

A case study where the same numerical model as 
previously mentioned was calibrated with the entire 
record of historic data is described by Foster (1991a). 
The location of the case study area and some of the 
results of that work are shown in Figures 6a and 6b, 
respectively. Note that the historic data and the model 
data match reasonably well. There are two physical 
equations on which the model is based: a version of the 
longshore transport equation and an equation for 
volumetric continuity. The primary factors causing 
shoreline erosion in this case were indicated by the 
very limited range of parameters in the model which 
resulted in a match with the historic data. In 
addition, the model indicated that the erosion process 
is non-linear and far from completed, both observations 
that were not necessarily intuitive. 

It must be noted that it is not at this time 
usually practicable to do calibrated modeling for most 
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of the state due to applicability and workload 
constraints. However, it is becoming increasingly 
useful to perform general case modeling to help 
understand and explain to others some of the less 
obvious erosion patterns. Also, not all areas require 
an involved analysis for practical results. In some 
basically stable areas, where inlets are relatively far 
away, it may not be necessary to know immediately what 
is occurring as a process throughout the entire region. 
In such cases, it is usually only necessary to recognize 
if the historic data are within the range of beach width 
changes normally observed at the site, and if there is 
no obvious sand deficit problem. As a conservative 
practice, a minimum estimate of -0.3 m/yr (-1 ft/yr) is 
usually forecast for all historically stable areas and 
even for areas with accretionary trends (exclusive of 
uncontrolled inlet areas). The use of the minimum 
estimate allows for some uncertainty about future 
conditions in general, and about our ability to 
accurately measure very low levels of shoreline change. 

Generally the method of forecasting has been to 
assume that the most recent major trend will continue 
linearly forward for the next thirty years. If the case 
warrants calibrated modeling, such may be used to help 
project the erosion trend forward for thirty years. 
However, the use of modeling is a new technique. 
Typically, the expected rate of change even in a 
non-linear system is not so rapid as to preclude use of 
the actual measured data to make projection rates, if 
the time period for the rate calculation is properly 
selected. 

It is advisable to test the analysis methods and 
results versus on-site observations and new surveys 
after several years. If such observations are not 
consistent with expectations, a review is in order. In 
our program, preliminary analyses were performed for 
several regional areas in 1986-89 which are expected to 
be tested in upcoming years with new regional survey 
data. Site surveys submitted with permit applications 
are also used on a daily basis to test previous erosion 
projections. Another simple test is to ask whether or 
not the analysis method would have successfully 
predicted the erosion of the last decade or so, if only 
data prior to that time were available. If not, the 
analysis method or the level of understanding about the 
coastal process is lacking. 

The question of the potential effect of sea level 
rise requires some comment. The historic data 
necessarily includes the effects of all causes of 
shoreline change over the last 100+ years, including any 
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sea level rise and any land subsidence or emergence. 
Land movement is not believed to have been significant 
in Florida over the last 100+ year record. The effect 
of sea level rise appears to be entirely obscured in the 
data by accuracy limitations, the effects of storms and 
littoral barriers, and the longshore movement of sand. 
For the time being, erosion projections will continue to 
be based on the historic record of change and the 
observed longshore processes. 

Results 

Descriptions of the general findings for some 
regional areas have been published in various conference 
proceedings (Foster 1989b, 1991b). However, most of the 
results exist as in-house reports, pending verification 
and time to prepare items for publishing. 

The historic shoreline maps and data reveal that 
Florida's sandy beaches have changed in systematic, 
progressive patterns over the historic record. The 
shoreline changes appear to be occurring in patterns 
dictated by the longshore sediment transport equation. 
The primary factors appear to be the local sand supply 
situation, the prevailing wave climate, and local 
geographic features such as rock and peat exposures, 
nearshore reefs, and man-made littoral barriers. In 
some areas, the coast is dominated for many kilometers 
by nearshore rock/reef. It is necessary to account for 
these features if a thorough understanding of the 
historic record is to be obtained. 

There is certainly randomness in the short term due 
to seasonal changes, storms, and yearly climatic 
variations, but these tend to average out over a longer 
time period. Major storms such as hurricanes also 
inject an element of randomness by occasionally altering 
the local conditions, particularly at inlets. In the 
situation of an uncontrolled inlet, although we may have 
some understanding of what is occurring, it is not 
generally a very predictable process. 

Problems 

There are several problems which eventually need to 
be better resolved. At the current staffing level it 
will necessarily take many years of persistent, careful 
work to update the data base and to complete the 
analysis of the state. 
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One technical issue involves the analysis of areas 
with existing coastal armoring, including seawalls, 
revetments, and groinfields. Some of these areas have 
been armored for most of the historic record, and the 
condition of the structures varies tremendously. 
Another technical issue involves setting a thirty year 
erosion limit in the vicinity of uncontrolled inlets, 
where large beach width changes are frequent and random. 
Yet another technical problem involves predicting 
erosion in the several large areas of the state which 
have been controlled by repeated beach renourishments 
over several decades. There is usually insufficient 
monitoring data for these areas, as well as the 
complications of varying fill placement volumes, 
locations, and sand quality. Better monitoring and the 
use of modeling should help in this situation. 

In most areas there is a lack of information 
regarding nearshore and subsurface geologic features 
such as rock, peat, and reef formations. The effects on 
the MHW of dune/bluff recession and overtopping caused 
by storms are not fully understood at this time. There 
is also insufficient information to prepare a reliable 
volumetric budget for many areas. 

Beyond the technical issues, there is the human 
problem of dealing with preconceived, simplistic 
assumptions about erosion. The data and physics 
indicate that shorelines are very often not changing at 
a constant rate, contrary to popular belief and the 
desire for convenience. 

Conclusions and Recommendations 

A high quality, reliable, updated historical 
shoreline data base, necessarily including ground truth 
data, is a worthwhile investment. The data should be 
related to observed coastal processes in order to reach 
a basic understanding of cause and effect. The analysis 
methods and results should include projections of future 
changes, regardless of whether there is a legal need, 
and these should be tested over time. In Florida, the 
shoreline changes are very often non-linear, i.e. not 
occurring at a constant rate. However, the patterns of 
shoreline change appear to be very consistent with the 
physics of the longshore sand transport equation. 
Longshore models are useful and will probably become 
necessary in the analysis of many cases. 

In the opinion of the author, it is now possible 
for an analyst to develop a basic understanding of 
longshore coastal processes for most areas of Florida 
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based on reliable data and physics, rather than 
subjective judgments. Many problems remain, but a 
reasonably good start has been made. 
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CHAPTER 159 

Grain-sorting over ripples 
induced by sea waves 

Enrico Foti1, Paolo Blondeaux2 

Abstract 

A predictive theory for the formation of ripples under sea waves is presented 
for a sandy bottom characterized by a large grain-size distribution. The theory is 
based on a linear stability analysis. The conditions for the amplification or decay 
of bottom perturbations are determined and the experimentally observed sorting 
effect due to the presence of the bedforms is modelled. A comparison between 
the experimental data available in literature and the present results is attempted. 

Introduction 

In the past, the dynamics of sediment in nearshore regions was extensively 
studied in terms of a uniform material. However, coastal sediment typically has 
a wide range of grain sizes and the presence of mixtures has a large influence 
on coastal morphodynamics. Indeed, the grain sorting process which is typical 
of the transport of mixtures may inhibit or enhance sediment transport in areas 
characterized by low shear stress. For this reason, the last decade saw a major 
change in thinking, and important problems involving mixtures were at least 
formulated correctly and a fair number of them were solved as well, at least for 
sediment in transport in rivers, (Parker, 1991). 

In accordance with this viewpoint, a predictive theory is presented in the 
present paper for ripple formation under sea waves in the case of a cohesionless 
bottom made up of a mixture. Following Blondeaux (1990), the theory is based 
on a linear stability analysis of a flat bottom subject to. a viscous oscillatory flow. 
The aim of the work is twofold: first, to determine the conditions for the decay or 
the amplification of a bottom perturbation and second to study the grain-sorting 
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process which leads the coarser fraction to accumulate along the crests of the 
perturbation while the finer fraction tends to move towards the troughs (Mei, 
1989). 

The procedure used in the rest of the paper is the following: in the next 
section, the problem is formulated by focusing our attention on the equation 
forcing the sediment mass balance and the relationship between sediment 
transport rate and fluid flow. Indeed, the above equations need particular care 
when written for a mixture. As discussed more deeply in the following, the 
continuity equation is written introducing: i) an active layer, scaled on the largest 
grain sizes and characterized by a vertical uniform size density (Hirano, 1971), 
which corresponds to the reservoir of material directly available for transport, ii) a 
bottom layer underneath the active layer, the sediment of which can be entrained 
by the flow only because of bottom erosion. In the bottom layer, the size density 
may have a vertical structure. The sediment transport rate is evaluated by means 
of a formula valid for a uniform sediment times the size density evaluated in the 
active layer. The sheltering effects exerted by the large grains on small ones are 
taken into account by introducing a "hiding" factor in the sediment transport 
rate formula (Parker, 1991). 

In §3 an approximate analytical solution for the bed evolution is obtained 
taking into account that the time scale of the bed time development is much 
longer than the period of fluid oscillations, i.e. the period of sea waves. Finally 
in §4 the quantitative results are presented along with a qualitative comparison 
with the experimental data available in literature. 

Formulation of the problem 

As pointed out in the introduction, a significant feature of coastal areas is 
the wide range of sediment sizes found there. Let us then consider an initially 
cohesionless sea bottom formed by a sand mixture uniformly distributed in space. 
To deal with the statistics of the mixture, the logarithmic sedimentological scale 
<j> is used, defined by 

d*/r = T* (i) 
where the grain size d* is made dimensionless by means of a characteristic length 
scale of the problem /* which will be defined in the following. Hence, the 
characteristics of the sand mixture are specified in terms of the size distribution 
Pf(<j>) or the size density p(<j>). The function pj(^>) is defined such that fraction 
Pj{<j>) of a sample is finer than size <j> while p(<ft) is its derivative, i.e. p((f>) = 
dpf{4>)/d(j). 

There are other statistical parameters that summarize the characteristics of 
the mixture: the geometric mean size d*m and the geometric standard deviation 
crg given by 
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d'Jl* = 2-*-      a3 = 2" (2) 

where 

4>v{<t>)d<j>    °2=       (<t>-K)2p(<t>)d<{> (3) 
-oo J-~oo 

A Cartesian orthogonal coordinate system (x*, y*, z") is then defined with the 
x* and z* axis lying on the sea bottom and the y* axis directed upward. Because 
of the presence of a two-dimensional surface gravity wave, let us assume that the 
fluid close to the bottom but outside the viscous boundary layer oscillates in time 
with velocity 

(u*,v',w*) = {-\wot
i"'t' +c.c.,0,0) (4) 

where t* is time, to* = 27r/T* the angular frequency of the sea wave, UQ the 
amplitude of the irrotational velocity oscillations evaluated close to the bottom, 
c.c. denotes the complex conjugate of a complex number and (u*,v*,w*) are the 
velocity components according to the Cartesian coordinate system (x*,y*,z*). If 
the bottom is flat and all the grain sizes in the sand mixture are much smaller 
than the characteristic thickness of the bottom boundary layer 8", the fluid motion 
is described by the well known Stokes' solution and the sediment moves to and 

fro. The thickness 6*, which can be defined as \J2v/u>* (u being the kinematic 
viscosity of sea water), can then be assumed as the length scale of the problem, 
i.e. I* = 6*. 

The study of the time development of a two-dimensional bottom perturbation 
in the form 

y' = «/*(*•,**) = eCx(t)e
ia'x* + c.c. (5) 

is posed by the vorticity equation, the flow and sediment continuity equations 
plus a relationship between sediment flow rate q* and flow properties, along with 
boundary conditions which force the matching of the flow with the irrotational 
motion outside the bottom boundary layer and the no-slip condition at y* = rf. 
Because of the presence of the sand mixture, the sediment continuity equation 
needs to be discussed in detail. Assuming all grains to have the same density, the 
statement of mass balance for each grain size can be reduced to a similar one for 
volume balance 

d{q*Ps)      (,       x d    p'       , . 
--^ = {1-n)d?Lpdy (6) 

where it is assumed that the volume transport of bedload per unit time per 
unit width of grain in the size range (<j>, <j> + d(f) is provided by the relationship 
describing the sediment transport rate for a uniform material (</*(</>)) time the 
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size density ps{4>) at the surface. As discussed in Parker (1991), to simplify the 
problem it is assumed that near the surface there is an active layer characterized 
by a thickness L* which corresponds to the reservoir of material directly available 
for transport and where the grains are well mixed. It follows that the size density 
ps within it has no vertical structure even though it can have a streamwise and 
time structure. Below the active layer lies the substratum material with size 
density p&. This may vary arbitrarily in x* and y* but cannot change directly in 
time because it is not directly subject to movement. Material can be exchanged 
between the substratum and the active layer through the intermediary of bed 
aggradation or erosion as outlined below. 

By applying Leibnitz's rule, the following result is obtained from (6) 

The value of pt can be specified in the case of a degrading bed as p&, since 
substratum is incorporated into the surface layer as the bed elevation drops. In 
the case of an aggrading bed p; can be assumed equal to ps since the surface 
material is transferred directly to the substratum. 

Ps     if   d(r,*-L*a)/dt>o ,. 
Pb     if   d(v*-L:)/dt<o w 

Finally, it should be pointed out that L*a can be assumed to scale with some 
large size, e.g. rfg0. 

Let us then define the following dimensionless variables 

(x,y) = (x*,y*)/6*      t = fu*      t = 6*/6*      a = a*6*      La = L*J6* 

r, = t,'/S'      <(> = r/U;8*      q= q' 
[(p. - p)gd*,]W 

where g is the gravity, t/>* is the stream function such that u* = dtf>*/dy*, 
v* = —dxf)*/dx* and d*mo the mean size of the initial uniform mixture characterized 
by a size density p0 (</>). 

The governing differential problem then reads: 

-f--^-\elt + c.c.       7^-0    for y-» oo (10) 
ay 2 ax 

| = o     2 = 0   *.,_, (U, 
where the flow Reynolds number R$ is defined as follows: 
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its —  
v 

As pointed out previously, in order to close the above formulation, we need 
a relationship between sediment flow rate q* and flow properties. Presently, a 
modified version of the Grass-Ayoub (1982) formula is used. The differences 
consist in the introduction of the effect of gravity related to the bed elevation 
and in the introduction of the "hiding" factor (j£-)r. This formula, even though 
simple and possibly rough, appears to contain the main physical ingredients 
controlling the process of transport: 

({d*   '   *     2F3 dx> (    ' amo *rdo ux 

where a = 1.23; b = 4.28; /3 = 0.15 and vt is the fluid velocity evaluated at 
y* = d* /2 parallel to the bed profile. It can be seen that values of r close to one 
as discussed by Parker (1991) correspond to the condition for equal-mobility. 

The particle Reynolds number Rd0 and the particle Froude number Fdo 

are defined in terms of the geometric mean size d*mo to the initial grain size 
distribution: 

Hd°~    v    '      d°~l(s-i)gd*moY^   s~ P ' 

Since the bottom waviness is assumed to be of a small amplitude the quantity 
e can be assumed much smaller than one and the solution to the problem can be 
expanded in power series of e in the form: 

V- = V>o(zM) + cC^O^y,*)^'" + c-c- + °(£2) (13) 

q = qMS) + eC1(t)q1(^t)eia' + c.c. + 0(e2) (14) 

p = p0(<l>) + eCiMPifa, tVax + c.c. + 0(e2) (15) 

By substituting (13) -j- (15) into (9) -=- (12) and equating similar powers 
of e, at order one a problem is found which can easily be solved. As pointed 
out previously, the flow is described by the well-known Stokes' solution and the 
sediment moves to and fro. Because the moving material is still considered as 
belonging to the bottom, the size density p0 does not change with time. Moreover, 
po does not depend on x because of the supposed uniformity of the problem. 
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At order e the problem reads: 

= Rs
[W-2aW + a^ (16) 

dy 

d(j>i    _       d2tp0 

dy    ~       dy2 ' 

0, ^-»0,      y-»oo (17) 

& = 0,    »/ = 0 (18) 

^(l-„)^)=,a9l(0C1(0, (19) 

*   =   ^^^ ^mo v#     ^mo 

• {[-di + C{t)e   v'Ht' ~^Fic{t)e {dz)} (20) 

It should be pointed out that at order e, the term proportional to the time 
derivative of Ci(t) in the vorticity equation has been ignored. From a physical 
point of view, this corresponds to ignoring the influence of the variation of bottom 
elevation on fluid motion. From a mathematical point of view, this assumption 
is justified by the small value usually attained by the dimensionless parameter 

Q = 0.615((s - iys)F^A5(Rdo/Rs)*-•/(l - n) ~ ^M/Cl(t). (21) 

Solution 

Because of the assumption dC\jdt <C C\(t\ flow development has been 
decoupled from the sediment motion. Equations (16) -i- (20) and boundary 
conditions (17) -f- (18) can then be solved with the same procedure used in 
Blondeaux (1990) to which the reader should refer for details. Once the stream 
function is known, the bottom time development can be obtained from the 
sediment continuity equation and the sediment flow rate formula, which at order 
e provides 

- 2fSr^)[wi+B,ftlCl (22) 
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By integrating (22) over the whole range of </> and forcing that 

/+O°po(#^=l       /+°V(^i)cty = 0 (23) 
J— oo •/—oo 

an equation for G\{£) is obtained which allows the time development of the ripple 
amplitude to be determined once the function pi(<t>,t) is known, 

dC\ iaRd 

~n) [J-I{qoPl + Po<hH Cl (M) 
dt 2Fd0(l 

The perturbation of the grain size distribution px(<f>,t), can be obtained by 
substituting (22) for (24): 

dpi iaRdo        ,, , 
-m    =   -2Fdo(l-n)L0

{[qoIh+Po(h]- 
/+0O 

{qoPi +Poqi)d<j>} (25) 
-oo 

The solution to the problem posed by equations (24) and (25) cannot be found 
in closed form. However, an asymptotic solution can be determined by taking 
advantage of the small values usually attained by the quantity Q. Indeed, it turns 
out that: 

dd 
dt 

= -iaQ   j      (q0pi + p0qx)dcj>\ Cx (26) 

/+oo -I 
(%Pi + Poqi)d<j> (27) 

-oo J 

dpi iaQ 

where the quantities q0, qx (defined below) along with p0, px, L0 are expected to 
be quantities of order one: 

The functions C\{i) and (j>i(4>,t) can then be expanded in power series of Q: 

Cx{t)   =   Cw + QCn(t) + 0(Q2); (29) 

Pi(4>,t)   =   Pio{<t>) + Qpn(4>,t) + 0(Q2) (30) 

The functions Cxo and p10 turn out to be time independent. The constant C\Q 

can be fixed equal to one without loss of generality while the function pio depends 
on the initial conditions. By substituting (29) and (30) for (26) and (27) it can 
be seen that 
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dCn .   rr+oo. • 
—    =    -la    /       ?oPio+po9i«'P 

eft /(*) 

-7jj-   =   -^-{9oJ5io+Po9i- (31) 

/+oo 

(9oPio+Po«i)<W (32) 
•oo 

The right hand side of (31) is a periodic complex function of time denoted 
f{t). The growth or decay of the perturbation amplitude, i.e. ripple formation, 
is thus controlled by the sign of the real part of the time average of fit). The 
time average of the imaginary part is related to ripple migration and turns out 
to vanish because of the symmetry of the problem. The oscillating parts of 
f{t) with vanishing time average describe the time variation of the perturbation 
profile during a wave cycle. More precisely the real part describes oscillations of 
the amplitude of the bottom perturbation while the imaginary part controls the 
small longitudinal oscillations of the ripple profile around its average position. 
The value of the time average of the real part of /(<) is negative or positive 
depending on the values attained by the flow and sediment parameters a, R$, 

K'doi   "dot Po' 

Discussion of the results 

As in Blondeaux (1990), two contributions to / — •— f^ fit)dt can be 
identified. The former is associated with the steady component of the fluid 
velocity and is usually destabilizing since the steady drift close to the bed tends 
to carry sediments from the troughs towards the crests of the perturbation, thus 
causing its growth. The latter contribution is due to the component of the gravity 
along the bed profile which has a stabilizing effect. In fact, gravity opposes the 
tendency of the flow to carry sediments from the troughs towards the crests of 
the perturbation, thus causing the decay of the latter. Assuming that p0i<t>) is 
a normal distribution, so that the standard deviation cr0 identifies the grain size 
distribution once Rdo is fixed, the behaviour of the perturbation is controlled by 
a balance between the two effects described above which depends on the values 
of a, Rs, Rdo, Fdo and <rD. 

In figure 1 the value of fr is plotted versus the wave number of the disturbance 
a for fixed values of R$, Rdo and cr0 and for different values of Fdo. It appears 
that a critical value Fdc of Fdo exists such that: for Fdo less than F^c the bottom 
perturbations characterized by any value of the wave number a decay; for Fdo 

larger than Fdc disturbances characterized by values of a falling within a restricted 
range experience an average amplification during a cycle. 

The qualitative behaviour of the results does not change when different values 
of a0 are considered. However, in figure 2 it can be seen that the critical value 
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of Fio increases when increasing values of <r0 are considered: a bottom made up 
of a mixture is more stable than one composed of well sorted material. Similar 
results are obtained for different values of R^. 

In figure 3 the critical wave number of the bottom perturbation ac is plotted 
versus Rg for fixed values of R^0 and er0. 

A comparison between the present theoretical findings and experimental 
data by Blondeaux et al. (1988) is shown in figure 4 where the ratio between 
the amplitude of fluid displacement a* and the critical ripple wavelength V" is 
plotted versus R$. The theoretical predictions are shown considering sediments 
characterized by a specific weight p,/p = 2.65; Rd0 = 10; cr0 = 0.05. The 
experimental data refer to a well sorted silt characterized by a mean diameter 
equal to 0.124 millimeters, a standard deviation equal to 0.02 millimeters and a 
specific weight equal to 2.65t/m3. The experimental conditions are such that Rs 

ranges between 20 and 85 and the Reynolds number of the sediments falls within 
the range (5,15). The agreement seems satisfactory even though the lack of 
experimental data in literature concerning mixtures characterized by large values 
of the standard deviation a* does not make a good test for the present theory 
possible. 

The tendency of the process to pile up larger sediments towards the crests 
is described by means of the integration of equation (32). Also in this case the 
right hand side of (32) turns out to be a periodic function and the process is 
thus controlled by the time average of J^L. If initial perturbations are absent 
in the grain size distribution, i.e. pio(<A) = 0, the time average of -^- shows 
that smaller grains are shifted towards the troughs and larger grains towards the 
crests, as experimentally observed (Mei, 1989). Indeed, figure 5 shows that the 
time average of pn is real and positive for small values of <f> and negative for large 
values of <f>. It is worthwhile pointing out that values of r close to one have been 
used in obtaining the results shown in figure 5. These values of r are suggested by 
experimental measurements by Parker (1990) and correspond to equal mobility 
of all grains, i.e. the bias toward fine material in the bedload relation is almost 
counteracted by the mean of the hiding function (-^-)l. 

Figure 6 where the time average of p\\ is plotted for the same values of the 
parameters as in figure 5 but for r = 0 shows that the hiding effects exerted by 
large grains on small ones is essential in describing the sorting process. In fact, 
when hiding effects are ignored, small grains tend to pile up near the crests and 
large grains towards the troughs. 

The authors would like to thank Professor Parker for his interesting discussions 
on various issues arising from the work. 

This work is part of E.P.'s Ph.D thesis. 
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Figure 1.  Time averaged amplification factor fr versus a for different values of 
Fdo- {Rdo = 10, a0 = l,R$ = 50). 
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Figure 2.   Critical value of the sediment Froude number versus Rs for different 
values of a0. (Rdo = 10). 
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Figure 3. Critical wave number of the bottom perturbation versus Rs for different 
values of a0. {Rd0 = 10). 
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Figure 4. Comparison between experimental and theoretical dimensionless ripple 
wavelengths. 
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Figure 5. Perturbed density distribution function (averaged over a cycle) versus 
the <^-scale considering the "hiding" factor. (Fd0 = 2.3, Rdo = 10, Rs = 50, aa = 
0.5). 
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Figure 6. Perturbed density distribution function (averaged over a cycle) versus 
the ^-scale without the "hiding" factor. (Fdo = 2.3, Rab = 10, Rs = 50, a0 = 0.5). 



CHAPTER 160 

Oscillatory Bedload Transport Studies by Imaging of Tracers 

E.L. Gallagher1 and R.J. Seymour, M. ASCE2 

Abstract 

Full scale laboratory flows producing vigorous bed load transport are 
conducted at varying periods but constant maximum velocities. The time-varying 
sediment transport in the first half cycle is measured using video imaging of dyed 
natural sand. The acceleration of the fluid (proportional to the frequency of the 
oscillation in these experiments) is found to significantly affect the velocity of the 
sediment response (bedload transport), and the phase and the absolute magnitude of 
fluid velocity associated with the initiation of sediment motion. 

Introduction 

Bedload has long been recognized as an important element in surfzone 
sediment transport because, over a great portion of the nearshore, and excepting 
those areas of greatest near bottom fluid energy, bedload is recognized as the only 
means for moving sediment. Observing and quantifying bedload is inherently more 
difficult than for suspended sediment because the density of the carpet flow 
precludes the conventional acoustical and optical scattering measurements that have 
been developed for the relatively sparse suspensions above the bed. Further, the 
assumption that the suspended material moves at the velocity of the adjacent fluid 
cannot be made for bedload, requiring that both the fluid and the sediment velocities 
be measured independently to understand the response of the sediment to fluid 
forcing. 

As a result of these difficulties, few observations are available of bedload 
under oscillatory flows under either field or laboratory conditions and little is known 
about the character of these important flows. Recognizing this, we began a program 
of full scale laboratory investigations in an oscillatory tunnel employing traps several 
years ago (King et al., 1984, King, 1991). More recently, the present authors 
developed an improved technique for observing bedload remotely in this same tunnel 
without the problems associated with integrating sediment response over time that is 
inherent with traps. This method is described in general in the following section and 
in detail in Gallagher et al. (1991). 

1 Graduate Student, 2 Head, Ocean Engineering Research Group, Scripps Institution 
of Oceanography, University of California San Diego, La Jolla, CA 92093-0222. 
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As first suggested by King (1991), our work strongly indicated that 
accelerations played an important role in bedload transport, affecting significantly 
the magnitude of the sediment velocity with a fixed fluid velocity amplitude, as well 
as affecting the phase of the response and the initiation of the sediment motion. 
Given that present predictive models for bedload transport depend only upon the 
magnitude of the velocity and ignore its time rate of change (see King and Seymour, 
1989 for a review of models), we felt that these findings were significant and should 
be brought to the attention of other researchers concerned with quantifying bedload 
transport. It should be noted that Hallermeier (1982) discussed the dependence of 
bedload transport and concluded that fluid accelerations played a "direct role" in 
sand transport and suggested laboratory work to clarify the effects. The present paper 
describes our initial work and suggests that these results are of sufficient importance 
to justify further research in this area, particularly utilizing other means (such as 
acoustical bedload sensors) to verify and to further quantify these effects. 

Measurement Techniques 

The oscillatory flow tunnel (OFT) at the Scripps hydraulic laboratory is a flat 
U-tube with a long rectangular center section and cylindrical risers on either end (see 
Figures 1 and 2). It is driven by a hydraulic cylinder powering a ram in one of the 
risers. The test section is 39.4 cm wide, 40 cm high, and 600 cm in length. The 
maximum water particle excursion in the test section is 214 cm. There is no free 
surface and the water is forced in solid body motion of arbitrary waveform by 
computer control. Additional details are contained in King et al. (1984) and King 
(1991). As described in Gallagher et al. (1991) and Gallagher and Seymour (1991), a 
smooth bed of natural sand is prepared in which there is a section of the same sand 
dyed a contrasting color. The general arrangement is shown in Figure 3. In these 
experiments, a half cycle of sinusoidal water motion was then commanded with a 
maximum free stream velocity of 80 cm/s. Holding this maximum velocity constant, 
the period of the oscillatory motion was varied in each experiment over a range from 
3 to 6 seconds. That is, the maximum acceleration varied by a factor of two while the 
maximum velocity remained constant. 

As the fluid accelerates from rest, it reaches a condition at which the sand in 
the bed begins to move and during the deceleration portion of the half cycle, the sand 
eventually all comes to rest. The motion is detected in these experiments by video 
imaging. A video camera with a wide angle lens is mounted just above the 
transparent top of the OFT and images are recorded at approximately 30 hz. These 
video records are recorded on super VHS format and can be output as steady single 
frames from a high quality medical-imaging-type tape player. In the color image, the 
dyed sand is readily recognizable from the natural sand. Therefore, each image 
shows the accumulated motion in a single direction, to that time, of the dyed sand, 
since the flow does not reverse. The single frame images are readily stored in a PC 
computer using a standard commercial framegrabber board and its related software. 

The sediment does not move as a monolithic block. Rather, there is a large 
dispersion in the response that increases with time and distance downflow, in spite of 
the well sorted character of the sand (median and mean diameter =1.1 mm, sorting 
factor = 0.29, skewness = 0.02, kurtosis = 0.66).. This response dispersion is shown 
conceptually in Figure 4. Because a particle-by-particle tracking strategy seemed too 
cumbersome, the method used in Gallagher et al., 1991 was employed. Simply 
stated, the image in the computer is converted to grey scale and the numbers 
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Figure 1. General view of the oscillatory flow tunnel in the SIO hydraulic laboratory. 

Figure 2. View of the top of the oscillatory flow tunnel with the lid closed. 
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Figure 3. Schematic arrangement of upper surface of the bed prior to the experiment, 
showing dyed sand section. Motion will be from left to right. 

Figure 4. Schematic view of upper surface of the bed following the experiment. 
Water and sediment motions have been from left to right. 
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representing the intensity (darkness) of each pixel in the image are averaged over a 
column extending across the tunnel, orthogonal to the flow. This average color 
intensity is then a measure of the amount of dyed sand in the upper layer or two that 
has moved into that column of pixels. In general, this number should increase with 
time until the sediment motion stops and then remain steady. In practice, that is what 
is observed. The dyed sand section has sufficient length, relative to the sediment 
motion, that no undyed sand is imported into the image. 

Figure 5 shows a representative plot of these intensities along the flow axis 
from a single image. Some low level noise of the type shown here is always present, 
but the data also always show a clear underlying curve representing the distribution 
of distances travelled by the dyed sand grains. A smooth curve is passed through the 
data using a high order polynomial fit and this smooth curve then represents the 
results of a single image from an experiment. To define a representative distance 
traveled for each of these distributions (images), the intersection of the smooth curve 
with an arbitrary intensity level was chosen (see dashed line on Figure 5.) 

Prior work (King, 1991) had shown that the free stream velocity could be 
accurately determined from a linear position transducer on the ram and this position 
was recorded on a PC during the experiment. The computer periodically actuated a 
light visible in the video image in approximately one out of each 15 images, which 
allowed time synchronization within about 0.015 seconds. In this manner, the free 
stream velocity could be obtained by differentiating the ram position and the position 
of the representative dyed sand intensity contour could be time correlated with it. 
The sediment velocity and acceleration were obtained by successive differentiation 
of the positions obtained from the images. 

Results 

Experiments were conducted at periods of 3,4,5 and 6 second periods, all 
with amplitudes resulting in a maximum velocity of 80 cm/s. The response of the 
sediment is shown in Figure 6. Note that time has been nondimensionalized by the 
period so that a single curve represents the fluid velocity in each case. It can be 
clearly seen that the higher accelerations (lower periods) result in an initiation of 
motion at a later phase than for the lower accelerations. The phases are plotted as 
angles against peak accelerations in Figure 7. The results are shown in dimensional 
form in Table I and it is clear that the absolute initiation velocities are higher when 
the rate of change of fluid velocity is higher, which might be considered counter- 
intuitive. 

The resulting sediment velocities are shown in Figure 8. Smooth curves have 
been fitted to the calculated velocity values. Note that the maximum sediment 
velocity increases monotonically with the maximum fluid acceleration and it occurs 
at a later phase. The shortest period oscillation (3 seconds) results in a maximum 
sand velocity of almost 60 cm/s - about 75% of the maximum free stream fluid 
velocity. 
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Figure 5. A non-dimensional plot of the intensities of the image (higher intensity 
signifies greater fraction of dyed versus natural sand) against distance down the 
flume. The origin of the abscissa is the initial boundary between the dyed and the 
natural sand. 
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Figure 6 Sediment movement and fluid velocity plotted against nondimensionalized 
time (fraction of oscillatory period). The periods of the water motions are plotted 
adjacent to the sediment responses. The effects of acceleration can be clearly 
recognized. 
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Table 1. 
Free stream velocity and acceleration calculated for the phase 

transport is initiated. 
at which bedload 

Exp No. Period 
(sec) 

Phase 
(deg) 

Velocity 
(cm/s) 

Acceleration 
(cm/s2) 

6 3 46.8 58.3 114.7 

9 4 41.4 52.9 94.3 

12 5 34 44.7 83.3 

15 6 31 41.2 71.8 
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Figure 7. The phase of the initiation of motion (in degrees) plotted against the 
magnitude of the peak acceleration for each run. 



2092 COASTAL ENGINEERING 1992 

100 

o 
D 
m 

o 

o 
o 

"a; 
> 

0.0 0.1 0.2 0.3 0.4 

Nondimensional Time (t/T) 

0.5 

Figure 8. The velocity of the fluid and the resulting velocities of the sediment at 
various periods of oscillatory flow are plotted against nondimensional time. 
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Discussion and Conclusions 

These experiments were begun from rest after long stilling periods such that 
laminar flow conditions existed at least at the initiation of fluid flow. Because the 
flow was stopped as it decreased to zero (no flow reversal) there was little or no 
opportunity to develop a boundary layer typical of continuing oscillatory flows - in 
which the bottom stress is theoretically expected to lead the free stream by Jt/4. 
Therefore, there was unlikely to be any substantial phase differences between the 
free stream and the nearbed flows. In fact, careful observation of suspended particle 
velocities in King (1991) indicate no discernible phase shift right down to the bed in 
the half cycle flows. 

The significance of this is that any phase shifts between sand and the fluid 
observed would be a function only of the response of the sediment to the bottom 
stress. We observed substantial velocity phase leads for the sediment in the longer 
period experiments, but these reduced to near zero for the shortest period. In fact, in 
all of the experiments the sediment came to rest either before the maximum free 
stream velocity had been reached or before it had dropped to 75% of its maximum 
value. This very surprising result would indicate a response mechanism that is highly 
sensitive to acceleration - as the positively directed acceleration approaches zero, the 
bedload ceases, even though the free stream velocity is at or near its maximum 
value. Sleath (1978) observed a phase lead of the sediment of roughly n/8 in 
continuously oscillating flows and discounted inertial effects because the 
acceleration leads the velocity by n/2. However, the present evidence - which 
removes any effects of phase shifts in the boundary layer - seems to indicate that 
acceleration is indeed a first order factor in bedload transport. 

Because the experiments do not replicate the turbulence and the fully 
developed boundary layer under waves, we do not believe that the absolute numbers 
measured here for sediment response are useful values. However, we believe we 
have succeeded in isolating a very important and largely overlooked factor in the 
forcing of bedload that must be accounted for in realistic predictive models. 
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CHAPTER 161 

WAVE-INDUCED POREWATER PRESSURE 
AND   SEABED STABILITY 

A. Hattoril, T. Sakai2, M. ASCE and K. Hatanaka3 

ABSTRACT 

The boundary layer approximation solution by Mei and Foda(1981) is 
applied to and its applicability is confirmed for the porewater pressure 
variation in a seabed under a breaking wave in a surf zone . Then the 
approximate solution is modified to take into account effects of the wave- 
induced bottom shear which is not negligible in the surf zone. This modified 
solution is applied to estimate the terms in the right hand side of the 
momentum equations for the solid skeleton under the breaking wave. The 
instability proposed by Madsen(1974) is discussed based on the estimated 
results. It is suggested that the instability just after the wave crest passing is 
more likely to occur than the instability just before the crest passing. Just 
after the crest passing, the horizontal gradient of the porewater pressure is 
large, while the vertical effective stress is small. 

INTRODUCTION 

There are two kinds of the porewater pressure response to waves. 
One is the cyclic excess porewater pressure variation. Another is the 
mean excess porewater pressure buildup. Earthquake induces the 
mean excess porewater pressure buildup. Here the cyclic porewater 
pressure variation is treated. 

Under the wave trough, the porewater pressure does not decrease 
so much as the bottom wave pressure(Fig.l). The porewater pressure 
bears more load than the vertical effective stress on the solid skeleton 

1 Engineer, Engr. & Design Div., Civil Engr. Headquarters, Hazama Corporation, 
Minato-Ku, Tokyo, 107, Japan. 

2 Prof., Dept. of Civil Engr., Kyoto Univ., Sakyo-Ku, Kyoto, 606, Japan. 
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bears. In some cases the vertical effective stress becomes zero near 
the bed surface. Here we call this "momentary liquefaction". 

Fig.l  Momentary liquefaction of seabed due to waves 
(Zen et al., 1987) 

The depth of this momentary liquefaction can be calculated by using 
a theory of the transient porewater pressure variation due to waves. 
Fig.2(Sakai et al, 1992) shows the result by using the boundary layer 
approximation solution of Mei and Foda(1981). This approximate 
solution is applicable to a wide range of the wave and soil conditions. 
The uncoupled analysis proposed by Finn et al.(1983) is applicable only 
to soft and coarse sand case. 

In this figure there are many parameters, k is the permeability 
coefficient. G is the shear modulus of the solid skeleton. j3 is the 
effective bulk modulus of the porewater. It is related to the degree of 
saturation of porewater S. H is the wave height, ZL is the depth of the 
momentary liquefaction. 

pw is the density of the water, g is the gravity. T is the wave period. 
h is the water depth, y' is the submerged unit weight of the solid 
skeleton, n and v are the porosity and Poisson's ratio of the solid 
skeleton. 

When the bed material becomes fine, the value of k, so that, the 
value of the ordinate kG/pwg2Th becomes small. Also, when the 
porewater becomes soft with increasing amount of gas, the value of P 
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becomes small, so that , the value of the abscissa G//3 becomes large. 
Therefore the finer the bed material and larger the amount of gas in 
the porewater, the deeper the depth of the momentary liquefaction. 

In this analysis, however, the sinusoidal waves were assumed. In 
surf zone, the wave profile is not sinusoidal but asymmetric. The 
bottom wave pressure has also an asymmetric time profile. 
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Fig.2 Momentary liquefaction depth in surf zone 
(Sakai et al., 1992) 

APPLICABILITY OF BOUNDARY LAYER SOLUTION FOR 
ASYMMETRIC WAVES 

Here the applicability of the boundary layer approximation solution 
for asymmetric waves in surf zone is examined. 

Zen et al.(1989) measured the porewater pressures under waves in 
a surf zone at a Japanese Pacific Ocean coast. The measurement was 
done at the head of an observation pier of the Port and Harbour Res. 
Inst. of Japanese Ministry of Transport. The water depth h was about 
4m(Fig.3). The 50% sand grain size was 0.16mm. 
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Fig.3 Measuring apparatus of porewater pressures 
(Zen et al., 1989) 

Fig. 4 is one of the records(Fig. 19(b) in their paper). The second 
figure shows the bottom wave pressure. The lowest figure shows the 
water level variation. The three figures from the third to fifth show the 
porewater pressures at three levels near the bed surface. The wave 
No.7 was selected as a typical surf zone wave. The wave period T 
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was 14.7sec, and the wave height //was 1.9m. 
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In the boundary layer approximation solution, when the bottom 
wave pressure p\> is given by the small amplitude wave theory as 

(0t\ Pb=pocos(^-o,/) = lj^cos(^- 

the porewater pressure variation p is given by Eq.(2). 

p = p0 _L_ expf' 2
T
nA cos [he - oat) 

1+ m       \   L    I 

a) 

(2) 
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Eq.(2) includes two parameters m and 8. m is a non-dimensional 
parameter proportional to a ratio of G and p\Eq.(3)). 8 is the thickness 
of the boundary layer(Eq.(4)). 

m=     n   .& , (3) 
(1 - 2v) j8 

r^'   |   J3    2(1 -M)| 
(4) 

The other parameters are as follows : p0 is the amplitude of bottom 
wave pressure, A, ( = 2%/L ) is the wave number, L is the wave length, 
x is the horizontal distance in the wave propagation direction, co ( = 
2%IT ) is the wave angular frequency, t is the time, g is the gravity, z is 
the depth beneath the seabed surface, and K = k/pwg. 

This solution is linear. The time profile of the bottom wave 
pressure of the selected wave No.7 was decomposed into its Fourier 
series components. The porewater pressure variation p' was 
calculated for each component by using Eq.(2). The typical values in 
the sandy bed in the surf zone were used for the parameters ( n = v = 
0.33, G = 1.0xl08N/m2, and k = 2.8xl0-4m/sec). The porewater 
pressure variation of wave No.7 was obtained by summing up those of 
all components. 

Fig.5 is a comparison between the calculated and measured 
results. The comparison was done for the maximum value of the 
porewater pressure. Four kinds of value were applied to the effective 
bulk modulus of porewater /3. The measured values at lower two 
levels agree well with the calculated curve of j8 = 3xl07N/m2. The 
measured value at the highest level rather agrees with the calculated 
curve of j8 = 6xl06N/m2. The porewater pressure at the highest level 
has a different trend from that of other two levels. Nevertheless the 
boundary layer approximation solution roughly explains the measured 
porewater pressure even under the asymmetric wave in the surf zone. 

MODIFIED SOLUTION INCLUDING EFFECTS OF WAVE-INDUCED 
BOTTOM SHEAR 

In surf zone, usually the wave-induced bottom friction is not 
negligible. The solution by Mei and Foda(1981) neglects this effect. 
Here a modified solution including the effects of the wave-induced 
bottom shear is derived. 
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Fig.5  Comparison of calculated porewater pressure(-) with 
measured porewater pressure(x) 

The time profile of the wave-induced bottom shear is not sinusoidal 
even for sinusoidal waves, because the bottom shear is proportional to 
the square of the bottom velocity. But here for simplicity, the time 
profile of wave-induced bottom shear is assumed sinusoidal. 

The following boundary conditions are applied: 

Txz = - b exp{i (he - (ot)},   xm = - po exp {i (he - at) l ' (5) 

in which Txz and Tzz are the shear stress and vertical total stress on 
the bed surface, b is the amplitude of the wave induced bottom shear 
stress, i is the imaginary unit. The first equation is added to the 
condition in Mei and Foda(1981). 

The porewater pressure variation p\ the vertical effective stress 
variation crzz and the shear stress o~zx are     given as follows : 



(6) 

(7) 

(8) 
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+ brhH-fz)sin 9' exp(vS)sin(e+ ml)' 
azz = Po { , m    +2£z) exp(4%| cos 0 

v 1 + m     Li       \ L   I 

- Po —^— exp M-l cos (9 + -£-) 

- b (—1 2m. z\ exp(4& z) sin 0 
'1 + m    L    i      \ L    I 

+ b —^— expMW) sin (0 + -£—), 
1 + m       \fZ8>     I      V7<5/ 

^'zx-Po^z exp(^|^) sin 0 + bil - 2KZ\exp(^Lz) . 
Lt Ld \ Li       f M-j 

Here 0 = he - cot . The terms which do not include b are the solution 
of Mei and Foda itself. 

SEABED INSTABILITY UNDER BREAKING WAVES 

Madsen(1974) proposed a criterion on the stability of sand bed 
under breaking waves. 

-^>(pt-pw)#tan0 , (9) 
ox 

-^>(pt-pwU- (10) 
oz 

Eq.(9) is for the horizontal direction, and Eq.(10) is for the vertical 
direction. Here ptis the density of the saturated bed material, and <J) is 
the angle of internal friction of bed material. 

He mentioned in his paper as follows : Under a steep front face of 
breaking wave, the horizontal gradient of the porewater pressure is 
larger than the vertical gradient. The angle of internal friction is smaller 
than 45 degree. The horizontal condition(Eq.(9)) is satisfied before the 
vertical condition(Eq.(10)) is satisfied. 
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Fig.6 is one of the figures of Tsuruya and Korezumi's paper(Fig.7, 
1990). This figure shows a part of the record of the measurement of 
the sediment concentration near the bed(b) and the porewater 
pressure( pm in (e)) near the bed surface and others in an actual surf 
zone. The figure (d) shows the calculated vertical effective stress( = 
static stress + Pb - p' ). The black part indicates 0 effective stress 
occurrence. They suggested a relation between the high sediment 
concentration and the momentary liquefaction of the seabed. 

The horizontal and vertical gradients of the porewater pressure are 
included in the right hand side of the horizontal and vertical momentum 
equations for the solid skeleton, 

ps^ = _I_(^i + ^-^ + _L_ai(vwx-vsxl (11) H  dt      l-n \dx       dz!   dx     l-n K [ wx     tt* 

ps^ = JL(^ + ^)-^-psg + :A_^(vwz-vd).       (12) 
dt      l-n \dx       dz I    dz l-n K 

In these equations, ps is the density of the solid skeleton, vsx, vsz, vwx 
and vWz are the horizontal and vertical velocities of the solid skeleton 
and the porewater respectively, p is the sum of the static pressure and 
its variation p\ 

To examine Madsen's suggestion, the value of each term in the 
right hand side of two momentum equations is calculated for the 
aymmetric wave measured by Zen et al, wave No.7, by using the new 
solution including the effects of the wave-induced bottom shear, Eq.s 
(6), (7) and (8). 

To emphasize the effects, the wave period is shortened to 7.0sec, 
and the wave height is multiplied by 1.5. The amplitude of the bottom 
shear b is taken to be 1/10 of that of the bottom wave pressure p0. The 
values of the parameters are as follows : h = 4.0m, pt = l,910kg/m3, n 
= v = 0.33, G = 1.0xl08N/m2, J3 = l.OxlO^N/m2 and k = 2.8x10" 
4m/sec. The value of j3 is determined based on the fact that it is 
106N/m2 for the degree of saturation of 99%. 

Fig.7 shows the result at the level of 10cm below the bed surface. 
The bottom wave pressure is also shown in the top figure. The middle 
figure shows the phase variation of each term in the right hand side of 
the horizontal momentum equation for the solid skeleton. The 
horizontal gradient of the horizontal effective stress do^/dx and the 
vertical gradient of the shear stress damldz are as large as the 
horizontal gradient of the porewater pressure dp/dx. The horizontal 
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Fig.7 Phase variation of terms in right hand sides of momentum 
equations of solid skeleton(10cm below bed surface) 
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drag force due to the relative velocity of the porewater and solid 
skeleton l/(l-n)-n2/K-(vwx - vsx)is negligible. - dp/dx becomes maximum 
at a phase of front of crest (t= 1.2sec ), and reaches the critical value 
of the horizontal momentary failure given by Eq.(9). 

The bottom figure shows the phase variation of each terms of the 
vertical momentum equation for the solid skeleton. The value of term is 
one order larger than that of terms of the horizontal momentum 
equation. The vertical gradient of the vertical effective stress dchzldz 
and the vertical drag force l/(l-ii)-n2/K-(vwz - vsz) are as large as the 
vertical gradient of porewater pressure dp/dz. - dp/dz becomes 
maximum at a phase of the back of the crest ( t = 2.6sec ), and is 
larger than the critical value of the vertical momentary failure given by 
Eq.(10). It is found also that at this phase the vertical effective stress 
becomes zero. 

From this result we can say as follows : Under a wave having a 
very steep front face, a momentary failure of the seabed may occur 
just before the crest passes. Then a momentary liquefaction occurs 
near the bed surface just after the crest passes. At the same phase, 
the absolute value of the horizontal porewater pressure gradient 
becomes large again as seen in the middle figure. The momentary 
failure of the seabed is therefore more likely to occur just after the 
crest passing than just before the crest passing. 

CONCLUSIONS 

(1) The boundary layer approximation solution for the wave-induced 
transient porewater pressure variation in seabed by Mei and 
Foda(1981) is applicable to an asymmetric wave in a surf zone. 

(2) This solution was modified so as to take into account effects of the 
wave-induced bottom shear which is not negligible in the surf zone. 

(3) Under a steep breaking wave the momentary failure of the seabed 
proposed by Madsen(1974) is more likely to occur just after the 
wave crest passes than just before the crest passes. 
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CHAPTER 162 

INTERCOMPARISON OF COASTAL PROFILE MODELS 

Ida Braker Hedegaard1, J.A. Roelvink2, Howard Southgate3 

Philippe Pechon4, John Nicholson5, Luc Hamm6 

Abstract 

The present paper briefly presents 6 different models for short term coastal profile 
modelling for direct incoming waves. The models have been tested against measured profile 
evolutions from a large wave flume. Features such as wave height distribution, cross shore 
current profiles and sediment transport are compared and discussed. 

Introduction 

The described models are all established with the same structure of modules for 
hydrodynamics, sediment transport and bed level evolution but with different degrees of 
determinism/empiricism and refinement. The basic structure of the modules and a definition 
sketch for the coastal profile models are presented in Fig. 1. 

Input:   -  Initial bathymetry 
- waves and water levels ot the boundary 
- sediment parameters 

I 
Hydrodynomic module 

— waves across the profile 
- currents across the profile 

1 
Cross shore sediment transport 

1 
Morphological module 
(Updates the bathymetry) 

0 : SEDIMENT TRANSPORT 
H : WAVE HEIGHT 

T : WAVE PERIOD 
D : LOCAL DEPTH 
Z  : BATHYMETRY 
X : HORIZONTAL COORDINATE 

d„: MEDIAN GRAINSIZE 

Fig. 1. Basic Structure of the Morphological Models and Definition Sketch. 

1) Danish Hydraulic Institute, 2) Delft Hydraulics, 3) HR Wallingford Ltd., 4) Laboratoire 
National d'Hydraulique, 5) University of Liverpool, 6) Sogreah 
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Description of the Models 

LITCROSS, Danish Hydraulic Institute. 

The variation of the wave heights across the profile is determined from the criteria that the 
wave has either constant energy flux or wave heights decreases in accordance with an 
empirical relation first suggested by Andersen and Freds0e (1983): 

—  = 0.5 + 0.3 exp  (-0.11-yp) 

where Ax is the distance from breaking point and DB is the depth at the breaking point. The 
areas of the surface roller of the breaking waves are assumed to correspond to hydraulic 
jumps apart from a zone just inside the breaker point where the area is assumed to vary 
according to measurements by Buhr Hansen (1991). Random waves are treated as individual 
waves with no interaction. 

Hvdrodynamic modelling. The vertical distributions of currents and turbulence are assumed 
to be determined by the local depth, wave conditions and sediment properties. The basis for 
the model is the combined wave current boundary layer model of Fredsee (1984). In break- 
ing waves a major contribution to the turbulence comes from the loss of energy in waves and 
surface rollers. This contribution is calculated by the vertical transport equation for turbu- 
lent energy, Deigaard et al. (1986). The vertical distribution of the wave period averaged 
velocities is derived from the distributions of shear stresses and wave period averaged eddy 
viscosity. The shear stresses include the contributions from breaking waves, Deigaard and 
Fredsae (1989), from streaming, determined as outlined by Longuet Higgins (1953), from 
the increased density due to suspended sediment in case of sloping bed and from a setup of 
the water surface which is determined such that the total flux including the wave drift and 
the water carried in the surface rollers equals zero, Svendsen (1984). 

The net sediment transport is calculated as bed and suspended load. The instantaneous bed 
load and nearbed boundary condition for the vertical distribution of suspended sediment are 
determined as functions of the instantaneous shear stress, Engelund and Fredsae (1976). The 
time varying vertical distribution of suspended concentrations is calculated by the vertical 
diffusion equation, Deigaard et al. (1986). The total wave period averaged net transport is 
found from 

gs = —  f      fc • u dz dt + fu1 • c dz 
period   depth depth 

where u, is Lagrangian drift. The last term is included to compensate the omission of 
convective terms in the solution of the concentration field. 

The bed level evolutions are determined by the continuity equation for the sediment. 
The numerical solution is explicit.  A modified Lax-Wendroff scheme has been applied to 
reduce the numerical diffusion and to obtain a stable solution.  LITCROSS is described in 
more detail in Broker Hedegaard, Deigaard and Freds0e (1991). 
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UNIBEST, Delft Hydraulics. 

UNIBEST-TC stands for UNIform BEach Sediment Transport, Time-dependent 
Cross-shore. It is a direct descendant of the models OSTRAN (Stive and Battjes, 1984) and 
COSTRAN (Stive, 1986). In Roelvink and Stive (1989), the model has been tested against 
wave flume measurements and improved on some points. The model aims at predicting 
long-term development of the profile of beaches that are approximately uniform in along- 
shore direction, and which are subjected to obliquely incident wave fields, varying water 
levels and tidal currents. The morphodynamic behaviour due to cross-shore transport only 
is considered, however, effects of longshore currents on cross-shore transport are accounted 
for. 

For the present study, cross-shore effects only are considered, and the formulations 
as given in Roelvink and Stive (1989) are used. Mechanisms included here are: 

Wave shoaling and breaking and associated set-up according to Battjes and Janssen 
(1978); 
Cross-shore current description according to de Vriend and Stive (1987); 
Transition zone effects on the return flow according to Roelvink and Stive (1989); 
Short wave velocity moments based on Rienecker and Fenton's (1981) Fourier 
approximation of the stream function method; 
Long wave effects according to the same paper; 
Sediment transport according to Bailard (1981); 
A Fully implicit scheme for the bed evolution. 

For the case of regular waves, the wave decay model is adapted simply by setting 
the fraction of breaking waves to 1 after the wave height exceeds a given fraction of the 
water depth. 

NPM, Hydraulic Research. 

NPM (Nearshore Profile Model) is a model for waves, longshore and cross-shore 
current and sediment transport on uniform beaches for obliquely or direct incoming waves. 
A brief summary of the physical processes represented in the NPM is given below. 

Wave transformation by refraction (by depth variations and currents), shoaling, 
Doppler shifting, bottom friction and wave breaking. For random waves, a Battjes 
and Janssen (1978) framework is used for determining the distribution of wave 
height and the fraction of time that waves are breaking at any point. 
Wave setup determined from the gradient of wave radiation stress. 
Driving forces for longshore wave-induced currents, determined directly from the 
spatial rate of wave energy dissipation. 
Longshore currents from pressure-driven tidal forces and wave-induced forces, and 
the interaction between the two types of current. 
Cross-shore undertow velocities using a three-layer model of the vertical distribu- 
tion of cross-shore currents (de Vriend and Stive, 1987). 
Transition zone effects (the transition zone is the distance between where a wave 
starts to break and where turbulence becomes fully developed). 
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Cross-shore and longshore sediment transport rates using an 'energetics' approach 
(Bailard, 1981; Stive, 1986). 
Seabed level changes due to cross-shore sediment transport using a Lax-Wendroff 
scheme. 

Tests (Southgate, 1991) have shown that the model results are particularly sensitive 
to the transition zone length and to the height above the seabed at which the undertow 
velocity is taken for input to the sediment transport calculations. Recent improvemnets to 
the NPM therefore include: 

A reanalysis of transition zone data (O'Shea et. al., 1991) to give a more accurate 
formula for the transition zone length. 
The use of a concentration-weighted average undertow velocity in the sediment 
transport calculations. 

NPM is described in detail in Southgate and Nairn (1993) and Nairn and Southgate (1993). 

WAT AN 3, University of Liverpool. 

The model WATAN3 consists of a wave sub-model and a sediment sub-model. The 
wave sub-model (Watanabe and Dibajnia, 1988) comprises a set of two equations which are 
equivalent to a time-dependent version of the mild-slope equation and contain an additional 
term to allow for energy dissipation in the surf zone. The latter term represents the rate at 
which energy is dissipated by breaking and is set to zero wherever the broken waves have 
reformed inside the surf zone, as well as outside the surf zone. An empirical criterion 
(Watanabe et al, 1984) is used to determine the point of breaking, and setup and setdown are 
computed by solving the momentum balance equation. 

The sediment sub-model (Ohnaka and Watanabe, 1990) is based on the sediment 
transport rate due to wave action: 

Q =  (An (xB - TC)   + Am -cT)  FB QB I  (pg) 

where Q is the sediment transport rate, Aw and A^, are coefficients, TB is the maximum 
nearbed shear stress due to wave action, rc is the threshold of movement shear stress. TT is 
the shear stress generated by breaker turbulence, FD is a dimensionless directional function 
and uB is the maximum nearbed orbital velocity. Having derived the transport rates 
throughout the computational domain, the former are then modified to allow for bed slope 
effects, so that: 

QM = Q - e |c| tan P 

where QM is the modified transport rate, e is a coefficient and tan £ is the local bed slope. 
Finally, the bed level changes are computed using the sediment mass conservation equation. 

An additional feature of the present version of the sediment sub-model is the 
inclusion of a breaker transition length, within which turbulence generated by the post- 
breaking surface roller is distributed throughout the water column.   A re-analysis of work 
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carried out by Nairn et al (1990) yielded the following expression for the transition length 
(O'Shea et al, 1991): 

LT = LB (0.56 5"1-47) tan p 

where L,. is the transition length, LB is the wave length at breaking and % is the Iribarren 
No. The effects of the transition length are incorporated into the sub-model by switching off 
the breaker turbulence contribution to the transport rate within the transition length. 

SEDITEL, Laboratoire National d'Hydraulique. 

SEDITEL computes the wave refraction and shoaling, wave height decay in the 
surf zone, time-averaged three-dimensional currents (2DV currents here) induced by break- 
ing waves, sediment transport rates, bed evolution. 

The wave refraction is derived from the classical Snell's law. The wave height is 
deduced from the equation of the flux of energy where the dissipation is supposed to be 
similar to the one of a hydraulic jump in the surf zone. In order to have a good estimation 
of the wave characteristics in shallow water, non-linear effects are considered in the calcula- 
tion of the flux of energy, see Pe"chon (1987). 

The time-averaged currents induced by breaking waves are computed with the 
three-dimensional model TELEMAC-3D outlined in Lepeintre et al. (1991). In order to 
establish the equations the instantaneous velocity is separated into three contributions: an 
unknown mean current, a purely periodic current corresponding to the wave motion, and 
turbulent fluctuations. In the time-averaged equations some closures are required to express 
the velocity correlations (see details in PSchon, 1992). They are given by previous works 
of Svendsen (1984), De Vriend and Stive (1987), Deigaard and Fredsee (1989). 

The sand transport is computed using Bailard's formula, Bailard (1981), but the 
suspended load efficiency factor is increased in the surf zone to take the breaking effect into 
account. The proposed expression is: 

(1 + a .LSI)  « 
tt : efficiency factor, non breaking 
e V efficiency factor, breaking 

: constant 
V 3• ub : mean velocity at the bottom 

The bed evolution is computed by solving the continuity equation for the sediment. 
To reproduce the process of avalanching of dune in the application presented here, the 
measured amount of sediment is distributed between the crest of the bar and the shoreline 
before each hydrodynamic computation. Moreover a maximum stability slope of 15/100 is 
specified out of the breaking zone. 

The wave and current patterns are updated when the bottom evolution becomes 
significant. However, in order to reduce the number of iterations, an additional treatment 
is performed during the computation of the bottom evolution: considering the bed evolution 
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at the breaking point, its location is moved along the coastal profile and the wave and 
current characteristics are moved the same way. 

REPLA, SOGREAH. 

REPLA is a wave-averaged, finite amplitude, current-depth shoaling and refraction 
model to simulate regular or random wave propagation from deepwater to the shoreline. 

The formulation is detailed in Fornerino et al (1992). A set of four equations is to 
be solved with an iterative procedure because of the influence of the wave height on the 
wave celerity. 

Stokes third order theory is used for small Ursell numbers. For large Ursell 
numbers a cnoidal second order theory is used. The model can, however, also be run with 
Stokes first order waves. 

The wave breaking criteria derived by Weggel (1972) is used. In presence of an 
adverse current, this expression is modified following Sakai et al.(1988). The bore model 
is used to express the energy dissipation. In order to simulate wave reformation after 
breaking on a bar, the dissipation rate is put to zero when the wave height is less than half 
the local maximum wave height. 

For random waves, two methods are implemented. The parametric approach of 
Battjes and Janssen (1978) and the individual wave method Mase and Iwagaki (1982); 
Mizuguchi (1982) in which each class is propagated independently with the regular wave 
model. 

Results from the various Models 

The models have been tested against experimental results obtained from the large 
wave flume in Hannover in 1986 and 1987, Dette and Uliczka (1986) and Dette and Oelerich 
(1991). The experiment from 1986 was carried out with regular waves. The 1987 experi- 
ment was run with irregular waves and included a comprehensive measuring program 
focusing on waves. 

Regular Wave Case 

The experiment with regular waves constitutes a severe test of the models due to 
the fact that all waves are breaking nearly at the same position. This first test gives the 
opportunity to tune the possible model parameters in the various models. Results in the 
form of calculated and measured profiles from this first test are presented in Fig. 2. 

The calculated profile evolution is the integrated result of the modelling of several 
physical mechanisms. The interpretation of the differences between the modelled evolutions 
can therefore only be pointed out after comparison of each individual element in the various 
models. These comparisons are carried out for a similar case.but now the initial profile is 
a plane beach with an initial slope of 1:20. Below, the initial wave heights, current fields 
and sediment transport along this plane beach are considered. 
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NUMERICAL RESULTS 
EXPERIMENTAL RESULTS 

10.00 30.00 50.00 70.00 90.00 (m) 

UNIBEST -  TC 

NUMERICAL RESULTS 
EXPERIMENTAL RESULTS 

10.00 30.00 50.00 70.00 90.00 (m) 

LITCROSS 

NUMERICAL RESULTS 
EXPERIMENTAL RESULTS 

0.00 30.00 50.00 70.00 90.00 (m) 

-10.00 10.00 30.00 50.00 70.00 90.00 (m) 

WATAN  3 

NUMERICAL RESULTS 
EXPERIMENTAL RESULTS 

-10.00 10.00 30.00 50.00 70.00 

REGULAR WAVES 

H - 1.5m 
T - 6s 
d 5ox - 0.33mm 

Initial slopes: lower beach :20 
upper beach 1:40 

Fig. 2.   Comparison of Measured and Calculated Coastal Profiles after 4.3 hours of Expo- 
sure. 

The figures 3, 4, and 5 show wave heights across the plane profile, vertical 
distribution of horizontal wave averaged velocities, for Seditel also the vertical velocity 
component just shoreward of the breaker point and the vertical flow pattern, and the initial 
cross shore sediment transport. Already the comparison of wave heights show large spread- 
ing across the surf zone. This spreading is reflected in deviations in the assumed cross 
section area of the surface rollers. The differences in the vertical distribution of horizontal 
velocities exist due to differences in the formulation of the vertical distribution of shear 
stresses, eddy viscosities and the area of surface rollers. 

The above comparisons illustrates differences in the models, but suffer unfortu- 
nately from lack of measured data. The calculated initial transport rates highlight the fact 
that the bar forms at a 'critical' position, seen from a model view point where the onshore 
transport under the non breaking waves turn into offshore transport inside the surf zone. 

Further, although discrepancies exist between the distribution of horizontal velo- 
cities calculated by the one DV models and the 2 DV model, Seditel, the 2 DV results indi- 
cate that the order of magnitude of vertical velocities shoreward of the breaker point are 
comparable with the settling velocity of sand. Therefore, in a narrow zone inside the 
breaker point, the sediment transport models which take into account only velocities parallel 
to the bottom might underestimate the amount of suspended sediment. 
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Wave Height [m] 
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Fig. 3.   Wave heights as calculated by 6 different models. 
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Fig. 5.   Cross shore sediment transport calculated by NPM, Unibest, LITCROSS, Seditel 
and Watan 3. 

It appears that the cross shore transport models when applied in a morphological 
calculation sequence in combination with more or less smoothing, either on the calculated 
transport or on the bed levels between updates, are able to reproduce to a certain extent the 
evolution of a breaker bar. In the case of regular waves it seems clear that the mechanisms 
just shoreward of the breaker point are essential for the bar evolution. 

For irregular waves these complex mechanisms are expected to be less important 
for the profile evolution. In the following the models are compared with measurements in 
the case of irregular waves. 

Irregular Waves Case 

This test was carried out with irregular waves, Jonswap spectrum, with H, = 1.5m 
and Tp = 6 s at 5 m depth in front of the wavemaker. The profile was built out of natural 
well sorted sand with a mean diameter of 0.22 mm. The test was subdivided into 45 runs 
of 780 s each. The wavemaker was stopped after each run. The wave generation was first 
order with no long waves reflection compensation. The observed bathymetry, the wave 
heights (HRMS), the sediment transport derived from successive observations of the bed 
evolution and the wave energy spectrum as measured at three positions are presented in Fig. 
6. 
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In this case a pronounced bar is not formed but the relatively steep profile is 
flattened out. The wave heights in the surfzone decrease concurrently with the flattening of 
the profile, i.e. the energy is dissipated further and further offshore. These tendencies are 
reflected in the cross-shore transport rates which are largest at the beginning of the test. 
From the spectral analysis of wave energy it appears that the spectra become double-peaked 
while the waves approach the beach, i.e. in the nearshore area low frequency waves become 
more important, see figure 6. From analysis of correlations between bound long waves and 
the observed low frequency waves it seems clear that the major part of the low frequency 
energy come from reflections in the flume. 

In figures 7 and 8 measured and simulated variations of the wave heights across the 
profile for the observed bathymetries in runs 2, 14 and 32 are compared. These results are 
produced by REPLA applying both the parametric approach and the individual wave method 
with both linear and non linear wave theory. With the first approach it appears that when 7 
is adjusted corresponding to the highest wave heights, the heights inside the surf zone are 
underestimated for runs 2 and 14. The individual wave method is seen also to underestimate 
the near shore wave heights. It might be necessary to include mechanisms as the extra 
variations of the water level and flow due to the long waves and the opposing undertow in 
the wave modules. 

Measured   Profile  Evolution Measured  Wave  Heights 

spectral density (m.m.s) spectral  density (m.m.s) spectral  density (m.m.s) 
2.5 r 

Run  14 

  A 
 B 
 C 

j'l \\ \ 
-fV. 

•Af\ 
:T! V 

l\ 

„ 

1 i . ]    ] ^ria^ 

H, = 1.5 m 

Tp = 6s 
dM% = 0.22 mm 

 Run  2     (Oh) 

  Run   14  (2.5h) 

 Run  32  (6.3h) 

0   0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0   0.05 0,1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0   0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 

frequency (Hz) frequency (Hz) frequency  (Hz) 

Fig. 6.   Observed bathymetries, measured H^, and wave energy spectrum at 3 positions. 
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Fig. 7.   Measured and calculated equivalent wave heights. Calculations by REPLA apply- 
ing Battjes and Janssen's parametric approach. 
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Fig. 8.   Measured and calculated H,^, Hs and Hmo. Calculations by REPLA applying the 
individual wave approach with linear and non linear wave theories. 

Figure 9 shows the measured and calculated cross-shore transport. It is seen that 
the models are very sensitive to even small humps in the bed and that the observed relatively 
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large initial offshore transport is not very well reproduced. The Watan 3 model has been run 
with 5 wave components only which obviously gives a very scattered transport pattern. 

Figure 10 shows results of morphological modelling of the coastal profile. The 
modelled evolutions obviously suffer from the underestimation of the initial offshore trans- 
port capacity and the lack of description of the erosion in the steep dune front. 

Measi. red  Transport  Rates 

   ;.>—-"--;..         _       - 

^^~P^X^  

 /'  
     1   Run2    Run14 Run02   j 

0        10       so 30         40          BO         80         70         80         BO        100       1 

HR NPM 
4.0 

•••     - 

.  "° 
 S$\~> 5 •;•" 

-s.o 
-7.0 "" 1 """"" — Roni  Run02   1 

0 

0 

0 

a 

t^trnLiL   -  
JJ-ZL  -  

*"\M i\ 

11 h 
 -• - —'• - -• 

" :_" :" i —  KM!        tan 2-14 Run 2-32   i 

10          20         30          40 60         M         TO         M         M        100       1 

Fig. 9.   Measured and calculated cross-shore transport rates. These calculations are carried 
out with the observed bathymetries. 
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Concluding remarks 

Large differences exist between the coastal profile models presented above. 
However, based on the experience gained through the comparisons with experimental data 
the following general comments are given: 

The models generally underestimate the offshore transport on relatively steep 
profiles. One reason seems to be related to poor wave description in cases where 
reflections and long waves, free and bound, exist. 
The swash zone processes and dune erosion are not described in the models.  In 
combination with the above mentioned underestimation of transport on steep slopes 
the exchange of material from the dune to the bar is too slow in the case of a 
steep, initial profile. 
The vertical velocities close to the breaker point seem to reach a significant order 
of magnitude and might influence the bar formation, at least in the case of a closed 
flume.  Generally, the velocity field in the area just before and after the (average) 
break point is still understood rather poorly. 

It is noted that with the outlined concept of a coastal profile model the pronounced 
breaker bar in regular waves and the flattening of a steep profile in irregular waves can be 
modelled. In nature the coastal profiles are formed by 3D phenomena. It seems that the 
understanding of cross-shore processes has now reached a stage where it is relevant to 
extend the models into 3D to be able to judge where the 'weakest point' appears and where 
most effort in the future should be spent. 
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OSCILLATORY FLOW BEHAVIOR IN THE 
VICINITY OF RIPPLE MODELS 

Kiyoshi Horikawa1  F. ASCE 
o 

Suguru Mizutani 

ABSTRACT 

A two-dimensional LDV was used to measure the flow 
velocity at preset grid points. By using these velocity 
data the vorticity at each grid point was calculated and 
the equivorticity lines were drawn for the sharp crest 
ripple as well as the round crest ripple at various 
phases of oscillatory flow. Then the circulation outside 
the vortex was evaluated. Based on the available data 
the temporal variation of the circulation was discussed 
quantitatively. Finally criteria of vortex formation 
were introduced and the physical meaning of these 
criteria was discussed. 
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INTRODUCTION 

This paper is a continued work to the previous 
paper on the characteristics of oscillatory flow over a 
ripple model (Horlkawa and Ikeda, 1990). In the 
foregoing paper were presented the extensive results of 
laboratory investigations carried out by using an 
oscillatory flume in which a fixed ripple model with 
a sharp crest was installed. 

Figure 1 shows the shape and size of the stated 
model which were determined on the basis of the treatment 
presented by Longuet-Higgins (1981). This ripple model 
seems to be quite useful to analyze the flow phenomena in 
the vicinity of a wavy boundary. However the shape with 
such a sharp crest as this model may be unrealistic as a 
model of sand ripples appeared on the sea bottom. In 
order to investigate the actual flow phenomena in the 
vicinity of sand ripples generated by wave action, a more 
realistic model was selected. 

According to Sleath (1984), the shape of two- 
dimensional vortex ripples for fine sand can be well 
expressed by the following equations : 

y = (Hr/2) cos kr? 

5 = x + (Hr/2) sin kr? 
(1) 

where (x,y) are the Cartesian coordinates, B, is the 
curvilinear coordinate following the wavy boundary with 
its origin at x=0 and y=Hr/2, Hr and Lr are the riDple 
height and the ripple length respectively, and kr = 2 f" /Lr 
is the ripple wave number as shown in Figure 2. 

In order to keep the continuity and consistency in 
the series of research work, the ripple length was fixed 
at 30cm as that of the sharp crest ripple model. The 
ripple height of the new model was selected to be 4cm 
instead of 5cm in the previous model to make the height- 
length ratio 0.133 which is nearly equal to that of 
natural sand ripples. The shape of the new ripple model 
thus determined is shown in Figure 3. Figure 4 indicates 
the difference of both models. That is to say, the 
overall features of both models are practically similar 
each other except in the limited region of ripple crests. 
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C LJ n i "fc : mm) 

Fig.l   Fixed ripple model with a sharp crest. 

Fig.2   Definition sketch of sand ripple profile, 

C Ur-i i "t : mm) 

Fig.3   Fixed ripple model with a round crest. 

C U r-i i -t : mm) 

Fig.4   Comparison of both fixed ripple models, 
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EXPERIMENTAL PROCEDURES 

2125 

Experimental Conditions 

Table 1 gives the experimental conditions ado 

far at the Hydraulic Laboratory,  Saitama  Univer 

using the fixed ripple model with a sharp  crest 

1) as  well  as  that  with  a  round  crest  (Fi 

installed inside an oscillatory flow flume  with 

length and 0.3m x 0.3m in  cross-section.   Among 

four particular cases namely Cases A, B, C and D 

1  will be  selected  in  discussing  the  charac 

differences of organized vortices formed behind 

kind ripple crests.  Particularly in Cases A  and 

oscillatory flow conditions are the same, but the 

of the ripple crest are different each other. 

Table 1   Experimental conditions. 

pted 
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40. 0 
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40. 0 
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(Case A) 

Round d9  (cm) 
U...(cu/s) = 

44. 0 
34. 6 

(Case D) 

40. 0 
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(Case B) 

do  :orb i taI total amplitude of fluid just outside the boundary layer at the bed 
UD.i:amplitude of free stream horizontal velocity component 

Experimental Apparatus and Flow Data Analysis 

A 2-D LDV was u 
components of flow 
various phases of 
obtained records va 
temporally average 
residual) velocity 
kinematic eddy vi 
resulted data were 
temporal and spatia 
The detailed descri 
and data processi 
(Horikawa and Ikeda 

sed to measure horizontal and vertical 
velocity at each preset grid point at 

oscillatory flow. By using the 
rious physical quantities such as the 
d fluid velocity, stationary (or 
, kinematic Reynolds stress, and 
scosity, were calculated and the 
plotted in figures to illustrate the 
1 variations of flow characteristics, 
ptions of the experimental appratus 
ng were given in the previous paper 
, 1990). 

The main topic in this paper, however, is to 
investigate the characteristic behavior of an organized 
vortex formed behind a ripple crest.  The  discussion  on 
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fine structures of oscillatory flow in the vicinity of 
ripple crest either with the sharp crest or with the 
round crest will be made in the forthcoming paper which 
is now in preparation. 

BEHAVIOR OF AN ORGANIZED VORTEX 

Overall Pattern of Vorticity 

Evaluation of vorticity at each grid point was made 
by using the temporally averaged velocity components at 
four grid points surrounding the prescribed point. As a 
typical example, spatial distribution patterns of 
vorticity for Cases A and B at the same phase of the 
oscillatory flow are shown in Figures 5(a) and (b) 
respectively. The irregularity of distribution patterns 
is thought to be strongly influenced by the grid spacing 
of measuring points. 

Comparing these two  diagrams  in  Figure  5,  it  is 
easily realized that  the  vorticity  formed  behind  the 

(mm) 
150. 

Fig.5 

-150        0        150 
(a) Case A  (T=9s, Sharp) 

(mm) 

-150        0        150  (mm) 

(b) Case B  (T=9s, Round) 

Spacial distribution of vorticity at the phase of 
oit = 0. 
[(a) Sharp crest ripple   (b) Round crest ripple] 
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sharp crest (Case A) is stronger than that behind the 
round crest (Case B) as it is expected. In order to draw 
more clear pictures, the following treatments were made. 
The space area enclosed by the equivorticity curve with 
the prescribed value was calculated at each phase. The 
obtained values were plotted as indicated in Figures 6(a) 
and (b) for Cases A and B respectively. From these 
diagrams the following fact can be easily observed. Here 
the phases - TT/2 and if /2 correspond to the phases at the 
maximum free stream velocity. 

In case of the sharp crest ripple (Case A) the flow 
streamline along the ripple bed separates definitely at 
the crest. The vortex thus formed grows up with the 
increase of free stream velocity and then diffuses rather 
rapidly. Finally the overall vorticity decays due to 
reverse of the  free  stream direction. 

On the other hand, in case of the round crest ripple 
(Case B) the size of vortex seems to be fairly small in 
general compared with the previous one. The streamline 
along the ripple bed separates hardly at the early stage 
of oscillatory flow phase, but does at a certain phase 
stage. The vortex area increases up to a certain phase 
and then decreases gradually. 

In both cases, the developing, diffusing and decaying 
processes of vorticity can be observed clearly in Figures 
6 (a) and (b). Even though the magnitude and spacial 
scale of vortex depend strongly upon the shape of ripple 
crest and free flow conditions, the processes stated 
above appears similarly in any case. 

In order to investigate the growth and decay of 
overall vortex strength, the integrated vorticity with 
respect to the area for Cases A, B, C and D were 
calculated and the obtained values were plotted in Figure 
7. The above integrated vorticity corresponds to the 
circulation outside the vortex, p . From Figure 7 the 
following can be pointed out 
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(a)   Case   A     (T=9s,   Sharp) 

(b) Case B  (T=9s, Round) 

Fig.6   Temporal variation of the area  occupied  by  the 
vortex with the prescribed vorticity.  [Case A  : 
Sharp crest ripple   Case B : Round crest ripple] 
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circulation decreases gradually to zero at the phase 
of TT . 

(2) In case of the round crest ripple (Cases B and D) , 
the flow separation appears at the phase of -(IT/2). 
The circulation increases rather rapidly and reaches 
its maximum at the phase of -(T/8). Then the 
circulation decreases gradually to zero. 

In order to determine the general form of the 
temporal variation of the circulation for both the 
sharp crest ripple and the round ripple crest, the term 
r/Tmax is illustrated in Figure 8, where r max is the 
maximum value of T for each case. These curves suggest 
us that the temporal variation of the circulation can 
be expressed by an appropriate curve for each ripple 
model. To accomplish the above treatment, the absolute 
value of Fmax should be determined. 

Available data of the maximum value of circulation 
were summarized in Table 2. The first four data were 
reported by Ikeda et al . (1988) who used the sharp crest 
ripple with Hr/Lr=0.167. The second four data were given 
by Sawamoto et al. (1980) who used the round crest ripple 
with Hr/Lr=0.100 installed in an oscillatory air flume. 
The last four data are those of Cases A, B, C and D in 
the present investigation, where the values of Hr/Lr are 
0.167 for Cases A and C and 0.133 for Cases B and D. 

Table 2   Available lata of maximum  circulation. 

T U... d. L, H, r... B, TU... r... U...H, 

(s) (ci/s) (en) (en) (c.) (era Vs) L, H, TU..,* f 

3 43. 5 41. S 30 5 1500 0. 167 26. 1 0. 264 2. llx 10* l.S. 

6 21.6 41. 5 30 5 670 0. 167 25. 9 0. 239 1.08X 10' I.S. 

9 14.5 41. 5 30 5 555 0. 167 26. 1 0.293 7. 25x 10' I.S. 

12 10.9 41. 5 30 5 250 0. 167 26. 2 0. 175 5. 45x 10' l.S. 

5. 4 49. 0 200 50 5 2100 0. 100 62. 7 0. 137 1. 63X 10' S.R. 

6. 4 29. 5 120 50 5 656 0. 100 37. 8 0. 118 9. 89X 10' S.8. 

6.4 36. 8 ISO 50 5 1172 0. 100 47. 1 0. 135 9. 89X 10* S.8. 

6.4 61. 4 250 50 5 1640 0. 100 78. 6 0.068 2. 05x 10' S.R. 

9 13. 9 40.0 30 5 417 0. 167 25.0 0. 240 6. 95X 10* H.S. 

3 20. 9 20.0 30 5 626 0. 1S7 12. 5 0.478 1. 05X 10' U.S. 

9 13. 9 40. 0 30 4 91 0. 133 31. 3 0. 052 5. 56X 10' H.8. 

4 34. 6 40. 0 30 4 154 0. 133 34. 6 0.032 1. 38X 10' H.R. 

Ikeda et al. . Sharp — I.S. 
Sawamoto et al. Round -* S.R. 
Horikawa et al. Sharp -* H.S. 

Horikawa et al. Round — H.R. 
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oscillatory flow conditions were determined by using two 
types of empirical diagrams presented by Mogridge and 
Kamphuis (1972) and Sato (1987) respectively under the 
conditions of Hr=4cm, Lr=30cm, and D=0.4mm. Here D is 
the grain size of sand. The flow conditions thus 
obtained are T=4s and Umax=30cm/s which correspond to 
the condition of Case D in the present experiments. 

Figure 10 gives the cumulative grain size of sand 
particles adopted to the following experiment. The 
medium grain size of D50=0.43mm is nearly equal to the 
expected value of 0.4mm. Figure 11 shows the comparison 
between the profile of fixed ripple model with the round 
crest and the measured profile of the sand ripple 
generated in the oscillatory flow flume. The agreement 
seems to be extremely good. 

(«) 

Fig.10  Cumulative grain size  curve  of  sand  particles 
used for the laboratory experiment. 

—: Fixed Model 
o : Ripple Measured 

Fig.11 

300 
(U n i t : m m) 

Comparison of measured sand ripple profile  with 
the fixed ripple model, 
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In this figure three different curves denoted by I, 
II and III were drawn as criteria of vortex formation. 
The physical meaning of these three curves will be 
discussed in the following : 

(1) Curve I shows that the Reynolds number should exceed 
a certain number to generate the organized vortex. 
The possible minimum value of the Reynolds number 
might be 400. 

(2) Curve II corresponds to the following condition. It 
is well known that the Strouhal number of the  vortex 
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shedding induced to a circular cylinder in a steady 
flow depends upon the Reynolds number. The KC number 
in the present investigation corresponds to the 
receiprocal of Strouhal number. Therefore it seems 
to be natural that the critical KC number for vortex 
formation depends upon the Reynolds number. 

(3) Sleath (1984) introduced the following relationship 
for any given sediment to determine the wavelength Lr 
of the rolling grain ripples 

3Lr = a = constant (2) 

where 3 = / w/2v,  u = 2u/T, and v is  the  kinematic 
viscosity of fluid.  Transformation  of  Equation  (2) 
yields 

KC 
a2(Hr/Lr): 

Re (3) 

In the present case Hr/Lr=0.133, hence the KC number 
is proportional to the Reynolds number. Based on the 
above discussion, Curve III may be closely related 
to the criterion of rolling grain ripple formation. 

The experimental conditions of the Sawamoto et al. 
cases, and Cases B and D in the present investigations 
fall within the region of vortex formation as 
demonstrated in Figure 12. 

CONCLUSIONS 

In this paper the characteristics of the organized 
vortex formed behind a ripple crest in an oscillatory 
flow were investigated in detail. Two ripple models were 
adopted for the present study ; the first is the ripple 
model with a sharp crest and the second is that with a 
round crest.  The main conclusions are as follows : 

1) The vorticity of the organized vortex induced by the 
sharp crest ripple is naturally stronger than that by 
the round crest ripple. 

2) The  circulation  outside  the  vortex   region   was 
evaluated for each phase  of  oscillatory  flow. The 
nondimensionalized   circulation  has   temporally a 
specified form for each type of  ripple  profile. In 
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order to determine clearly the variations! form with 
the phase of oscillatory flow, additional data are 
needed. 

3) Vortex formation due to the round crest ripple was 
clearly observed in a certain region in the domain of 
the Reynolds number versus the Keulegan-Carpenter 
number. The physical meaning of the three criteria 
was described. 
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CHAPTER 164 

Berm Formation and Berm Erosion 
Kazumasa KATOH1 and Shin-ichi YANAGISHIMA2 

Abstract 
To investigate the mechanism of beach erosion in a 

storm, a daily survey of beach profile and the measurement 
of infragravity waves near the shoreline have been carried 
out in a field during two and half years. Analyses of 
these data reveal that the infragravity waves and the level 
rising of water table play a important role in the berm 
erosion in a storm. The infragravity waves run up beyond 
the berm crest to the backshore. The swashed water 
permeates into the beach, which contributes to a high water 
table. The permeated water rises to the surface of 
foreshore, where the beach is eroded by the backwash of 
infragravity waves. 

1. Introduction 
In a storm, a beach erodes rapidly within one or two 

days due to the sand transport from the beach to the 
offshore. Formerly, wind waves had been considered to be 
a main external forces of beach erosion in a storm. The 
wind waves, however, lose their energy when they propagate 
into the surf zone. Breakers in the surf zone are 
saturated, that is, the wave height at any point is limited 
by the local water depth. The larger waves in a storm 
break further offshore making the surf zone wider but 
leaving the wave height in the inner surf zone same. 
Therefore it is basically difficult to attribute the abrupt 
beach erosion in a storm to the offshore wind waves. 

In contrast to the wind waves, the infragravity waves of 
about 30 seconds to several minutes in a period well 
develop in a storm (Guza and Thornton, 1982) , and do not 
break in the surf zone, being the largest at the shoreline 

"Chief of the Littoral Drift Laboratory, Port and Harbour 
Res. Inst., 3-1-1, Nagase, Yokosuka, Kanagawa, JAPAN 
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< eg., Bowen and Huntley, 1984; Holman,1984) . Based on the 
field data, Katoh and Yanaglshlma (1990) showed that the 
berm, or the beach, abruptly erodes in a storm due to not 
the wind waves but the infragravity waves. Then, in the 
consideration of the mechanism of beach profile change, it 
should be very important to take into account the 
infragravity waves as the external force. 

In this study, paying attention to the changes of berm 
on the shore and the infragravity waves near the shoreline, 
a field observation has been carried out every day during 
two and half years. Evidences of berm erosion and berm 
formation have been abstracted from the data obtained, 
being 58 cases and 219 cases respectively. By analyzing 
these data, the differences of physical condition between 
the berm formation and berm erosion will be examined, by 
which the mechanism of berm erosion will be discussed. 

2. Field Observation at Hazaki Oceanographical Research 
Facility (HORF) 
The site of field observation is a entirely natural 

sandy beach, being exposed to the full wave energy of the 
Pacific Ocean, and is classified as micro-tidal beach with 
the tide range of about 1.4 meters ( see Figure 1). On 
this beach, Port and Harbour Research Institute, Ministry 
of Transport, constructed the Hazaki Oceanographical 
Research Facility ( HORF, see Photo.1) in 1986 for carrying 
out the field observation in the surf zone even under sever 
sea conditions. The research pier is 427 meters long and 
supported by concrete-filled steel piles in a single line, 
at 15 meters interval. 

The mean profile during about one year is shown in 
Figure 2. The foreshore slope is mild, about 1/50 in 
average, while the mean bottom slope in the surf zone is a 
little milder, 1/60.  The mean diameter of sediments on  the 

Figure 1 Site of field observation. 
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Photo. 1  Hazaki Oceanographical Research Facility. 

beach is usually 0.18 mm, which changes occasionally in the 
narrow range between 0.16 mm and 0.20 mm due to the 
accumulation and the erosion. 

On this beach, the field observations on the berm 
erosion/formation and the infragravity waves had been 
carried out for about two and half years from August 1987 
to January 1990. The observations conducted in conjunction 
with this study are as follows; 

(a) survey of the beach profile, 
(b) observation of the infragravity waves near the 

shoreline, 
(c) wave observation in the offshore, 
(d) observation of the water table under the beach. 

The observation methods related to the items from (a) to 
(c) and the primary analyses of them have been described by 
Katoh and Yanagishima (1990). To measure the water table, 
two pipes of 12.5 centimeters in diameter were sunk into 

-100 
OFFSHORE DISTANCE (m) 

100       200 300 400 

fl^FFFFFFFFFffl- 

Figure 2 Mean profile of study site. 
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-115m 
+ 4.31m 

HORF + 22m 
U.S.W. 

G.W. 
Figure 3  Arrangement of instruments. 

the beach at the horizontal reference point of -65m and - 
115m as shown in Figure 3, and water level meters were 
installed inside the pipes. The measurement were done 
during 20 minutes of every hour for about two years from 
February 1988 to January 1990 including a interruption of 
about 6 months due to sensor troubles. 

3.  Level of sand accumulation in the storm 
Based on the beach profile Table 1 Large waves in 

data, the evidences of berm tne berm erosions, 
erosion have been abstracted. 
Those are 58 cases in total. 
Table 1 is the largest ten values 
of offshore significant wave 
height in the berm erosions. Two 
typical examples in the storms 
have already been reported and 
discussed by Katoh and Yanagishima 
(1990) with the data of wind waves 
and infragravity waves. 

Figure 4 shows one of them 
during the days when the typhoon 
No.8713 passed near the observation site. The berm had 
been formed by the 12th of September, but it had eroded 
within the short term of two days from the 12th to the 14th 

A 

Date »,/,!«) T,„U) 

22 Mar. 88 6. 51 10. 2 

17 Sep. 87 5.98 10. 9 

16 Sep. 88 5.41 11. 1 

23 May 88 5. 00 9.8 
23 Jan. 89 4.78 8.7 
2 Nov. 89 4.48 12. 2 

29 Nov. 88 4.29 9. 6 

12 Oct. 89 4.28 11. 2 
8 May 88 4. 24 8. 2 

19 Nov. 88 4. 02 9.7 

Critical level of accumulation 

J Critical level 
of erosion 

9/12/87 
9/14/87 
9/16/871 
9/18/87 
9/21/87 

H.W.L. 

-100        -50        0 
Offshore distance (m) 

Figure 4 Berm erosion during typhoon No.8713. 
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of September. One more notice must be given in Figure 4. 
There was a interesting paradox that the sand deposited on 
the higher elevation when the berm eroded, as Bascom(1954) 
had already pointed out. This kind of sand accumulation 
existed in 48 cases out of 58 evidences of berm erosion. 

Katoh and Yanagishima (1990) presented that the critical 
level of sand accumulation can be predicted by the 
following equation, which had been empirically obtained 
with the limited field data, 

D,. ( n  )„ + 0.96(HL)„ + 0.31 (m) . (1) 

where DL _is the critical level of sand accumulation in a 
storm, ( <7 )0 is the mean sea level at the shoreline, (HL)„ 
is the height of infragravity waves at the shoreline.  The 
third  constant  term  is 
considered to represent the 
run-up effect of incident 
wind waves, because it is 
independent of the condition "i 
of offshore wind waves (Guza _ 
and Thornton, 1982).       s 

In Figure 5, the relation 
between measured values of 
Dj, and values estimated by 
Eq.(l) with the data of the 
mean water level and the 
height of infragravity waves 
are plotted for 48 cases of 
the berm erosion. Since the 
data are plotted close to 
the solid line, the validity 
of Eq.(l) is reconfirmed 
here. 

1.5  2.0  2.5  3.0 
(^)+0.36(HL)o+0.31 (D.Um) 

Figure 5 Reconfirmation of 
Eq.(1). 

3.5 

4. Evidences of the Berm Formation and level of berm crest 
Based on the beach profile data, the evidences of 

successive berm formation for more than several days have 
been abstracted. Those are 219 cases. Figure 6 shows the 
typical example of berm formation during the period from 
the 5th to 15th of August, 1987. The height of offshore 
wind waves was usually about 1.0 meter with the exception 
of the short period from the 6th to the 7th when it was 1.8 
meters in maximum. The height of infragravity waves at the 
shoreline was usually smaller than 0.3 meter. 

The process of berm formation is characterized as 
follows; 
(a) The berm was formed with the horizontal berm crest. 
(b) The foreshore slope became gradually steeper. 
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Figure 6 Example of berm formation, 
(c) The berm formation was accompanied with a slight 

erosion at the base of berm. 
The features (a) and (b) are recognized in almost all 
remaining cases. The slight erosions at the base of berm 
are recognized in 109 cases out of 219 cases. Including 
the other case that the profile of the base of berm was 
almost the same as that in the day before, 153 cases are 
counted in total. 

In Figure 7, the relation of the berm crest level, At, 
which is the upper limit level of sand accumulation in the 
berm formation, and the value estimated by Eq.(l) is 
plotted with a symbol of triangle.  In this figure, the 
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Figure 7 Relation between the berm creat level and the 

value estimated by Eq.(l). 
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critical levels of sand accumulation, DL, are also plotted 
with a symbol of circle. As almost all of the data agree 
well with the straight line, the berm crest level in the 
process of berm formation can be expressed by the same 
equation as Eq.(l), that is, 

AL ( 7 >o + 0.96(HL)0 + 0.31 (m) . (2) 

Although the berm erosion and the formation are the 
phenomena which are contrary to each other, it has been 
shown that the critical level of sand accumulation in the 
berm erosion and the berm crest level in the berm formation 
can be expressed by the single equation. 

5. Difference of Conditions between the Berm Erosion and 
the Berm Formation 
Now, the consideration on the correspondence between two 

kind levels of sand accumulation, DL and AL, and the wave 
run-up level, Rm, makes us assume 

RMAX = < 7 >„ + 0.96(^)0 + 0.31, (3) 

with the proviso that this assumption changes the physical 
meaning of Rm)I from what is called the run-up level of waves 
to the upper limit level where the waves may make the 
significant profile change. 

The total value of the second term in the right side of 
Eq.(3) have been calculated for each event of berm erosion 
and berm formation, respectively. The total value of the 
third term which is considered to correspond to the run- 
up height of incident wind waves have been also calculated 
for each event. Figure 8 shows the rates of resultant 
values, by normalizing with 
the total value of the third 
term in each event. It may 
be said that the berm eroded 
when the run-up height of 
infragravity waves was 
relatively large, and the 
berm was formed when the run- 
up height of incident wind 
waves was relatively large. 

Next, Figure 9 shows the 
relation between the wave 
run-up level, R^, and the 
berm crest level in the 
previous day, which is 
denoted by (AL)F0BMB8. A linear 
quadratic discriminant 
analysis has been done to 

Berm Erosion 
y/////////////, 
;Const.= Hs^ 
;      1.00      "y 
Y//////////A. 

(HL)o 
1.B9 

Berm Formation 

W//////////y 
;Const.= Hs^ 
'',     1.00     y, 
y///////////yy 

(HL)o 
0.92 

Figure 8 Comparison of run- 
up heights between the 
incident wind waves and 
the infragravity waves 
in each event. 
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Figure 9  Relation between (AL)F0BMEa and Rmx. 

classify these data into two groups. The boundary between 
two groups is drawn with a straight solid line in Figure 9. 
The occurrence distribution of data in each group is shown 
in the upper right corner of Figure 9. From this result, 
we have 

(m) , (4) 

as the condition for the berm erosion. In short, the 
occurrence that the waves run up beyond the existing berm 
crest to the higher level is a prerequisite for the berm 
erosion. 

Moreover, in Figure 10, the critical level of berm 
erosion ( see Figure 4 ) and the level of slight erosion 
in the berm formation (see Figure 6 ) are plotted against 
the wave run-up levels, R,,,. The critical level of berm 
erosion is 0.39 meter lower than i^, while the level of 
slight erosion is about 0.9 meter lower than Rmx with some 
scattering of data. In short, the critical level of berm 
erosion is relatively higher than the level of slight 
erosion. 

After all, three conditions are known for the berm 
erosion. When the berm eroded, (a) the height of 
infragravity waves at the shoreline was large, (b) the 
waves run up beyond the berm crest to the higher level, and 
(c) the critical level of erosion was relatively high. 
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Figure 10  Relation between the erosion level and the 

wave run-up level. 

6. Relation between the Critical Level of Berm Erosion and 
the Level of Ground Water Table 
It have been said for a long time that the position of 

the water table under the beach has an important bearing on 
deposition and erosion of the foreshore and backshore. For 
example, Grant (1948) explained the importance of the 
wetness or dryness of beach in the changes of beach 
profile. When the water table under the beach is very high 
and contiguous with the surface of most of the foreshore, 
the backwash of the waves is accelerated by addition of 
water rising to the surface throughout the saturated 
foreshore. This saturated area is called the effluent 
zone. The increased volume of backwash by ground water 
escaping to the surface of the foreshore also dilates the 
sand and propels the finer grains into the turbulent flow. 
These enhance the erosion of the foreshore. 

The causes of high water table, which have been pointed 
out up to these days, are; 
(a) The water due to the heavy rain storm in the hinterland 

flows to the backshore ( Grant,1948 ), 
(b) As the water table under the beach lags 1 to 3 hours 

behind the tide, the water table is relatively higher 
than the tide during the ebb tide ( Emery and Foster, 
1948; Duncan, 1964 ), 

(c) Hot springs flow out at some beach in Japan ( Sato et 
al., 1982). 

All of these, however, are not the causes which take part 



BERM FORMATION AND EROSION 2145 

Photo. 2 Maximum wave run-down ( taken from the rooftop 
of HORF ). 

in the berm erosion in a storm. Now, we can add one more 
cause of high water table which is directly related to the 
beach erosion in the storm; that is to say, there is a 
possibility that the water run-up beyond the berm crest 
penetrates into the beach, which makes the water table 
high. 

In the field observation, it was recognized that the 
large scale wave run-up beyond the berm crest occurred with 
a period of 1 to 2 minutes in the storm. Photo. 2 was 
taken from the rooftop of the laboratory in HORF under the 
situation of maximum wave run-down. In this picture, the 
existing berm crest of running in the longshore direction 
is inspected to be exposed to the air. In the left side, 
or the land side, the beach was covered with the water 
which stayed on the backshore for a good while. On the 
backshore, the authors recognized that air bubbles came out 
from the ground through the surface of beach, which was due 
to the replacement with the water penetrated into the 
ground. As a result, it is not difficult to infer the 
situation that the level of water table under the beach 
became higher, and the penetrated water flowed out through 
the surface of foreshore. 

Then, the seepage level, which is the upper limit of the 
effluent zone, has been determined by the numerical 
simulation of the finite element method which was developed 
by Bathe and Khoshgoftaar (1979) for analysis of steady 
unconfined seepage conditions in two-dimensional case. 

The area of simulation is from the reference point of - 
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115m ( see Figure 3 ) to the offshore in the cross-shore 
direction, and from the beach surface to the level of -20 
meters in the downward direction. The beach profile is 
approximated by a straight line. In calculation, distorted 
rectangular elements are made by dividing the area of 
simulation with the interval of 0.5 meter in the vertical 
direction, and with the interval of 5 meters, being nearly 
parallel to the beach slope, in the cross-shore direction. 
The level of water table measured at the reference point of 
-115m, which has been confirmed to be usually stable 
independent of the tide or wave run-up on the beach, is 
used as the boundary condition at the land side. For the 
boundary condition at the shoreline, the sum of the mean 
sea level at the shoreline _and the run-up height of 
incident wind waves, that is ('])„ + 0.31 (m) , is utilized. 
A reason why the run-up of incident waves is taken into 
consideration is owing to the fact that the incident waves 
run up repeatedly with the short period of about 8 seconds, 
which keeps the beach wet. A coefficient of permeability 
in the beach is employed as 1.14 x 10"2 cm/s, based on the 
result of permeability test conducted by Zen et al.(1989) 
with the sand sampled from the study site. 

At first, in order to verify the applicability of 
simulation model, the water tables have been calculated for 
the calm wave conditions of 74 cases, in which the 
significant wave heights and the periods in the offshore 
were less than 1 meter and 8 seconds, respectively. Figure 
11 shows the comparison of the observed levels of water 
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table, (GW)HBSB, at the reference point of -65m with the 
calculated ones, (G„)ciL, at the corresponding point. The 
calculated water tables agree approximately with the 
observed ones. 

Next, the free surfaces of water table have been 
calculated for the berm erosions in the storms. The 
calculated levels of water table at the reference point of 
-65m, however, were lower than measured ones. The 
difference between them increases with the run-up height of 
infragravity waves. Therefore, in the calculation of water 
table in the storm, it is necessary to take into account 
one more condition that the water on the horizontal portion 
of the berm penetrates into the beach. 

In order to simulate the penetration of water into the 
beach, the steady discharge of penetration through the 
beach face has been assumed. The distribution of discharge 
along the beach surface is set as a triangle, being zero at 
the wave run-up level, R^. The value of discharge has been 
determined by trial and error so as to coincide the 
calculated water table at the reference point of -65m with 
the measured one in the field. The resultant value of 
discharge is in a range of 0.2 to 0.5 mVh per unit 
longshore length, which has a tendency to increase with the 
height of infragravity waves. 

In this convenient manner, the water table under the 
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Figure 12 Relation between the critical level of berm 
erosion and the seepage level of ground 
water. 
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beach is calculated for each case of the berm erosion. 
After that, the seepage level is determined at the 
intersection of the water table and the foreshore profile, 
which is denoted by (G„)„. In Figure 12, the seepage levels 
are plotted against the critical levels of berm erosion in 
the storms. The plotted data agree approximately with the 
straight line; that is to say, the critical level of berm 
erosion corresponds roughly to the seepage level of water. 

Based on this result, we can make another consideration. 
In the process of berm formation, the run-up level is low 
and the water goes down immediately along the foreshore 
slope without staying, which is enhanced by the increase of 
foreshore slope. As a result, the level of slight erosion 
in the berm formation is relatively lower in comparison 
with the run-up level ( see Figure 10 ). 

7. Conclusions 
The main conclusions reached in this study are as 

follows; 
(1) Both the critical level of sand accumulation in the 
berm erosion and the berm crest level in the berm formation 
can be expressed by Eq.(3), which contains the effect of 
run-up of infragravity waves on the beach. 
(2) As the infragravity waves run up beyond the berm crest 
in the storm, the sea water stays for a good while on the 
horizontal area of the berm, which accelerates the 
saturation of water into the beach. As a result, the water 
table becomes higher, and the water flow out through the 
surface of foreshore. The seepage level of water 
corresponds to the critical level of berm erosion. 
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CHAPTER 165 

COUPLING OF A QUASI-3D MODEL FOR THE TRANSPORT 
WITH A QUASI-3D MODEL FOR THE WAVE INDUCED FLOW 

Irene Katopodi', Nlkos Kitou1 and Huib J. de Vrlend* 

ABSTRACT 

In this paper the coupling of a quasi-3D model for the 
suspended sediment transport with a quasi-3d model for 
the wave driven flow is presented. The quasi-3d model for 
the transport is based on an asymptotic solution of the 
wave-averaged convection-diffusion equation while the 
quasi-3D wave driven current model is based on a profile 
function technique. The resulting model is a low cost but 
detailed alternative to a full 3D model. An application 
is presented concerning cross-shore transport. 
Preliminary conclusions are drawn. 

1. INTRODUCTION 

The prediction of suspended sediment transport and 
subsequently of bed evolution in coastal areas is of 
vital importance for the operation and maintenance of 
engineering works. Numerical models are expected to play 
an increasingly significant role as a design and decision 
tool of the coastal engineer. 
A variety of models have been presented in the 

literature with various degrees of sophistication as far 
as the constituent models are concerned. The present 
model involves two basic submodels of the same degree of 
sophistication: Both wave induced currents and suspended 
sediment transport are computed using quasi-3D techniques 
that exhibit the low computational cost of the 2DH models 
while at the same time provide information about the 
vertical structure of the flow and the suspended sediment 
concentration. 
Moreover, in cross-shore flows local equilibrium is 

1 Democritus University of Thrace, Department of Civil 
Engineering, 67100 Xanthi, Greece. 

2 Delft Hydraulics, P.O. Box 152, 8300 AD, Emmeloord, 
the Netherlands. 
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assumed for the suspended sediment and as a result 
suspended sediment transport formulae are widely used for 
the calculation of the bed-level changes. Herein, in a 
cross-shore case the full convection-diffusion equation 
has been used. 

2. THE QUASI-3D MODEL FOR THE SUSPENDED SEDIMENT 
TRANSPORT (LOG VELOCITY PROFILE) 

The present work is an extension of the suspended sedi- 
ment transport model presented by Katopodi and Ribberink 
(1990, 1992). A short description of the model follows: 
The model is based on an asymptotic solution of the 

wave-averaged 3D convection-diffusion equation. The 
asymptotic solution was developed by Galappatti and 
Vreugdenhil (1985) for unidirectional flow under certain 
scale considerations. In the quasi-3D model for currents 
and waves the wave influence is included through a 
suitable modification of the vertical mixing coefficient 
and through the near-bed boundary condition (van Rijn, 
1986). Two bed boundary conditions are used: Either the 
sediment concentration ("concentration" b.c.) or its 
vertical gradient at the near-bed reference level 
("gradient" b.c) is assumed to adapt immediately to 
equilibrium conditions and are given as functions of 
local hydraulic and sediment parameters (for expressions 
see van Ri jn, 1986). 
Under the _assumption that the velocity_ is described by 

u(x,C.t) = u(x,t) p(£) and v(x,C,t) = v(x,t) p(C) (one 
logarithmic component only) and the use of the 
"concentration" bed boundary condition the depth averaged 
equation reads: 

-   -  ]_21  h_ 9c  ^22 hu dc       ^Z2  hv dc 
e -    yu  ws at yn  wg ax 1n  ws ey ~ 

111 h_ sL ,  ao , _ Ijn  h_ a_ ,  ac .     n. 
yll ws 9x  x 9x    vll ws 9y  Y 9y 

where c and c  are the depth averaged concentration and 

equilibrium  concentration,  u  and  v  depth  averaged 
velocities, h the water depth, the sediment fall velocity 
is  w  and >.. coefficients that depend only on the 

s       1 j 
explicit knowledge of the vertical mixing coefficient, 
the fall velocity and the normalized velocity profile 
p(C) and can be computed in advance.After equation (1) 
has been solved for c, the vertical concentration profile 
can be constructed in terms of already known profile 
functions (see Katopodi and Ribberink, 1992). 
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Equation (1) can be written as: 

C_=  C  T  X ,  ~ ,  X  1J   -—— -|-  jj 
e     A dt   x 9x   y 3y 

with 

X   111  L_    T   — ^ 
A ~ Tfn ws '   x - yu  Wg ' 

Equation (2) describes the adjustment of the depth- 
averaged concentration to its equilibrium value. The 
parameters Ta , L  and L  represent the characteristic 

scales in time and space of this adjustment process 
(adaptation time, adaptation lengths). If the "gradient" 
bed boundary condition is used, only the expressions for 
the adaptation time and length change in equation (3), 
(see Katopodi and Ribberink, 1992). 

3. THE QUASI-3D MODEL FOR THE WAVE INDUCED FLOW 

In (1) the velocity profile was assumed logarithmic 
which is not realistic in the wave driven nearshore 
circulation. Instead, the quasi-3D model for nearshore 
currents presented by de Vriend and Stive (1987) as 
modified by de Vriend and Ribberink (1988) is employed in 
this work (DVS in the following). This model is based in 
a profile function technique combined with a 2DH current 
formulation. The current is divided into a primary 
component and a number of secondary components due to the 
vertical nonuniformities of the various driving forces. 
The velocity is given as a similarity series: 

n 
u(x,C,t) = £ u.(x,t) p,(C) (4a) 

1 = 1 

n 
v(x,C,t) = E v.(x,t) p.(C) (4b) 

i = l l 1 

where iL , v1 are depth averaged primary current, u.,v, 

depth invariant parameters representing secondary current 
intensity, C=z/h and p.(C) profile functions with: 

1 1 
/ p2(C)dC =1  and  / p.(C)dC =0  for i > 1   (5) 
o o 

Equations (5) imply that the depth averaged flow is 
entirely determined by the primary current. The model 
consists of a depth-averaged wave-driven current module 
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(see application, chapter 5) and the velocity profile 
extraction part. 

In the DVS model complete description of the undertow 
and the boundary layer streaming is included. The model 
though is written in a general way so that secondary 
flows other than those due to waves (like Coriolis 
induced or wind induced flows) can easily be included. 

The wave induced secondary velocity is consisting of a 
number of components due to various driving forces: 

ug(C) = u2(C) + u3(C) + u4(C) + u5(C) 

" u2 P2(C) u3 p3(C) + u3 p3(C) + u4P4(C)    (6) 

where 

u2(C) 

u3(C) 

secondary current due to the surface shear stress 

secondary current due to secondary bottom shear 

stress 
near-bottom drift due to spatial variation of the 

orbital velocity 
near-bottom drift due to the boundary layer. 

For expressions for the secondary velocities the reader 
is referred to Ribberink and de Vriend (1989). In fig.l 
the velocity and its components are shown at the cross 
section of the flume x=30 m (cf.example). Near the bottom 
the effect of the boundary layer is clear. 

u4(C) 

u5(C) 

-0.5 -0.3 -0.1 0.1 
Velocity   (m/s) 

Fig.l     Current  velocity  and   its  components   (x=30m) 
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4. COUPLING OF THE TWO QUASI-3D MODELS 
In (1) the velocity was consisting of only one 

component (similarity was assumed). If the velocity is 
given as a similarity series, eq.(4), then equation (1) 
becomes: 

5 = 5 + 111 h_ a5 
*n ws at 

,   fv,-    722,i  1   h    dc     ,   r S -    y22,i  i   h    dc 

,    f /23  ,  J24  1      1     dzs   1     - + l^ + T^JuF^w^ 

i=ll9x       J *11     j   Ws 

4.     V   f 9      I,",  u   Y25,i   "\    1 c 

y21  h_ 

*11  Ws (fe(sl)^feKl)) 
where p   is the reference level normalized by the depth. 
New terms have been added to the RHS of eq.(7), 

compared to eq.(l): The third and fourth term are now 
sums of similar terms due to the separate velocity 
components. The fifth term arises from the vertical 
transformation. The sixth and seventh terms are due to 
the vertical velocities that are computed via the 
continuity equation. 

The above equation can be written in a more convenient 
form, similar to equation (2): 

5 = (1 + v_ + V +V)c + T„— + L f£+L |£ e        T    x    y     A 9t    x 9x    y dy 

with 

T 
V21 h 

A  »11 ws 
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r       ^23        ^24   "\      1 s   1 
V

T
=
 I ^ 777 + 777 J  1+FaF"^ 

vx= 2 (fe<v» ~f^H 
*11 

y 

vy= ^(fe <V»^f ) ^T <9> 

After (7), or (8), is solved for the depth-averaged 
concentration, the concentration profile can be 
constructed in terms of already known profile functions. 

If "gradient" bed boundary condition is used only the 
expressions in (9) are different. 
Although the number of coefficients to be computed in 

equation (7), or (8), has now increased significantly 
compared to (1), or (2), the time required for their 
computation keeps the model at operational level. 

5. APPLICATION 

The model described in the previous section was applied 
for a cross-shore case with field and wave data taken 
from the experiment conducted in the Hannover Big Wave 
Flume (Dette and Uliczka, 1986) in order to study the 
beach profile evolution due to the wave action at 
prototype scale. This experiment was used for intercompa- 
rison of profile models under the MAST-G6 Morphodynamics 
programme (Hedegaard et al, 1992). The waves were mono- 
chromatic (H= 1.5m T = 6s) and the wave propagation 
direction normal to the shore (bed configuration fig.2a). 

In the present computation no wave-current interaction 
was included, the wave field was stationary and the 
steady-state current was computed. The steps followed are 
described below: 

1. The wave heights (fig.2a) were computed with the use 
of the energy equation. Dissipation due to breaking was 
calculated using the bore analogy (see description of 
UNIBEST in Hedegaard et al, 1992). 

2. For depth-averaged current the ID continuity and 
momentum equations were solved: 

3(uh)  + a   r  M' 
9x      dx (——] = 0      continuity (10) 



2156 COASTAL ENGINEERING 1992 

with 

Mx = -i~ C1 + pQh) (11) 

where u is the depth-averaged current velocity, Mx the 
wave mass flux, E the wave energy, c the wave celerity, L 
the wave length, h the water depth, Qb fraction of 
breaking waves set equal to 1 for breaking waves and to 0 
for non-breaking waves and p the water density. The 
second factor in the parenthesis is the roller 
contribution. 

dz       .                x, 
0  ~  ~  QdT+  jbrS ^   momentum (12) 

where z* is the free surface, D the total wave energy 
dissipation (due to breaking and due to bed friction), 
T,   primary bed shear stress given by de Vriend and 

Stive (1987) as function of the depth mean velocity, the 
eddy viscosity and the bottom roughness amplification 
factor. In fig.2b and fig.2c the bed configuration and 
set-up and the depth averaged (primary) velocity are 
shown along the flume. 

3. The secondary velocities were calculated according 
to Ribberink and de Vriend (1989), and the velocity 
profiles were constructed (fig.3a). In fig.3b velocity 
profiles are also shown in more detail (note the vertical 
axis where the position of the cross-section along the 
flume is depicted). 

4. The adaptation time T» and length Lx (fig.4a and 4b) 
as well as the factor due to vertical velocities Vx and 
the depth-averaged value of c  (fig.5a) were computed by 

a separate module before the calculation of c. The term 
VT is zero because the steady state is examined. 

5. Equation (8), was solved with upstream (shore) 
condition imposed equilibrium concentration and 
downstream (offshore),condition zero second derivative of 
the concentration. For "gradient" bed boundary condition 
the expressions (9) are different. The value of the 
horizontal eddy viscosity (fig.4c) was given by: 

e x Mh(fi)1" (13) 

where M is a coefficient of the order of one. The depth 
averaged  concentration  for  the  two  bed boundary 
conditions is shown in fig.(5a). 

6. The concentration profiles (fig.5b and 5c) were then 
constructed in terms of the depth averaged concentration 
and profile functions computed before . 

7. Finally, the suspended sediment transport rate was 
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calculated  using  the   following  equation: 

dr 
lr ^ (14) x Ox 

In fig.6 the suspended sediment transport rate computed 
from equation (14) is plotted for "concentration" and for 
"gradient" boundary condition. In the same plot the 
suspended sediment transport rate under equilibrium 
conditions is also shown. 

The results of the example are discussed in the 
following: 
Considerable difference exists between the equilibrium 

concentration and the concentration computed from the 
convection-diffusion equation. This is shown in fig. (5a) 
as far as depth-averaged quantities are concerned for 
both boundary conditions. The difference is more 
important in cross section at x=40m where the equilibrium 
concentration is bigger and at cross section at x=50 m 
where the opposite happens. The peak of the concentration 
is more onshore for equilibrium conditions. In figures 
5b, 5c (concentration profiles) the difference between 
the concentrations computed with the use of the two bed 
boundary conditions should be noticed, especially in the 
cross-section at 40m. The gradient bed boundary condition 
results in somewhat smoother concentration (result of the 
bigger adaptation length (see fig.4a). No definite 
conclusion on which boundary condition is appropriate can 
be drawn until comparison with measurements is made. 

In fig.6 we can see that the non-equilibrium transport 
presents a discontinuity in cross-section at x=40m. This 
is due to the wave formulation we have chosen. In the 
computation of the wave mass-flux the roller term is 
added suddenly as soon as the waves start breaking and 
this causes a discontinuity in the depth averaged 
velocity. This discontinuity can be removed with an 
alternative formulation of the roller contribution to the 
wave mass flux. Inclusion of random waves will make even 
smoother the quantities involved. The discontinuity 
occurs in the first term of the RHS of (14) where the 
concentration is multiplied by the velocity. 

Nevertheless, the horizontal gradients of the non- 
equilibrium transport are smaller than those of the 
equilibrium one and it is expected that the bar that will 
be formed will have more damped shape than the one 
computed if suspended sediment transport is assumed to be 
in equilibrium (as is implied in transport formulae). 

In Katopodi and Ribberink (1990,1992) it was argued 
that when the space (time) computational grid size is 
smaller than the adaptation length (time) then the 
adaptation process (to equilibrium) should be described 
with  the use of a non-equilibrium transport  model 
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Fig.2 a) Wave height, b) Bed configuration and set-up 
c) Depth-averaged (primary) velocity. 
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Fig.3 a) Velocity profiles along the flume, 
b) Velocity profiles along the flume (detailed) 
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Fig.4  a) Adaptation time, b) Adaptation length 
c) Horizontal eddy viscosity 
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Fig.5 a) Depth-averaged concentration, 
b) Concentration profiles ("concentration" bed be) 
c) Concentration profiles ("gradient" bed be) 



2162 COASTAL ENGINEERING 1992 

W 

0.00025 -i 

0.00000 

-0.00025 

-0.00050 

-0.00075 
00 

-0.00100 

S,   concentration   b.c. 
S,  gradient b.c. 

if 

if 

l |        |        |        i        |        | 1 1 1 1 

10    0      10    20    30    40    50    60    70    80    90   100 
Distance   (m) 

Fig.6 Suspended sediment transport rates 

(convection-diffusion equation). Following the above 
reasoning, the importance of the non-equilibrium effects 
could be foreseen (before the solution of the convection 
diffusion equation) by comparison of the adaptation 
length (fig.4b) with the required computational space 
grid. In the experiment of Dette and Uliczka (1986) the 
bar has a width of about 10 m and a grid of about 0.5 m 
is required to describe it. The grid size is much smaller 
than the adaptation length in the biggest part of the 
flume, especially in the surf zone, and this indicates 
that non equilibrium effects should be taken into account 
in the transport computation. Of course, their impact on 
the bed-level changes should be shown quantitatively 

6. CONCLUSIONS 

A model for the suspended sediment transport is 
presented for wave induced flows. The current velocities 
are given as a (similarity) series of vertical profiles. 
The suspended sediment transport is computed with the use 
of a quasi-3d model of the convection diffusion equation. 
The effect of the vertical velocity that is computed via 
the continuity equation is included. 
Although the number of coefficients to be computed 

before the solution of eq. (7) is much larger than when 
the velocity was consisting of a unique profile, the time 
required for their computation is very small compared to 
that of the actual solution of the equation. 
Both current and transport modules require gradual 

changes in hydraulic conditions and are particularly 
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suited for large computational areas. 
This work is a first attempt to develop a sediment 

transport model and the effort has been put mostly at the 
technical part (formulation of the coupling). The 
Lagrangian and the wave asymmetry transport have not yet 
been included despite their importance. After the 
inclusion of the Lagrangian drift correction (as an 
additional profile), the wave asymmetry transport as well 
as bed load transport and bed slope effects, we will be 
able to reach more definite conclusions about the real 
magnitude and importance of the different phenomena on 
the sediment transport in the coastal zone. 
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CHAPTER 166 

FIELD OBSERVATION ON SAND RIPPLES 
UNDER ROUGH SEA STATE 

Yoshiaki Kawata1 M. ASCE, Torn Shirai1 and Yoshito Tsuchiya2 M. ASCE 

Abstract 

The process of sediment sorting under rough sea state was made clear in the 
cross-shore direction. Field observation reveals that ripples can be formed under 
high shear stress in which the Shields number is more than two. The plane bed 
condition is observed at narrow area of wave breaking. Strong undertow distorts 
the shape of ripples. The criterion of bed configuration given by Kaneko (1981) is 
good agreement with the field data which were rearranged with significant wave 
characteristics. The criterion of Komar and Miller (1975) is also applicable with 
mean wave ones. 

Introduction 

In order to develop 3D model of beach processes, it is necessary to get 
accurate information about sea bottom topography changes, i.e., sediment struc- 
ture and small scale undulations. The former is the effect of sediment mixture on 
transport phenomena. In the nearshore environment, sediment sorting is much de- 
veloped in comparison with that in rivers, but the assumption of uniform sediment 
in the longshore and cross-shore directions is too rough to predict accurate beach 
changes. Bottom roughness mainly depends on the formation of wave-formed rip- 
ples. 

In the field, some observations were conducted at offshore or continental 
shelf (Forbes et al. 1987, Boyd et al. 1988) and at shallow water environment under 
moderate wave conditions (Dingier et al. 1976). So far, the measurements were 
done with the Shields number of less than one. In our observation, simultaneous 
measurements were also made about waves, currents and sedimentary structures 
along the T-shaped Observation Pier (TOP) in the surf zone. 

1 Associate Professor, Disaster Prevention Research Institute, Kyoto University, 
Goka-sho, Uji, Kyoto 611, Japan 
2 Professor, ditto 
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Observations 

The field experiments were conducted in December 5 and 6, 1989. The 
bottom topography was measured with the comb in which 60 fine stings (each 
sting is 23cm long and 3cm spacing each other) with grease spread on the sting 
surface can stick the fine sediment in the bed and trace out of the unevenness of 
sea bottom of 1.8m long in the cross-shore direction. The compass and VTR were 
also equipped on the instrument to record the overall bottom surface conditions 
and confirm their accurate direction. The grease can catch the fine sediment after 
sticking into the bed. The total weight of the equipment is about 100kg. 

At the same position, bottom sediment sampling was done with the Smith- 
Mackintire sampler with which surface layer sediment in around 10cm deep was 
picked up. The standard sieve analysis was applied to the sampled sediment. 
Sediment-size distributions and their moments were calculated. 

Fig. 1 shows the measuring points and cross-shore changes of mean sedi- 
ment diameter before and after storms. The maximum significant wave height 
was 3.34m and its period was 8.64s and the Shields number estimated by small 
amplitude wave theory was 4.64. The beach profile in the figure was measured 
in December 5. The formation of shoal was remarkable and in accompany with 
acceleration of beach erosion due to construction of west breakwater at Naoetsu 
harbor the beach changed to a" wave energy reflected beach. Table 1 shows char- 
acteristics of waves, sediment and bottom topography. 
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offshore 
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Characteristics of sediment 

Fig. 2(a) and (b) show the sediment-size distributions with ^-scale on a 
normal probability paper. As already shown in Fig. 1, it was detected that the 
mean sediment diameter became smaller in the offshore direction and at the end 
of the TOP the diameter was one tenth of those at the shoreline. Before and after 
storms, the mean sediment diameter at St. 3 became small and at on and offshore 
points in the cross-shore direction the sediment changed to rough. This fact shows 
that relative fine portion of sediment was carried to St. 3 under storm waves. In 
comparison with Fig. 2(a) and (b), the sediment at St. 3 remarkably became fine 
after storm. Shirai (1990) has examined annual changes of sediment-size in the 
cross-shore direction from 1973 to 1979 on the Ogata coast. He pointed out that 
sediment sorting in a same mother group did not appeared in the field, but eight 
mother groups of sediment with different mean diameter mixed each other and 
the four finer sediment groups move in the offshore direction in every storm, even 
if in summer swell wave conditions. The changes of sediment characteristics in 
a short-term as shown in Fig. 2 can be regarded as fluctuation of the long-term 
changes which links to the beach erosion of the Ogata coast. 

Characteristics of bottom topography and its classification 

The estimation of bottom roughness depend on the formation of ripples 
which controls wave transformation and nearshore current system. The field data 
of bottom roughness were collected with the Shields number of more than four. In 
our data in Table 1, only three cases include the measurement of height and length 
of ripples, but in other cases sea bottom conditions were only checked with VTR. 
With the data, the characteristics of bottom topography could be discussed. 

(1) Characteristics of bottom topography 

Fig. 3(a), (b) and (c) show the bottom topography measured in December 
6. The final points of wave breaking were around St. 7, so that it was impossible to 
measure the bottom topography with the equipment due to rough sediment and 
washing motion of breaking water. At St. 1, we observed twice. The dominant 
wave direction was NW, that is parallel to the cross-shore axis of the TOP. VTR 
recorded as following: St. 1; completely plane bed, Sts.2 and 3; transition area 
from ripple bed to plane one. Sts.4 to 6; irregular (three dimensional) ripples. 
They were called as irregular ripples or cross ripples (Clifton, 1976). The steep 
slope crest of ripples were recorded at the vicinity of shoreline. This is due to 
rapid sorting of sediment by breaking waves, and relatively rough sediment at 
trough of ripples could not be detected by the measuring stings. After the storms 
the ripple shape could be clearly measured in December 6, so that the scale was 
listed in Table 1. 
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Fig. 4 shows the relationship between d0/D and X/VO, in which d0\ tra- 
jectory diameter of water particle motion on the bed, D; sediment diameter and 
A; ripple length. This relationship was firstly proposed by Clifton (1976). The 
former ratio shows the effect of acceleration (Abou-Seida, 1964) and the latter 
ratio was proposed by Bagnold (1946). The data in the figure were collected in 
the field by Inman (1957) and Dingier et al.(1976).Three open circles shows our 
data which were calculated with significant wave characteristics. From this figure, 
it was found that two of them correspond to suborbital ripples whose length is 
in inverse proportion to d„ and correlates to D. Another (the data measured at 
St. 2 in December 6) exhibits longer length of ripples than usual data. Then, the 
steepness of ripples was shown in Fig. 5 in which um; amplitude of water particle 
velocity on the bed, a and p ; densities of sediment and water respectively. The 
semi-empirical curve in the figure was proposed by Dingier et al.(1976). The data 
measured at St. 2 was plotted far from other data set. 

The reason of this discrepancy can be recognized as following: At close to 
St. 2, we had measured flow velocity at the two points of 1.5m and 2.5m from 
the bottom with ultra-sonic type current meter. On the Ogata coast, easterly 
swell waves come after storms and strong undertow at the velocity of 0.5 to lm/s 
is generated (Tsuchiya et al., 1989). The wave climate in December 6, 1989 was 
similar to that at the time when the observation of nearshore currents were carried 
out. Therefore, the undertow may contribute to the distortion and stretching of 
the ripple profile. 
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Fig. 4 Relationship between acceleration of wave 
motion and ripple length (Clifton, 1976) 
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(2) Classification of ripple formation 

Fig. 6 shows the classification diagram of wave-ripples formation proposed 

by Kaneko (1981) in which £(= ^2v/u); laminar boundary layer thickness, w;wave 
frequency and open and black circles show ripple and plane bed conditions respec- 
tively. Dimensionless parameters were calculated with small amplitude wave the- 
ory using significant wave height and its period. The criterion curves were given 
by Kaneko (1981).  The numbers in the figure show the different kind of ripples 
such as (1): irregular ripples, (2): two dimensional ripples with steep crest and 
(3): those with round crest. From this figure it was revealed that the boundary 
between ripple bed and plane bed can be given by the Kaneko's curve. Moreover, 
as already shown in Fig. 3, the ripples in a shallow water on the Ogata coast are 
very irregular so that they belong to ripples in area(l). Therefore, Kaneko's crite- 
rion is good for prediction of ripple formation. The arrangement with mean wave 
height and its period was inadequate. 

Fig. 7 shows the relationship between sediment-fluid number Dv, and the 
Shields number r,. In the figure, circles with cross bar correspond to significant 
waves and Dv. = {{cr/p)g/v2)V3D}. The empirical curves in the figure show the 
boundary between plane bed (black circle) and ripple bed (open circle) and were 
reduced by Tsuchiya et al.(1987) who used the data of Komar et al.(1975) and 
Nielsen (1979). The curves slightly changes with the parameter of d0/D and in the 
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7.8(do/D)~ 

Fig. 8 Classification diagram with wave acceleration 

case of calculation with mean wave height and its period, two bed forms can be 
well divided by the curves. 

Fig. 8 shows the criterion of ripple bed and plane bed given by Sato et 
al.(1987). When we arrange the field data with significant wave characteristics, 
the criterion can be expressed as, 

T. = l^do/D)-1'3 
(1) 

it was found that the curve can not well divide the both bed conditions. The es- 
timation of the Shields number is very difficult in the breaker zone, but Tsuchiya 
et al.(1987) and Kawata (1989) pointed out that the ratio d0/D is not effective to 
classify such bed conditions. 

Conclusions 

The sediment sorting process and classification of ripple formation were 
analyzed with the field data under storm wave conditions. The major results of 
this study to date are as following: 

1) On the Ogata coast, beach sediment belongs not to single mother group 
but to eight mother ones. The finer four groups continuously move in the offshore 
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direction in every storm, therefore beach erosion has been brought in accompany 
with sediment sorting process. 

2) Kaneko's criterion is good for prediction of ripple formation. Relationship 
between sediment-fluid number and the Shields number is also good to estimate 
small-scale bottom topography. 
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CHAPTER 167 

About Conditions for the Wave Ripple Existence 

A 2 Ruben D.  Kos'yan   , Alexander D. Kochergin 

Abstract 
For the prognostication of sediment flow during 

storm period an investigator has to know if there are 

any microforms at the bottom in a certain place and 

under certain wave conditions, and what are their 

characteri sti c s. 

On the basis of field and laboratory data we tried 

to determine the most universal range of conditions for 

the wave ripple existence. 

In the nearshore zone the gradients of near-bottom 

velocities and shear stress values depend both on wave 

motion influence upon the erodible bottom and on the 

bottom form influence upon this motion. To estimate the 

dependence of hydrodynamical flow structure on the 

bottom microrelief it is very important to realize in 
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what conditions microforms, usually called ripples, 

originate, exist and disappear. 

The object of this work is to get quantitative 

estimation of ripple existence on a certain area of the 

underwater shore slope under the known parameters of 

surface waves. 

It is generally accepted that ripples are formed 
when near-bottom velocities of water flow slightly 
exceed those required to  set  sediment in motion. 
M.Manohar  (1955)   estimates the ratio of this velocities 
as 1,  2 and other authors as 1,   1   (Carstens  et  al.,1969). 

To  evaluate the critical velocities for different 
phases of motion,  the relations of the following type 
are often used: 

U=K<JqcT (D 
where    Cl    is the mean diameter of bed-sediment particles, 

ft   is gravitational  acceleration and K   is a constant 
with  some dependence on     u      .  There is a great variety 
of  similar formulae.   Beugner  (1980)   alone  gives a  selec- 
tion of 50 equations of this type. 

All the criteria for the existence of wave induced 

ripples differ from similar formulae for progressive 

flow only in that the maximum value of nearfloor orbital 

velocity was taken into account rather than the near- 

floor current velocity. However, some authors (Dingier, 

1979; Komar, Miller, 1975; Vongvisessomjai, 1984 and 

others) indicate that to describe the behaviour of bed 

particles properly, specific features of the hydrodyna- 

mic regimes of various flow types should be considered, 

the influence of wave period (T)  first of all. 

Oscillating water masses affect the erodible floor 

most visibly when the nearfloor velocity (U) becomes 

maximal. The shorter the surface wave period, the longer 

the duration of the action of U during a storm. More- 

over, the thickness of the nearfloor boundary layer of 
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the wave flow is proportional to the square root of the 

wave period. Thus, waves with shorter periods create 

favourable conditions for the initiation of sediment 

motion. 

Among the criteria for the initiation of the 
ripples formation accounting for T   influence,  the most 
common is the  empirical  equation of P.Komar and M.Miller 
(1975)-  It links  sediment mobility parameter    F    with 
a ratio  of nearbottom orbital  diameter   d0to  the  sedi- 
ment particle diameter     a      . _, 

F,=   hfdJI (2) 
where F=UV?P>-   d0=UmTAjr;       fit  and  P 
are densities of  solid particles  and liquid,  respective- 
ly.   To  calculate the beginning of ripple formation,   the 
authors propose using a value of the dimensionless 
coefficient    o-O. \\   ;  a value of  0= O.Zl   is used to 
estimate the initiation of movement of developed ripples. 

In  some other papers the  conditions for the ripple 
formation are  given by the   sediment mobility parameterr: 

Fg = 3 _ i/3 (Brebner,   1980) (5) 
Fg =0.89(do/dJ (Vongvisessomjai,  1984) (4) 

Fg--0.033(de/d)    -,»        .       (Kos'yan,   1988) (5) 
F|-aOlW./aHad^P      (Mngler,   1979) (6) 

where ^  is a kinematic viscosity coefficient. 
The upper limit  of ripple  existence is  controlled by the 
upper  smooth phase of  sediment movement when bedforms 
are obliterated and  suspended  sediment transport becomes 
very intensive.  According to  laboratory tests of Carstens 
Carstens and others   (Carstens  et  al.,   1969),  ripples  are 
disappearing when __ 

d0/d-34000 (7) 

while S.Kennedy and M.Falcon   (1965)on  the basis of 
analysis of D.Inman in-situ measurements data  (Inman, 
1957)   got  the value: 

d0/d M6000 (8) 
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J.Dingier defined the upper limit of ripple existen- 

ce by mobility factor as: 

Fc = ZhO (9) 
Having analysed  the  effect  of wave period, 
S.Vongvisessomjai   (1984)  obtained: 

F0 = 12.7(d0/dr3 do) 
In the Kos'yan's paper it was obtained: 

Fc--0.5Mdo/d)2/3 (1D 
The  equations  (2)  -  (11)  describe the peculiarities 

of ripple formation more completely than the equation 
(1)  does.  But in  some  cases  such limitations may be 
wrong,   as at  constant  Umand T values,   the nature of 
the bed sediment motion can vary considerably due to 
artificial  damping or increasing of nearbottom turbulen- 
ce of floor roughness. 

The value of the bed tangential  stress [V) takes 
turbulence and floor roughness into  account  so it  seems 
logical  to use this parameter to  characterize the  speci- 
fic interaction between moving water masses  and  sediment. 

The conditions for ripple existence can be 
determined,   for example,  by Shield's parameter value Or). 
This parameter  expresses the relationship between 
maximum nearbottom shearing force  and the force resist- 
ing the wave movement: 

where jT is a wave friction factor. " 
According to Nielsen,  Shield's parameter,  describ- 

ing the  existence  of wave ripples varies; 

from ¥g = 0.04 to       %.-  1.0 (13) 

There  are another  expressions using Shield's 
parameter for the determination of the upper limit  of 
ripple  existence in wave flow: 

^c = 4.4 (limd/v)~''/5       (Komar,  Miller,  1975)       (14) 
Y,=0.5-0.6 (Horikawa et  al.,   1982)        (15) 
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To verify the criteria for conditions of wave 

ripple existence and to deduce our own one we used our 

own laboratory tests and field observations results and 

those available from literature. 

Variation ranges of laboratory test characteristics 

(Antsyferov et al., 1977; Keremetchiev, private report; 

Manohar, 1955; Miller, Komar, 1980b; Nielsen, 1979) is 

given in table 1. 
Variation ranges of field observation parameters 

(Inman, 1957; Kos'yan, 1988; Miller, Komar, 1980a; 

Nielsen, 1984; Tanner, 1971) are summarized in table 2. 

In all the tests the fact of ripple existence under 

certain parameters of surface waves and of solid parti- 

cles and liquid characteristics was noted. For all this, 

the ripple characteristics and forms were not taken into 

account. In Manohar's experiments (Manohar, 1955) some 

measurements were made in the moments of ripple dis- 

appearance. 

V. Tanner (1974) carried out sea works under low 

waves, when the maximal nearbottom velocities were 

wittingly less than the shifting ones. In this case only 

passive ripples were observed, therefore sea data obtain- 

ed by V. Tanner were not used in this paper. Only his 

observations in lakes were used. The selection of 

experimental data obtained by M. Miller and P. Komar 

(1980a) was made according to their recommendations. 

Amplitudes of nearbottom orbital velocities 

during ripple observations were calculated using the 

Airy wave theory, when analyzing the data of sea inves- 

tigations the values of significant (calculated from 

the height of mean from one third of the largest waves 

of a group) orbital velocities were taken into account. 

According to existing estimates (Kos'yan, 1985; Miller, 

Komar, 1980a; Nielsen, 1981) parameters of these parti- 

cular waves determine the nature of sediment movement, 

when waves are irregular. Using these .parameters one may 
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compare the results of field works with laboratory tests 

data, obtained under monochromatical waves. 

Equations (1) - (15) limiting the area of wave 

ripple existence were verified by experimental data. 

The results of some verifications were published earlier 

in the works of Kos'yan, 1978; Kos'yan, Pykhov, 1991. 

Figures 1-3 show the typical examples of such verified 

comparisons of measured and calculated values. 

On the basis of accomplished comparisons we can 

make some conclusions: 

1. Various, boundary conditions of ripple existence 

differ greatly from each other, which might result, 

possibly, from the fact that each author, while deducing 

his own equation, used a relatively small number of 

data on ripple observation. 

2. The results of verifications show that such 

criteria as equations (2), (4), (6), (8), (10), (14), 

(15) are not fulfilled as a great number of test points 

lie beyond the limits of ripple existence. 

3. Almost all of the observation results remain in 

the range of equations (1), (3), (7), (9), (13). But 

overwhelming majority of test points lie far from the 

curves described by these equations. Therefore these 

criteria may be used only for a rough evaluation of the 

conditions for ripple formation and flattening. 

4. All experimental points, corresponding to the 

conditions for ripple existence on any coordinate 

systems occupy the surface contoured on the every side, 

while the given criteria contour it partially only on 

one side. 

Combining criteria of all authors which give satis- 

factory results when being compared with field observa- 

tion data, one can get a range of conditions for ripple 

existence. In this case this range will be described by 

the systems of equations which roughly contours the 
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field of points  from every  side  (Kos'yan,  Pykhov,   1991). 
Let's try to  express  conditions for ripple  existen- 

ce by the  single  equation which contours the  entire 
observation field as  close as possible. 

Universal  conditions for bottom form existence 
accounting for the influence of both the wave period 
and roughness of bottom may be obtained in the  coordina- 
te  system of ty   ,d0/d.   Best of all  the whole field of 
experimental points is contoured by the  ellipsis  egua- 
tion with the following parameters: 

8.44 169 

This expression may be simplified and reduced to 

typical square equation. 

In fig. 4- one can see a comparison of experimental 

data with those calculated by the formula (16). Here the 

curve (16) contours the absolute majority of test points 

(~98,8%) very closely from every side. Besides the curve 

(16) shows a good agreement with results obtained by 

Manohar for ripple flattening. 

Should new results of ripple observations appears, 

some correction of eqn. (16) parameters determining 

the dimensions of the ellipsis and its incline to 

coordinate axes will become possible. But we believe 

that such a correction will be insignificant. 
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CHAPTER 168 

SUPERTANK LABORATORY DATA COLLECTION PROJECT 

Nicholas C. Kraus1, Jane McKee Smith2, Charles K. Sollitt3 

ABSTRACT: In the summer of 1991, a multi-institutional cooperative laboratory data 
collection project called SUPERTANK was conducted to investigate cross-shore hydro- 
dynamic and sediment transport processes using the large wave channel located at 
Oregon State University, Corvallis, Oregon. The channel is 104 m long, 3.7 m wide, 
and 4.6 m deep, into which a 76-m long sandy beach was emplaced. SUPERTANK 
is believed to be the most densely and comprehensively instrumented nearshore 
processes data collection project performed in the laboratory or the field. At the peak 
of data collection, the channel was instrumented with 16 resistance wave gages, 
10 capacitance wave gages, 18 two-component electromagnetic current meters, 
34 optical backscatter sensors (OBS), 10 pore-pressure gages, 3 acoustic sediment 
concentration profilers, 1 acoustic-Doppler current profiler, 1 four-ring acoustic 
benthic stress gage, 1 laser Doppler velocimeter, 5 video cameras, and 2 underwater 
video cameras. Broad- and narrow-band random waves and monochromatic waves 
were run with zero-moment wave heights in the range of 0.2 to 1.0 m and with peak 
spectral periods in the range of 3 to 10 sec. The wave generator absorbed waves at 
the peak spectral frequency that were reflected from the beach and structures such as 
dunes and seawalls. Twenty major data collection runs were made, most defined as 
starting from a new beach profile, and approximately 350 profile surveys were taken 
to record beach response during the 129 hr of wave action. This paper gives an 
overview of the SUPERTANK project and presents example results. 

INTRODUCTION 

The design of beaches to protect against storm erosion, flooding, and wave attack requires 
quantitative prediction of cross-shore hydrodynamics, sediment transport, and beach profile 
change. Large wave tanks (LWT) capable of producing waves and beach profile change 
without scale effects provide an inexpensive means, as compared with field data collection, 
to obtain data for developing mathematical models of cross-shore processes and to investigate 
fundamental hydrodynamic and sediment-transport processes under controlled conditions. 

(1) Senior Scientist, and (2) Research Hydraulic Engineer, USAE Waterways Experiment 
Station, Coastal Engineering Research Center, 3909 Halls Ferry Road, Vicksburg, MS, 39180- 
6199, USA; (3) Professor and Director, O. H. Hinsdale Wave Research Laboratory, Department 
of Civil Engineering, Oregon State University, Corvallis, OR, 97331-2302, USA 
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A limited number of LWT experiments on beach change have been performed (e.g., Kajima 
et al. 1982, Vellinga 1986, Dette and Uliczka 1987) since the pioneering study of Saville 
(1956) and related U.S. Army Corps of Engineers tests (Kraus and Larson 1988), but none 
has taken advantage of the full range of modern instrumentation to capture the breadth of 
processes acting across the profde. 

In support of numerical model development activities for predicting storm-induced beach 
erosion (Larson and Kraus 1989), in May 1987 the Coastal Engineering Research Center 
(CERC) at the U.S. Army Engineer Waterways Experiment Station began planning of a LWT 
data collection project that was called SUPERTANK. As planning progressed, it was 
realized that the offshore region would provide an ideal environment for hydrodynamics 
(waves and currents) and sediment transport measurements by researchers concerned with 
movement of dredged sediment placed seaward of the surf zone. Thus, one unique character- 
istic of SUPERTANK was utilization of the entire length of the beach in the LWT channel, 
extending from near the wave generator through the surf zone to the limit of runup. 

This paper presents an overview of the SUPERTANK Laboratory Data Collection Project. 
Project planning and the major test series are described, and example results are given from 
the hydrodynamics and beach profile measurements. 

PROJECT PLANNING 

SUPERTANK was conducted as a multi-institutional effort similar to cooperative field data 
collection projects first performed in the 1970s, for example, the Nearshore Sediment 
Transport Study (NSTS) in the United States (Seymour and Duane 1978), the Nearshore 
Environment Research Center (NERC) project in Japan (Horikawa and Hattori 1987), and 
U.S. Army Corps of Engineers-sponsored projects such as DUCK85 (Mason, Birkemeier, 
and Howd 1987) and SUPERDUCK (Birkemeier et al. 1989). Cooperative efforts that pool 
expertise, instrumentation, and a wide range of research interests have led to advances 
unattainable by a single or small group of investigators. The advantages of cooperative 
research were readily carried over to the LWT environment of SUPERTANK. 

Pre-project planning was led by a 6-person steering committee formed of CERC and non- 
CERC members initially divided in the three basic subject areas of (1) hydrodynamics, 
(2) sediment transport, and (3) beach profile change, including beach and structure 
interaction. During the course of periodic planning meetings, steering committee members 
and principal investigators formed into three operational groups as (1) total-channel hydro- 
dynamics and sediment transport, (2) foreshore and beach profile change, including swash 
zone hydrodynamics, and (3) instrument tests and measurements made offshore that centered 
around acoustic instruments and a laser-Doppler velocimeter. 

Participants joining CERC at SUPERTANK came from the Florida Institute of Technology, 
Naval Postgraduate School, North Carolina State University, Ohio State University, Oregon 
State University, QUEST Integrated, Inc., RD Flow, Inc., Seatech, Inc., U.S. Naval Acade- 
my, University of California at Santa Cruz, University of Delaware, University of Florida, 
and University of Washington. Observers came from the Danish Hydraulics Institute (Den- , 
mark), Delft Hydraulics Laboratory (The Netherlands), and one investigator from Nihon 
University (Japan) actively participated. U.S. Army Corps of Engineers field office 
personnel and undergraduate and graduate students from various institutions around the U.S. 
assisted SUPERTANK investigators in data collection. 
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PROCEDURE 

Planning 

SUPERTANK was conducted using the LWT located at the O.H. Hinsdale Wave Research 
Laboratory (WRL), Oregon State University. This LWT has the largest wave channel in the 
United States in which a sandy beach can be emplaced. SUPERTANK subsequently ran for 
the 8-week period from July 29 to September 19, 1991. With the first and last weeks 
dedicated to mobilization and demobilization, data were collected over the six weeks from 
August 5 through September 13. Two 1-week tests of instruments were conducted six 
months and 1 month before the start of SUPERTANK. These valuable shakedown exercises 
were one reason that full-scale data collection proceeded without major problems and 
virtually no instrument down time. 

The daily work schedule was 12 hours of wave action and associated activities from 
Monday through Thursday and 8 hours on Friday, starting from a daily meeting of principal 
investigators at 7 am. Plans for the day were reviewed and optimized at the morning 
meetings and in the evenings, for which data taken that day, particularly the beach profile 
change data, were inspected. Evenings and weekends were spent in major mechanical 
operations of beach profile reconstruction, emplacement and removal of dunes and seawalls, 
and inspection and moving of instruments, for which the tank was drained. For example, 
changes in wave conditions from higher to lower waves required shoreward translation of 
large numbers of instruments to optimize measurement coverage in the vicinity of the breaker 
zone and in the surf zone. 

Previous LWT projects (and most small-scale laboratory experiments) on beach profile 
change typically initiated all tests from the same uniform slope in a test series, which 
required substantial sand transfer and profile regrading with heavy equipment. In the case 
of SUPERTANK, where a large number of researchers were on site and an even larger 
number of instruments were mounted in the tank, extensive regrading of the profile, with the 
associated delays, was not economically feasible or compatible with investigators' schedules. 
Execution of the pre-planned test series was modified and redirected as necessary through 
observation of the data (almost all data sets could be inspected during collection or shortly 
thereafter) and discussion by investigators participating in the particular test. 

Channel, Equipment, and Operating Procedures 

The channel of the LWT at the WRL is 104 m long, 3.7 m wide, and 4.6 m deep, into 
which a 76-m-long beach was constructed for the SUPERTANK project. Fig. 1 shows the 
interior of the WRL enclosure, and Fig. 2 is a view of the LWT during an instrument 
change. The beach was composed of approximately 600 cu m of uniform-size quartz sand 
of 0.22-mm median diameter. The direct, digital controlled servo-hydraulic wave generator 
was equipped to absorb waves at the peak spectral frequency that were reflected from the 
beach and structures, such as dunes and seawalls. Broad- and narrow-band random waves 
and monochromatic waves were run with zero-moment wave heights in the range of 0.2 to 
1.0 m and with peak spectral periods in the range of 3 to 10 sec. Waves were run in 
"bursts" of typically 10, 20, 40, and 70-min duration to enable profile surveys to be made 
in calm conditions, to adjust instruments and measure elevation changes at the Optical 
Backscatter (OBS) sensors, and to suppress tank seiching. 
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Fig. 1.  Wide-area view of LWT channel and control room during SUPERTANK 

SUPERTANK is believed to be the most densely and comprehensively instrumented 
nearshore processes data collection project conducted in the laboratory or field. At the peak 
of data collection activities, the LWT channel was instrumented with 16 resistance wave 
gages, 10 capacitance wave gages, 18 two-component electromagnetic current meters, 
34 OBS sensors, 10 pore-pressure gages, 3 acoustic sediment concentration profilers, 
1 acoustic-Doppler current profiler, 1 four-ring acoustic benthic stress gage, 1 laser-Doppler 
velocimeter, 5 video cameras, and 2 underwater video cameras. The resistance wave gages, 
capacitance wave gages, and electromagnetic current meters formed the core of 
SUPERTANK data collection and were maintained throughout the project. Synchronous 
sampling by separate data acquisitions systems was accomplished by digital input of WWV 
time code to all computer clocks. 

CORE MEASUREMENTS 

Core measurements constitute data collection fundamental to all investigators. The core 
measurements consist of wave and current data collection and beach profile surveys. CERC 
investigators were responsible for these measurements. 

Hydrodynamics 

Wave transformation was measured with 16 resistance wave gages mounted on the west 
channel wall (right side of LWT in Fig. 2), spaced 3.7 m apart. The array of resistance 
gages extended from near the wave generator to a water depth of approximately 0.5 m. An 
array of 10 capacitance wave gages extended from the most shoreward resistance gage to the 
maximum runup limit. These gages were also mounted from the west channel wall, but they 
were mobile with spacing that varied from 0.6 to 1.8 m.   In addition to measuring wave 
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Fig. 2.  Close-up view of LWT with SUPERTANK instrumentation 

transformation, the capacitance gages also measured runup and the elevation of the sand 
surface at gages that were intermittently submerged (Fig. 3). Fourteen Marsh-McBirney 
electromagnetic current meters were mounted on the east channel wall together with arrays 
of OBS (Fig. 4). The current meters were deployed in vertical arrays of 1 to 4 sensors with 
vertical spacing of approximately 0.3 m, designed to quantify the undertow profile. Each 
array was configured to share a timing pulse (close-proximity option) to reduce electronic 
interference. The meters were deployed in depths of 0.3 to 1.8 m, with selection of sensor 
position based on the wave conditions, water level, and bottom profile. An additional 
4 electromagnetic current meters, 5 OBS, and 1 capacitance wave gage were deployed on a 
roving carriage (Fig. 5). The current meters were arranged in a vertical array (0.3-m 
spacing) off an adjustable wing extending beneath the carriage. The carriage was positioned 
prior to each test to locate the wave gage, current meters, and OBS sensors in the incipient 
breaking zone, adjacent to a wall-mounted current meter array (for finer vertical resolution), 
or some other point of interest. Three video cameras, mounted on a scaffold overlooking 
the surf zone, recorded a continuous image of surf-zone wave transformation, swash, and 
runup. Ten pressure gages were buried in the sand beach to measure pore pressure. 

Portions of the hydrodynamic data were analyzed (spectra and time series) during or 
immediately after the tests for quality control and planning of subsequent tests. The 
instrumentation performed extremely well during the project. Instrument noise and cross-talk 
problems were identified and eliminated prior to the main project in shakedown tests. The 
wave gages were calibrated once a week during the project by raising and lowering the water 
level. Wave gage offsets were recorded at the beginning of each test. The current meters 
were calibrated before and after the project. 
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Fig. 3.  Capacitance bed surface and water surface gages on the foreshore 

Fig. 4.  Vertical arrays of current meters and optical backscatter sensors 
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Fig. 5.  Roving instrument carriage fully configured at SUPERTANK 

The SUPERTANK wave conditions were designed to balance the need for repetition of 
wave conditions to move the beach profile toward equilibrium and development of a variety 
of conditions for hydrodynamics studies. The TMA spectral shape, applicable to finite water 
depths (Bouws et al. 1985), was used to design all random-wave tests, with spectral width 
parameter 7 between 1 (broad-banded) and 100 (narrow-banded). Other parameters that 
controlled the hydrodynamics, such as water level, bottom profile shape, and shoreward 
boundary (seawall, dune, and terrace), also varied between tests, changing the nearshore 
hydrodynamics for the same imposed offshore wave conditions. Low-frequency wave energy 
(frequencies lying below that of the incident band) did not increase with increasing run length 
as might be expected due to build-up of channel seiching. 

A three-day series of tests conducted during the third week was dedicated to hydrodynam- 
ics. These tests included time-varying wave conditions, varying spectral width, and bimodal 
spectra. The hydrodynamic data will be used to develop and verify advanced hydrodynamic 
models (vertical current structure, wave breaking, transformation of bimodal spectra, wave 
setup, and nonlinear wave transformation), as well as support modeling of beach profile 
change and sediment transport. 

Beach Profile Change 

Approximately 350 full-length surveys were performed to record the response of the beach 
profile to wave action and to changes in shoreward boundary conditions, such as emplace- 
ment of a seawall. Surveys were made with an auto-tracking infra-red geodimeter, which 
targeted a prism attached to a survey rod mounted on a carriage that was pushed along the 
channel by two persons.  The survey rod, which could move freely in a sleeve with guide 
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rollers, made contact with the bed via a pair of wide-tread wheels. Typically, 15 minutes 
were required to set up equipment and survey the profile with a nominal spacing of 0.3 m, 
but with much finer resolution over features such as dunes, steps, and bars which had large 
across-shore gradients in elevation. At the start and end of a major test, the profile was 
surveyed along the center line of the channel and on lines located 0.9 m from each of the 
channel walls to assess uniformity of the profile across the channel width. Three-line surveys 
also were occasionally made when cross-tank flow was observed or suspected. In between 
wave bursts, surveys were made only along the center line. 

Observation of the profile rod wheels indicated a nominal penetration depth of a few 
millimeters, depending on sediment compaction; this depth would tend to cancel in quantita- 
tive comparison of differences between profile surveys. Survey measurements were recorded 
to the nearest 3 mm in horizontal distance and elevation. Performance of the profiling 
system was evaluated by conducting 10 consecutive profile surveys in which the four survey 
crew members rotated in and out of the operation. The 10 unedited profile surveys and the 
standard deviation in profile elevation are plotted in Fig. 6. The standard deviation is 
typically less than 0.5 cm. The large deviation in one area offshore was caused by rod 
operator error in one survey and is easily detected in the data file and corrected. 

Beach 
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Fig. 6. 

Distance Offshore, m 

Plots and standard deviation of ten consecutive beach profile surveys 

Although not strictly part of the core measurements, OBS and fluorescent sand tracer 
measurements were supported by CERC and conducted by Drs. Reginald Beach and Paul 
Komar of Oregon State University. The fluorescent sand tracer experiments required 
sampling by SCUBA-equipped divers, and divers also measured and adjusted, as necessary, 
the bed-referenced elevations of OBS and other sensors at the end of each wave burst. The 
tracer experiments measured dispersion of sand in the offshore, as a comparison to transport 
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rates obtained with the OBS, and recorded macro-scale movement and layering of sand in 
regions of rapid morphologic change, such as in areas of bar formation and dune erosion. 

Test Series 

The 20 major data collection tests performed are listed in Table 1. Wave conditions 
designed to produce erosion or accretion were selected through use of predictive criteria 
described by Kraus, Larson, and Kriebel (1991). Several tests had objectives separate from 
monitoring evolution of the beach profile, such as dedicated hydrodynamic, suspended 
sediment, and instrument tests that examined local fluid and sediment transport conditions. 
Representative wave conditions are listed in Table 1. For tests involving random waves, the 
wave height is the significant (zero-moment) height, and the period is the peak spectral 
period. Sixty-six different wave conditions were run for a total of 129 hr of wave excitation; 
70 percent of the wave conditions involved random waves. 

Table 1.   Summary of SUPERTANK Tests 

Test 
Number Description Date 

Representative 
Significant Wave 

Height 
m 

Period 
sec 

STJO Erosion toward equilibrium, random waves 8/05 - 8/09 0.8 3.0 

ST20 Acoustic profiler tests (random; monochromatic) 8/11 - 8/13 0.2-0.8 8.0-3.0 

ST 30 Accretion toward equilibrium, random waves 8/14 - 8/16 0.4 8.0 

ST40 Dedicated hydrodynamics 8/19 - 8/21 0.2-0.8 8.0-3.0 

ST_50 Dune erosion, Test 1 of 2 8/22 - 8/22 0.5-0.8 6.0-3.0 

ST60 Dune erosion, Test 2 of 2 8/23 - 8/23 0.5-0.7 6.0-3.0 

ST_70 Seawall, Test 1 of 3 8/26 - 8/26 0.7-1.0 4.5 

ST_80 Seawall, Test 2 of 3 8/27 - 8/27 0.7 4.5 

ST90 Berm flooding. Test 1 of 2 8/28 am 0.7 3.0 

STAO Foredune erosion 8/28 pm 0.7 3.0 

ST_B0 Dedicated suspended sediment 8/29 - 8/30 0.3-1.0 10.-3.0 

STCO Seawall, Test 3 of 3 9/02 0.4-0.8 8.0-3.0 

STDO Berm flooding, Test 2 of 2 9/03 am 0.7 3.0 

ST_E0 Laser Doppler velocimeter, Test 1 of 2 9/03 pm 0.2-0.8 3.0 

ST FO Laser Doppler velocimeter, Test 2 of 2 9/04 am 0.2-0.7 8.0 

STGO Erosion toward equilibrium, mono, waves 9/04 pm 0.8 3.0 

STHO Erosion, transition toward accretion, mono, waves 9/05 am 0.5-0.8 4.5-3.0 

STJO Accretion toward equilibrium, mono, waves 9/05 - 9/06 0.5 8.0 

STJO Narrow-crested offshore mound 9/09 - 9/11 0.5-0.7 8.0-3.0 

ST_KO Broad-crested offshore mound 9/12 - 9/13 0.5-0.7 8.0-3.0 



2200 COASTAL ENGINEERING 1992 

EXAMPLE RESULTS 

In this section we present example results from Test ST_10 (Table 1), the first and longest 
test (21 hr of wave action) of SUPERTANK. This test was conducted to observe beach 
response to erosive random waves together with the associated hydrodynamics and sediment 
transport. Selected results illustrate beach profile response to random and monochromatic 
waves, and wave transformation and vertical structure of the mean cross-shore current. 

Profile Change 

The beach was configured as a planar foreshore joining to the subaqueous portion formed 
in a concave shape as h = Ax"3, where h is still-water depth and x is horizontal distance from 
the shoreline. Several wave conditions were imposed, starting from an 8-sec, 0.8-m zero- 
moment wave for the first 400 min of wave action (7 = 20 for first 270 min, followed by 
runs with y = 3.3 or 20), 70 min of monochromatic 3-sec, 0.8-m waves, and 80 min of 3- 
sec, 0.8-m waves, after which the period was increased to 4.5 sec and water level lowered 
by 0.15 m to move the bar and to increase runup for promoting change in the foreshore. 

Fig. 7 shows beach profile evolution in ST_10 starting from the initial profile for selected 
times of 60, 290, 470, and 820 min of wave action. For clarity, the profile was truncated 
seaward of the bar at a depth of 3 m. After 60 min, the foreshore had already eroded and 
a break-point bar had formed. By 290 min, the foreshore had eroded considerably, and a 
gradually sloping terrace formed that led to a trough followed by a substantial bar; this beach 
configuration did not change appreciably under another 110 min of similar wave action. 
However, 70 min of monochromatic waves produced a sharply defined and asymmetric larger 
bar. After that, the longer period (4.5-sec, 8-m) random waves produced a berm while 
maintaining the terrace that joined with a subdued trough followed by a small bar and more 
round and symmetric larger bar located farther offshore. 

Hydrodynamics 

Beach profile change is driven by such hydrodynamic processes as decay of breaking wave 
height, vertical profile of the cross-shore current, setup, and long-period swash energy. 
Figs. 8 and 9 respectively summarize selected hydrodynamic measurements of erosional 
random waves in the first 20 min and after 550 min of wave action in Test ST10 (20-min 
and 40-min averages, respectively). The decay of the maximum wave height H^K and 
statistical significant (average of highest one-third waves) wave height H, from the resistance 
wave gages are shown in the upper half of the figures. The direction and magnitude of the 
mean cross-shore current measured at various locations is represented with arrows. Wave 
breaking on the initial profile occurs primarily at the most shoreward resistance gage and 
further shoreward. The cross-shore current seaward of the surf zone is directed offshore and 
is weak. After 550 min of wave action, Fig. 9, the wave height envelope shows steep 
decay over the prominent bar, and the current structure has strong offshore flows in the surf 
zone and particularly over the bar, with weaker offshore-directed flow seaward of the bar. 
The bottom half of the figures show the proportioning of wave energy, plotted as wave 
height, between incident (high pass) and low frequencies. The energy was segregated by 
using a low-pass filter with a cutoff at half the peak frequency. In both Figs. 8 and 9, the 
high-pass or incident-band wave height decreases through breaking, whereas the low-pass 
wave height tends to increase. 
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Fig. 7.  Selected profile surveys for Test ST10 

Wave transformation across shore includes not only linear shoaling and wave breaking, but 
also nonlinear energy transfer to frequencies higher and lower than the peak frequency. 
Figs. 10 and 11 are measured wave spectra at three cross-shore locations (most seaward 
gage, a gage in the active surf zone, and the most shoreward gage) for a narrow-band (y — 
20.0) and a broad-band (7 = 3.3) incident spectrum, respectively. The narrower spectrum 
displays clear first and second harmonics of the peak frequency at the shallower measurement 
locations. The broader spectrum possesses a small peak at the first harmonic and small 
general increase in energy at higher frequencies. Both cases show an order of magnitude 
increase in low-frequency energy at shallower depths, similar to what is observed in the field. 

SUMMARY AND FUTURE ACTIVITIES 

SUPERTANK succeeded as a cooperative multi-institutional data collection project in which 
investigators shared resources and expertise toward achieving common goals. Advancements 
in engineering tools, such as improvement of numerical models of beach change and wave 
transformation through the surf zone, as well as improved understanding of basic sediment 
transport and bottom boundary layer processes, are already emerging from the project. 

Although data collection has been completed, reduction and analysis of the enormous 
(multi-gigabyte) data set is still in progress. Significant effort has been dedicated to organize 
and clean the data sets so that they may be accessed by all researchers, including those who 
did not participate in SUPERTANK. The first year after SUPERTANK has been devoted 
to reduction of all major data sets — converting quantities to engineering units and cleaning 
and organizing the data. The following two years will include data exchange among SUPER- 
TANK investigators and data analysis. In September, 1994, three years after SUPERTANK 
was performed, the data will be made available to the public. 
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CHAPTER 169 

A FIELD EXPERIMENT ON THE 
FORMATION OF BEACH CUSPS 

Michio Sato*       Keiji Kuroki*       Tomoaki Shinohara* 

Abstract 

This paper describes an attempt at investigating the actual time 
scale needed to form beach cusps, and the issue whether beach cusps 
are accretionary features or erosional ones. Data was collected through a 
field experiment. The experiment was conducted by tracking the process 
of beach cusp formation on a beach face, which had been flattened in 
advance by erasing previously formed beach cusps with a bulldozer. 
New beach cusps gradually developed with every high tide and attained 
a similar size to the previous ones after three tides. 

INTRODUCTION 

Beach cusps have been concerns of many researchers. Main interests seem 
to have been directed to the aspects on the basic origin and what control 
their rhythmic spacing.However,in spite of numerous contributions on the sub- 
ject,contradictory observational results and views in many aspects of beach 
cusp formation have prevented us from grasping beach cusps in their totality. 

It seemed to us that to accumulate measured field data on cusp forma- 
tion,especially the one which relates the cusp origin to wave conditions, was in- 
dispensable. In conducting field measurement, care must be taken to the point 
whether the waves being measured are the ones which are actually building 
the cusps or not,as has been pointed out by Johnson(1919). In other words,we 
should know about the actual time scale needed to form beach cusps. 

Smaller cusps are known to be built and eliminated in a relatively short 
time;in one tide cycle at most(e.g.Longuet-Higgins and Parkin(1962); Komar 
(1973)). However,the time seemed too short for the formation of beach cusps 
with spacings of 15 to 20m which the authors sometimes saw. Then,a field 
experiment was planned to investigate this point. 

'Professor, Department of Ocean Civil Engineering, Kagoshima University, 1-21-40 Ko- 
rimoto, Kagoshima-shi,890 JAPAN 

tECOH Co.,Ltd.,Minami-Senju l-59-7,Arakawaku,Tokyo,116 JAPAN 
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The purpose of this paper is to describe the attempt at investigating the 
actual time scale needed to form beach cusps, and the issue whether beach 
cusps are depositional features or erosional ones. 

FIELD EXPERIMENT 
LOCATION OF STUDY The experiment was carried out from 18 to 21 
December,1980 at Motte Beach, Kagoshima Prefecture, Japan(Figure 1). The 
beach is a part of sandy beach which extends 8.2km north-north west from the 
foot of Mt.Kaimon-dake and is exposed to the action of waves from the East 
China Sea. 

Figure 2 shows the cross sectional profile of the center of study area. The 
beach face had steep slope of over 1/10 and a terrace of of 20m wide fol- 
lowed.Beach material was well sorted sand with the median diameter of 0.7mm 
and the sorting coefficient introduced by Trask,of 1.29 on average. 

PRELIMINARY SURVEY The spacing of the beach cusps previously 
formed was measured over the 500m beach area and was 15.2m on average. 
The variation of the measured cusp spacing and cusp height along the beach 
are shown in figure 3. The cusp spacing ranged between 7m to 26m and the 
histogram is shown as well in the figure. 

Though the spacing is widely distributed, the variation of it along the 
shore seems to have a definite tendency that the spacing increased with the 
alongshore distance from 100m to 400m,then,decreased abruptly due to the 
appearance of a small cusp in the middle of pairs of cusps and their growth to 
the size which determines the spacing. The similar variation seemed to repeat 
along the beach. 

Therefore,our impression was that the broad distribution of cusp spacings 
in the histogram did not mean the lack of regularity in the spacing of cusps 
but it was due to the alongshore variation in the cusp spacing controled by 
a certain mechanism.Nishi and Sato(1991) pointed out that one unit of the 
spacing variation corresponded to the spacing of a giant cusp based on the 
photograghs taken from the top of Mt.Kaimon-dake for six years period. 

The variation of the height seemed to increase slightly with the increase of 
cusp spacing. 

The experimental site was the center of the measured area. 

FIELD CONDITIONS DURING THE EXPERIMENT During the 
experiment, tides were semidiurnal with maximum range of 2.7m, and waves 
of about 0.5m in significant wave height with periods of 6.5-8.5sec acted on the 
beach continualy (Figure 4). The maximum breaking wave height was about 
lm.The change of wave height during the experiment was small though the 
period changed in the range from 6.5sec to 8.5sec. Wave incidence was almost 
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Figure 1: Location of study area 
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Figure 2: Cross section of the beach 
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Figure 5: Contour maps of original cusp and topography just after the bull- 
dozing 

normal to the beach.North wind of 4 to 7m/sec blew on December 19 and 
20,but it almost ceased on the following day. 

ORIGINAL CUSP Prior to the experiment, the area of both the beach 
cusp field and the foreshore zone,in a 60m alongshore section,was surveyed at 
the grid points. The alongshore increment was 4m and the on-offshore one was 
1.5m. Elevation of each grid point was acurately measured using a precision 
level. Figure 5-(a) shows the survey of original beach cusps. Contours were 
drawn every 0.1m. Cross sectional profile along a line AB parallel to the 
shoreline is shown in figure 10. We can recognize 3 cusps in this area. 

EXPERIMENTAL METHOD On the following day,the alongshore area 
of over 100m including the surveyed part was flattened by a bulldozer during 
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low tide(Figure 6). Figure 5-(b) is the contour map just after being flattened. 
Three cusps in figure 5-(a) were completely erased. 

After that 168 iron rods, 2m in length, were driven into the beach face at 
intervals of 4m parallel to the shoreline, and at 2m intervals perpendiular to 
the shoreline. This made a grid system of 52m x 22m shown in figure 7. 

Repeated levelings of the beach face were carried out every low tide by 
measuring the amount of the rod exposed. And,in the day time,the subsidence 
of the iron rods was checked with a level. 

Waves were measured with 12 capacitance type wave gauges during every 
high tide.Eight of the wave gauges were arranged parallel to the shoreline,and 
the rest were arranged perpendicular to it. The arrangements are shown in 
figure 7 and figure 2. 

In order to track sediment movement, tracer technique was applied by using 
dyed sand with fluorescent color as the tracer. Two 30 liter buckets of dried 
sand were dyed red and green,respectively. At 5:30pm December 20,1980,they 
were placed on the beachface; red sand at grid point(4,4) and green sand at(9,9) 
in figure 7. Sampling of about 300 gram of beach materials was done at the 
grid points at 1:00pm and 10:30pm December 21,1980. All samples were dried 
and examined for fluorescent coated particles using ultra-violet lamp. The 
centroids of the distribution maps of dyed sands were tracked by 

= E,=i mjXtAxAy        = E"=i mtytAxAy 

Z^m.AxAy '    V~   Ztim.AxAy 

where (x, y) is the position of the centroid, Ax and Ay denote the grid 
intervals,(z,-, y±) is the distance between the origin(i.e.the place where the tracer 
was deposited initially) and i-th grid point,and m; is the number of fluorescent 
coated sand particles found per 1,000cm2. 

RESULTS 

The development of beach cusps after bulldozing can be seen in a series of 
contour maps(Figures 8). Contours were drawn every 0.1m as well as in figure 
5. Figures 9-(a,b,c) show the difference in height between the beach profile 
just after bulldozing and those after each high tide. Shading in the figures 
mean eroded part. 

In Figure 8-(a),the contour map drawn based on the survey after one high 
tide from the bulludozing,we can not recognize any cusps. After two high 
tides,three cusps with a similar spacing to the original ones appeared on almost 
the same position(figure 8-(b)). And after three high tides they finally attained 
a similar size to the original cusp formation(figure 8-(c)). 

Figures 10-(a,b) are the cross sectional profile along a line A-B parallel to 
the shoreline of the flattened beach face just after bulldozing and in the course 
of the development,respectively. 
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Figure 6: Bulldozing 
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Figure 7: Grid system and arrangement of wave gauges 
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Figure 10: Cross sectional change along the line parallel to the shoreline 

It can be seen from these figures that new beach cusps gradually developed. 
This gradual development was in constrast to the observation of smaller cusp 
formation(e.g. Longuet-Higgins and Parkin(1962);Komar(1973)). Figures 9- 
(b) and (c) indicate that sand carried landward from the lower foreshore zone 
accumulated even in the bay position of the newly formed beach cusps. This is 
backed up by the trace of dyed sand shown by arrows in figure 8-(c).Thus,beach 
cusps are purely accretionary features with the horns experiencing more depo- 
sition than the bays. 

Samples of beach materials were analysed with sieves. Median grain size 
and sorting coefficient of each sample were obtained. The median diameters 
ranged from 0.5mm to 1.1mm and the average was 0.7mm as shown in figure 
11.In this figure,Ah is the difference in height between the profile just after 
being flattened and the one after three high tides. Negative Ah corresponds to 
the lower foreshore part,and larger positive Ah means cusp horns.This figure 
shows that the sediments of lower foreshore were coaser than cusp area,it also 
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Figure 11: Sediment grain size 

shows the median diameters of sediments of cusp horns were slightly larger 
than the ones of bays. 

As to the sorting coefficients,they ranged from 1.14 to 1.8 and the average 
was 1.29. In lower foreshore area,the sorting coefficients showed larger val- 
ues;but they were smaller and in cusp and bay field compared to the lower 
foreshore. 

These results add support to the description by King(1972),Williams(1973) 
and Komar(1973). 

Lastly, it may worth to note about the variation of the density of beach 
materials in cusp field. When we were pulling out the iron rods from the 
beach, we found that the rods in cusp area were easily pulled out,but those in 
bay area were hard to.be pulled out and some of them needed two or three 
persons to be removed. No one realized the difference when we drove the rods 
into the beach. This seemed to mean that the sediments in bay area became 
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dense and the ones in cusp area became loose as the cusps developed. The 
difference of the density of sediments between bay area and cusp area causes 
the difference of permeability. The difference of permeability has been pointed 
out by many authors. And the reason has been considered to be the difference 
in composition of beach materials(Longuet-Higgins and Parkin(1962)). How- 
ever,even if there is not definite difference in composition of beach materials 
between cusps and bays,the difference of density,which is due to the difference 
of compaction,seems to be a reason of the difference in permearbility. 

CONCLUSION 

A field experiment was conducted by tracking the process of beach cusp 
formation on a beach face, which had been flattened in advance by erasing 
previously formed beach cusps with a bulldozer. New beach cusps gradually 
developed with every high tide and attained a similar size to the previous ones 
after three tides. 

Sand carried landward from the lower foreshore zone accumulated even in 
the bay position of the newly formed beach cusps. This is backed up by the 
trace of dyed sand.Thus,beach cusps are purely accretionary features with the 
horns experiencing more deposition than the bays. 

The sediments of lower foreshore were coaser than cusp area,and the median 
diameters of sediments of cusp horns were slightly larger than the ones of bays. 

The sorting coefficients ranged from 1.14 to 1.8 and the average was 1.29. 
In lower foreshore area,the sorting coefficients showed larger values;but they 
were smaller in cusp and bay field compared to the lower foreshore. 
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CHAPTER 170 

DYNAMICS OF LONGSHORE BARS 

Magnus Larson1 and Nicholas C. Kraus2 

ABSTRACT: This paper presents empirical predictive expressions describing the 
cross-shore movement of linear nearshore bars, based on intensive analysis of 
survey data from Duck, North Carolina. The analysis centers on 300 beach profile 
surveys taken at approximately 2-week intervals for the continuous period from 1981 
to 1989, together with accurate measurements of the wave conditions. The geometry 
and dynamics of bars derived from the surveys are related to wave characteristics, 
and criteria previously developed by the authors to predict beach erosion and 
accretion are found to be applicable to bar movement if a multiplicative empirical 
coefficient in each criterion is modified. The results indicate that onshore movement 
of bars is more probable than previously estimated. The implication is that linear 
bars formed of dredged material are more likely to move onshore to nourish the surf 
zone and beach than previously thought. 

INTRODUCTION 

The beach is a dynamic system that resists inundation and erosion by storage of material 
on the foreshore and dune complex and by storage of sand in the offshore in longshore bars. 
Bars also reduce erosive energy entering the surf zone by breaking the higher incident waves. 
Sediment moves between the shore face and bars according to the wave and water level 
conditions, grain size of the beach material, and other factors. During storms, characterized 
by higher waves and water levels, sediment moves from the beach face and, possibly, dunes 
to form bars, whereas under lower waves bars tend to lose volume and move onshore to 
resupply the surf zone and beach. Sediment also moves alongshore in a direction mainly 
controlled by the angle of the incident waves. In the present study, .only cross-shore 
sediment transport processes are considered. 

1) Assistant   Professor,   Department   of  Water   Resources   Engineering,   Institute   of 
Technology, University of Lund, Box 118, S-221 00 Lund, Sweden. 
2) Senior  Scientist,   U.S.   Army   Engineer  Waterways   Experiment   Station,   Coastal 
Engineering Research Center, 3909 Halls Ferry Road, Vicksburg, MS  39180-6199. 
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In recognition of the positive effects of bars for promoting beach growth and protecting 
beaches, nourishment projects have been performed to construct bars or "nearshore berms" 
from dredged material with the intent of the placed bars to either serve as a wave break 
and/or to supply or "feed" the beach with material (McLellan 1990, McLellan and Kraus 
1991). Engineering motivation for the present study is the need for quantitative criteria for 
predicting the movement of material placed to serve as an active or feeder berm. In order 
to derive such criteria, extensive analysis of field data on the characteristics and movement 
of natural sand bars was carried out, as described further in Larson and Kraus (1992). 

In this study, the dynamics of longshore bars were determined from field data and related 
to the prevailing waves. Depth to bar crest, maximum bar height, bar volume, location of 
bar center of mass, and time dependencies of these quantities, as well as speed of bar 
movement, were calculated for a large number of profile surveys made on fixed lines at 
Duck, North Carolina, at the Field Research Facility (FRF) operated by the Coastal 
Engineering Research Center (CERC), U.S. Army Engineer Waterways Experiment Station. 

The analysis procedures adopted rely on two assumptions; first, the profile change 
admitted to this study must be dominated by cross-shore transport, meaning that longshore 
homogeneity exists, and, second, short-period incident waves are the direct and dominant 
sediment-transport driving mechanism. Engineering studies have long recognized the 
appearance of three-dimensional patterns in beach morphology in the surf zone (Hom-ma and 
Sonu 1962). Intensive high-resolution beach profile surveys (Howd and Birkemeier 1987) 
and inference of morphology through long-term remote sensing (Lippman and Holman 1990) 
at the FRF indicate that bars tend to become linear (two-dimensional) during storms and 
rhythmic (three-dimensional) 5 to 16 days following the peaks of storms. Care was taken 
in the present study to identify potential occurrences of three-dimensionality, mainly through 
comparison of shapes of the profiles at different survey lines and through censoring of the 
data by imposing threshold values to consider only larger change. Although incident waves 
may be one contributing mechanism to the mean flow, other forcing mechanisms such as the 
tide and wind-generated currents also enter in the total mean flow. Thus, during times of 
mild wave conditions in particular, correlations between bar movement and incident waves, 
such as sought in the present study, may be weak and should be viewed with caution. 

DATA EMPLOYED 

Beach profile data collected at the FRF were analyzed to provide information on the 
spatial and temporal properties of natural longshore bars located in the nearshore (depth less 
than 15m). The beach profile was surveyed at a nominal 2-week interval along four shore- 
normal lines from 1981 to 1989, where each survey extended from a base line behind the 
dune out to a water depth of about 9 m. All depths in this paper are referenced to the 
National Geodetic Vertical Datum (NGVD), which lies 6.7 cm below mean sea level at the 
FRF. The locations of the four profile lines, numbered 58, 62, 188, and 190, are given in 
Howd and Birkemeier (1987). Typically, between 20 to 50 distance-elevation pairs were 
recorded in each survey, and the total number of surveys during the studied period varied 
between 250 and 300, depending on the profile line. The surveys were usually carried out 
to a water depth exceeding the depth of profile closure (Birkemeier 1985). The profiles were 
surveyed using the Coastal Research Amphibious Buggy (CRAB), which has an accuracy in 
elevation on the order of 5 cm. 
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The wave data used in this study were taken by a waverider buoy located in 18-m water 
depth seaward of the FRF research pier. Wave height was obtained as energy-based 
significant wave height calculated as four times the standard deviation for a 20-min water 
level record. The wave period was determined as the period corresponding to the peak in 
the energy spectrum. Wave height and period were typically recorded every 6 hr but more 
frequently during the end of the 9-year observation period, for which hourly values are 
available. The influence of water level was not included in this study, because its period of 
variation was significantly shorter than the time elapsed between surveys, and the variation 
in most cases was almost symmetrical about the mean value. 

BASIC PROPERTIES OF PROFILE CHANGE 

Profile Shape 

The average profile was computed for each line from all surveys for the period 1981 to 
1989. Because individual survey points were taken at varying distances from the baseline, 
(linear) interpolation was employed between measured points to derive the average profile. 
Also, maximum and minimum depths recorded at any point were determined across shore 
together with the standard deviation of elevation. These quantities indicate the profile 
variability during the measurement period and the areas along the profile where the most 
active sand transport occurred. Fig. 1 displays the average profile and the aforementioned 
quantities for Line 62, for which the largest number of surveys exists (in total 300). 

400 600 800 

Distance Offshore (m) 

Fig. 1.  Average profile and profile variability for Line 62 

1200 

Average profiles of the four survey lines were similar, having a steep foreshore joining 
a gently sloping profile at a small distance seaward of the shoreline. Because longshore bars 
are usually present at the FRF, the average profiles are influenced by these features, and the 
computed average profiles have two regions where the beach gradient is not monotonically 
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decreasing, related to the inner and outer bars commonly observed at the FRF. The inner 
bar in shallower water closer to shore is almost constantly exposed to breaking waves, 
whereas waves break at distances from the shoreline out to about 400 m (depth between 
4 and 5 m) for all survey lines, representing the region of most active sand transport. 

The average profile was compared to theoretical equilibrium profile shapes. The modified 
equilibrium profile equation employed in this study is (Larson 1991), 

h =A 
1 '£-i|(i _e-*-».i 2/3 

(1) 

where h is depth, A is a shape parameter, x is distance from the baseline, x, is the location 
of the shoreline from the baseline, D„ and D„ are, respectively, the equilibrium wave energy 
dissipation per unit water volume in the inshore and offshore, and X is a characteristic 
(decay) length at which D0 approaches £>„. The term containing the factor 1/ X augments 
the original equilibrium profile equation h = A (x - x, )M derived by Dean (1977) and 
describes a trend of decreasing grain size with distance offshore. The equilibrium profile 
equation of Dean was least-square fitted to the average profile, determining the optimum 
value of the shape parameter as 0.09 m"3, with root-mean square error in deviation in depth 
of Ah,,,, = 0.20 m. The corresponding median grain size is 0.20 mm according to an 
empirical curve given by Moore (1982). 

In the offshore, agreement between the Dean equilibrium profile and average profiles is 
satisfactory (Fig. 2); however, close to the shoreline the original equilibrium profile equation 
provided a poor fit, because the average profile is considerably steeper in this region. The 
larger beach gradient at the shoreline owes to the coarser grain size found near the shoreline. 
The typical median grain size on the foreshore at the FRF is 1.0 mm, whereas the grain size 
in the offshore region of the profile approaches 0.1 mm (Howd and Birkemeier 1987). The 
trial and error best-fit of eq. 1 used the previous shape parameter and DJD„ = 3.3 and 
X = 0.039 m1, with Ah^, = 0.15 m. The modified equilibrium profile equation well 
accounted for fining of sediment across the profile and achieved a better overall description 
of the average or equilibrium shape of the profile. 

Definition of bars 

In order to describe and quantify bar formation and movement, a consistent definition of 
a bar feature is needed. Previous investigations involving laboratory profiles have defined 
bars with reference to the initial profile (Larson and Kraus 1989). Areas along the 
subaqueous part of the profile where material accumulates with respect to the initial profile 
were defined as bars. Crossings between a specific profile and the initial profile defined the 
beginning and the end of the bar. However, in the field, such a definition is not operational 
due to the absence of an unambiguous "initial profile," and thus a different method must be 
employed. In the present study, several methods were tested for defining bars, and, after 
evaluation, the modified equilibrium profile equation was found to give the most reliable 
reference profile for definition of a bar and was employed in the following analysis. As an 
example of how bars were defined, Fig. 3 illustrates a surveyed profile at Line 62 together 
with the modified equilibrium profile least-square fitted to the 9-year average profile. 
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Fig. 2.  Average profile at Line 62, equilibrium, and modified equilibrium profiles 
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Fig. 3.   Definition of longshore bar extent using the modified equilibrium 
profile equation (hatched areas represent bars) 
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Volumetric Profile Change and Contour Movement 

To determine and characterize the long-term beach evolution at the FRF, the time- 
variation in subaerial sand volume above selected elevation contours was calculated. Over 
the 9-year interval encompassed by the data set, the subaerial portion of the beach at the FRF 
displayed a slight trend of accretion, especially at Line 62, indicated primarily by a long-term 
increase in the sand volume above NGVD. Strong seasonal variations, including those 
attributed to large storms, were superimposed on this trend, with the subaerial sand volume 
mainly lying below the average value during the first half of the measurement period, and 
above it during the second half. Fig. 4 displays the variation in the volume of sand above 
NGVD as a function of time for Line 62. Time is given in consecutive days starting at 
810101, and the sand volume is referenced to the average volume, 104 m3/m, above NGVD 
from a point located 66 m seaward of the FRF baseline. The 66-m location was the minimal 
distance seaward common to all profile surveys. 

Analysis of volumetric profile change and contour movement showed that the FRF beach 
accreted somewhat above NGVD for the measurement period, but no long-term change in 
the subaqueous portion of the beach was detected. Survey lines located north of the FRF 
research pier (Lines 58 and 62) experienced slightly more accretion than those south of the 
pier (Lines 188 and 190). The increase in subaerial sand volume is probably due to sand 
transport by wind. A stable subaqueous beach profile indicates no long-term differential in 
the longshore sand transport or no significant loss of material to the offshore. Thus, the 
profile data from the FRF provides a good basis for analysis of natural longshore bar 
properties because the data set is, on the average, not strongly influenced by a longshore 
bias. However, short-term longshore variations could still influence profile evolution, and 
identification of possible times of longshore nonuniformity required tedious visual inspection 
of the plotted profile surveys. 

BAR PROPERTIES 

Because the four profile survey lines displayed similar long-term behavior, analysis of bar 
properties was focussed on survey Line 62. The largest number of surveys (300) was 
available for Line 62, and this line was judged to exhibit the most representative bar 
response. Each profile survey was visually examined for bar features, and shoreward and 
seaward boundaries of the bar were determined from the crossings between a profile and the 
modified equilibrium profile. The following properties were calculated for every identified 
bar from each profile survey: Vb = bar volume, lb = bar length, hc = minimum bar depth, 
z„ = maximum bar height, xcg = location of bar center of mass, and Axcg/At = speed of bar 
movement, where t = time. Fig. 5 schematically illustrates these bar properties for a 
typical profile survey from the FRF data set (inner bar shown). 

Inner Bar 

Short-term variability in bar properties was considerably greater for the inner bar because 
it was frequently located in the breaker zone, experiencing significant sand transport and 
influence of beach change on a shorter time scale than the outer bar. A distinct inner bar 
was identified in 200 of 300 surveys, and statistical quantities were computed for bar 
properties (Table 1). Disappearance of the inner bar was primarily due to welding to shore 
or to offshore movement until the inner bar became or merged with the outer bar.   Thus, 
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minimum and maximum values in Table 1 depend on determination of when the inner bar 
welded on to the shore or joined with the outer bar as it moved offshore, respectively. 
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Fig. 4.  Temporal variation in subaerial sand volume above NGVD at Line 62 
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Fig. 5.   Definition sketch of bar properties calculated for each survey 
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Table 1. Statistics for Inner Bar Properties 

Property Mean Minimum Maximum Qls' Q7S' 

Depth to crest, m 1.6 0.6 2.5 1.3 1.9 

Bar height, m 0.9 0.2 1.4 0.7 1.0 

Bar volume, m3/m 42 6 98 27 55 

Bar length, m 95 35 280 65 100 

Bar mass center, m 215 150 330 195 230 

02s and Q7S denote limits for which 25 % and 75% of the values are below, respectively. 

The average depth to bar crest was 1.6 m, implying a mean breaking wave height of about 
2 m, as estimated from an empirical expression given by Larson and Kraus (1989). Bars in 
large wave tank (LWT) experiments with monochromatic waves (Larson and Kraus 1989) 
display marked similarities with the inner bar, although bars in the field tend to be smoother 
due to shifting of forcing under random waves and varying water level. Thus, inner bar 
volume is similar to that found in LWT experiments, whereas maximum bar height is 
considerably lower in the field. Fig. 6 illustrates volume of the inner bar with time, in which 
time periods when no bar existed have been left blank. Change in bar volume was used to 
derive a time scale for the inner bar by the fractal box-counting method (Larson and Kraus 
1992). A break point occurs in the box-counting curve for a box size of about 60 days, 
which is interpreted as the typical duration between events that move the inner bar offshore. 

Outer Bar 

A distinct outer bar was identified for 221 profile surveys, and statistical quantities were 
computed for the bar properties (Table 2). During extended periods of low waves, the outer 
bar moved slightly onshore simultaneously with flattening, to finally disappear. The outer 
bar disappeared as an identifiable morphological feature by flattening before it moved a signi- 
ficant distance onshore. In comparison with the geometric properties of the inner bar, 
variability of the outer bar is significantly smaller. This is because once the outer bar has 
formed, it is only exposed to wave breaking and large sand transport during severe storms, 
and transport induced by non-breaking waves produces less rapid change in bar properties. 

Table 2.  Statistics for Outer Bar Properties 

Property Mean Minimum Maximum 0*5* 0?s 

Depth to crest, m 3.8 1.3 5.1 3.4 4.1 

Bar height, m 0.4 0 1.4 0.27 0.6 

Bar volume, m3/m 45 0 120 20 67 

Bar length, m 170 25 280 150 200 

Bar mass center, m 410 200 520 390 440 

Q25 and Q75 denote limits for which 25 % and 75 % of the values are below, respectively. 
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Fig. 6.  Volume of inner bar as a function of time 
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Fig. 7.  Volume of outer bar as a function of time 



2228 COASTAL ENGINEERING 1992 

The average depth to bar crest of the outer bar was 3.8 m, which indicates the presence 
of individual breaking waves with heights on the order of 4 to 5 m associated with 
modifications of the outer bar. Volume of the outer bar is shown in Fig. 7 as a function of 
time, displaying regular, long-term variations, where the bar grows rapidly to maximum size 
after which it decreases in volume at a lower rate until it flattens completely. Comparison 
of Figs. 6 and 7 illustrates the different time scales in responses of the inner and outer bar 
to wave forcing in the nearshore. Box-counting analysis of change in outer bar volume 
produced a break point in the box-counting curve corresponding to 120 days. Thus, the inner 
bar moves offshore at least every second month, whereas about four months at most separate 
wave events that move the outer bar seaward. 

Bar Speed 

The speed of bar movement was determined for the inner and outer bar as the distance 
Axcg the bar center of mass moved between two consecutive surveys divided by the time At 
between the surveys. However, because bar movement may be rapid, particularly during 
storms (Sallenger, Holman, and Birkemeier 1985, Sunamura and Maruyama 1987, Larson 
and Kraus 1989), values obtained underestimate bar speed through the assumption that the 
movement is constant during the time between surveys. A storm with a typical time scale 
of days that moves a bar offshore would produce rapid bar movement not apparent in the 
calculation if surveying is done with a longer time interval. If the bar is located outside the 
region of breaking waves, however, profile change is more gradual under non-breaking 
waves, and the estimated bar speed should be more accurate. 

Onshore and offshore bar movement were analyzed separately, and the inner (outer) bar 
moved onshore on 99 (122) and offshore on 92 (90) occasions. The average speed of 
onshore bar movement was 1.5 (0.6) m/day and the maximum onshore bar speed was 
8.7 (6.1) m/day for the inner (outer) bar. Corresponding values for offshore bar movement 
were an average speed of 2.9 (1.1) m/day and a maximum speed of 18.0 (15.2) m/day. The 
outer bar exhibited considerably lower average speeds than the inner bar, both for onshore 
and offshore movement, whereas the maximum values were comparable. The average bar 
speed for the outer bar was approximately one third that of the inner bar. Because the inner 
bar is more frequently subjected to breaking waves than the outer bar, the average speed of 
movement is greater for the inner bar. However, if waves broke on the outer bar, the speed 
of movement was comparable to that of the inner bar, as shown by the similar maximum bar 
speed for the inner and outer bar. 

RELATIONSHIP BETWEEN BAR AND WAVE PROPERTIES 

The average significant wave height for the entire measurement period was 1.1m, and the 
average peak spectral wave period was 8.4 sec based on 29,098 individual recordings. 
Measurements of the incident wave angle were not available for the full 9-year observation 
period, and in the simultaneous analysis of bar and wave properties the influence of this 
variable was not quantified. Deep-water wave quantities were calculated from linear-wave 
theory including shoaling and omitting refraction. Wave quantities were determined from 
the time period preceding a specific profile survey, and averages were formed for the full 
record starting from the previous survey. 
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Larson and Kraus (1992) summarized the results of the correlation analysis between bar 
and wave properties, covering (1) the correlation between geometric bar properties and wave 
quantities, (2) the correlation between change in geometric bar properties and wave 
quantities, and (3) distinguishing between onshore and offshore bar movement. The largest 
correlation was found between change in the geometric properties of bar volume, maximum 
bar height, and mass center location, and the fall speed parameter or wave steepness, with 
correlation coefficients of typically 0.5 to 0.8. 

Several criteria were derived to predict onshore and offshore movement of the inner and 
outer bar. To determine the direction of bar movement, and thus the net direction of the 
sand transport across the bar, both change in bar volume and change in the location of bar 
center of mass were examined. Use of bar volume as an indicator of transport direction 
assumes that bar growth is associated with offshore movement, whereas a decrease in bar 
volume is caused by onshore movement. In the final analysis for deriving the criteria, a 
simultaneous increase in bar volume and offshore movement of the center of mass were 
required as indicators of offshore transport and similarly for onshore transport. A threshold 
value of 5 m3/m on bar volume change was imposed to eliminate events with minor change 
that were expected to be sensitive to measurement limitations. 

The parameters examined to distinguish onshore and offshore bar movement were: wave 
steepness H0IL0, dimensionless fall speed H0 /wT, wave height over grain size diameter 
H0 fd50, and a Froude number based on grain size Fr = w/(gHc )"

2, where H is wave height, 
L is wavelength, Tis wave period, w is fall speed, d50 is median grain size, g is acceleration 
due to gravity, and the subscript o refers to deep-water conditions. Wave heights and periods 
associated with the significant wave were taken as the means over the analysis interval. 
Similar analyses have been performed by Larson and Kraus (1989) primarily for the LWT 
data sets and limited field data (not examining the Froude number), and by Kraus, Larson, 
and Kriebel (1991) for the LWT data and an extensive field data set of primarily qualitative 
observations of beach erosion and accretion (and including the Froude number). The strategy 
for obtaining the criteria was to plot the data in a diagram encompassing two non-dimensional 
parameters and subjectively fit a line that best separated onshore and offshore bar movement. 
In the choice of parameter combinations, at least one parameter contained a variable that 
characterized the sediment (w or 4»). 
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Acceptable distinctions between onshore and offshore movement of both the inner and 
outer bar could be obtained by eqs. 2 to 4. The same exponents are obtained for the non- 
dimensional quantities as were noted in earlier work, but the constant multipliers have smaller 
values. This means that application of previous criteria for overall beach response to sand 
movement in the offshore produces conservative estimates for prediction of onshore sand 
transport of a bar. The two parameters in eq. 4 may be obtained from the parameters in 
eq. 2 (Kraus, Larson, and Kriebel 1991); however, the form of eq. 4 is convenient because 
the wave height appears inversely in the respective parameters, giving a more visually distinct 
separation of onshore and offshore bar movement. Reasonable predictions are also given by 
the simple one-parameter criteria: HJwT = 1.2, HJD50 = 6,400, and w/(gH„ )"2 = 0.0055. 
Figs. 8 and 9 show HJwT versus w/(gH0 )"

2 used to distinguish between onshore and 
offshore bar movement for the inner bar and outer bar, respectively. Criteria developed for 
the overall response of the beach typically focus on beach evolution in the surf zone, where 
wave breaking prevails. The tendency for material to be transported onshore is much greater 
under the action of non-breaking waves in comparison with breaking waves. 

CONCLUDING DISCUSSION 

Considerable information on the dynamics of natural longshore bars was obtained from 
a 9-year record of accurate beach profile surveys made at an average 10-day interval. 
Availability of data from four survey lines allowed judgement of three-dimensionality which 
would violate the analysis procedures, and correlations were improved by imposing censoring 
criteria on combined bar movement and volume. The analysis proceeded by defining bar 
position from a modified equilibrium profile that accounts for fining of grain size with 
distance offshore. The analysis covered an inner bar in 2-m depth and an outer bar in 4-m 
depth, which were tracked through 300 profile surveys. 

For the inner bar, average depth to crest was 1.6 m, average maximum bar height 0.9 m, 
and average bar volume 42 m3/m. Average speed of the inner bar was 1.5 m/day for 
onshore movement and 2.9 m/day for offshore movement, with maximum recorded speeds 
of 8.7 and 18.0 m/day, respectively. Fractal box-counting analysis showed that the typical 
maximum duration between wave conditions that moved the inner bar offshore was 2 months. 

For the outer bar, average depth to crest was 3.8 m, average maximum bar height was 
0.4 m, and average bar volume was 45 m3/m. Although the outer bar had, on average, a 
volume comparable to the inner bar, the maximum height was considerably lower, producing 
a much more gentle bar shape. Average speed of the outer bar was 0.6 m/day for onshore 
movement and 1.1 m/day for offshore movement, with maximum recorded speeds of 6.1 and 
15.2 m/day, for onshore and offshore movement, respectively. The typical maximum 
duration between wave conditions that moved the outer bar offshore was about 4 months. 

Criteria previously developed by the authors to predict beach erosion and accretion were 
found to be applicable to bar movement if a multiplicative empirical coefficient in each 
criterion was modified. The results indicate that onshore movement of bars is more probable 
than previously estimated. The implication is that linear bars formed of dredged material are 
more likely to move onshore to nourish the surf zone and beach than previously thought. 
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Comparison of bar properties from the surveys at a North Carolina beach and results from 
experiments carried out in large wave tanks indicates similar geometric and dynamic 
properties (direction of movement and celerity) of bars in the laboratory and in the field. 
Thus, data sets from large wave tanks are of considerable value for investigating the 
fundamentals of cross-shore sediment transport and bar movement. 
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CHAPTER 171 

The Punta Umbria (Huelva) Spit 
by: 

Antonio Lechuga1 and Jose Maria Medina Villaverde2 

1. INTRODUCTION 

The Punta Umbria spit is one of the most didactic case studies for spits which can be 
found along the Spanish coast. The problem the spit presents came to light in the past and 
has arisen once again causing difficulties for navigation in the channel. The solution adopted 
for the problem in the past was not totally correct from all points of view, as will be seen later 
in this study, and, for that reason, the problem has come up once again. 

Consequently, the then General Directorate for Ports and Coasts of the Ministry of 
Public Works and Urban Development3 commissioned the Centro de Estudios y Experimen- 
taci6n de Obras Publicas (CEDEX, an autonomous organism of the Ministry of Public 
Works and Transport) to define the problem by making a report on the shore dynamics of the 
area. This report was undertaken in the facilities which the Ports and Coasts Research 
Center of the CEDEX has in Madrid. 

2. STUDIES UNDERTAKEN 

A report on shore dynamics involves un- 
dertaking a number of studies which progressively 
shed light on the overall problem. In the case of 
Punta Umbria, the different studies which were 
done can be outlined as follows: 

•J Historical evolution of the coast 
i/ Geographical     and     geological 
study of the coast 
>/ On site inspection 
>/ Study of the maritime climate 
>/ Wave propagation study 
•/ Hydrodynamic study of the tides 

•iwutrM tm« 

Figure 1.- The Huelva coast. 

'Ph.D. Civil Engineer. Head of the Coastal Service and Deputy Director of CEPYC-CEDEX. 
2lngeniero de Caminos, Canales y Puertos. Director of the Programme of Mathematical Models of 
CEPYC-CEDEX (81, Ait»i« Upaz St. 28026 MADRID, SPAIN) 

2233 



2234 COASTAL ENGINEERING 1992 

Once the studies were made, a series of final conclusions were reached from all the 
information gathered and some precise recommendations were suggested to mitigate the 
problem 

In the following parts of this report, the studies undertaken are commented briefly. 

3. HISTORICAL EVOLUTION OF THE COAST 

The Huelva shoreline can be characterized by the significant movement of sand 
which takes place, a logical consequence of the huge amounts of sand all along the coast. 
The proof of this is the fact that the shoreline is made up of only one beach, from Ayamonte 
on the border with Portugal to Punta del Malandar in the mouth of the Guadalquivir River, the 
border with the province of Cadiz. This immense sand formation is interrupted only by the 
mouths of rivers and tidal channels and above all by the Odiel wetlands, located precisely 
where Punta Umbria and Huelva have access to the sea. 

Figure 2 portrays, generally speaking, the evolution of the Huelva coast from ancient 
times till our days. The present day location of the Punta Umbria spit is indicated by the cir- 
cle. The arrow indicates the direction of the longshore transport of suspended sediment. 

£      Tiempoe pre-romanos y romaoos, hace 2500 ados 

Lepe   .ii'.-V-.;<' 
O 

Lg«_Anri11in 

3    La  costa en eatado natural haee unos  aflos. 

Figure 2.- Evolution of the Huelva coast from Roman times to the present (Dabrfo). 

As can be seen from the figures, the old rias have slowly undergone a process of 
sandfill and have been transformed into wetlands, which is what they are today. 

3Today the General Directorate for Ports of the Ministry of Public Works and Transport. 
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In antiquity, the coast was made up of estuaries and cliffs and the sea occupied the 
low lying areas of the river valleys. As a consequence, true rias, like those found in the north- 
west of Spain (Galicia), were formed in what are now wetlands. 

At the same time, the current of net longshore transport, induced by predominant wa- 
ves from the SW quadrant, among others, and the tide action came together to form two dif- 
ferent solid currents. The first current was produced by waves from a W->E4 direction and 
the second one by the tide coming from alternating N->S / S->N directions depending on 
whether the tidal current is flood or ebb. 

Consequently, sand bars began to 
appear: the Agonida island (See figu- 
re 2A) in the mouth of the Ana river 
(the present day Guadiana, from the 
Arabic, "wadi Ana") became the pre- 
sent day Isla Cristina; the ria of the 
Piedras River became a tidal valley 
and began to take the shape of the 
Rompido spit. 

Numerous ancient texts exist which 
date from the VI Century B.C. which 
confirm the existence of a great es- 
tuary in the confluence of the Tinto 
and Odiel rivers, called "Laguna Ere- 
bea" (See figure 2A) by some au- 
thors. The growth of the present day 
Punta Umbria spit in a NW->SE di- 
rection aided in the filling of the es- 
tuary and the formation of the present 

\| Figure 3.- Mouth of the Guadiana 
Western border of the Huelva coast. 

River J       ^ 
Odiel wetlands, which, in turn, helped to make the spit wider. At the same time, an extensive 
dune field was formed on the berm. 

Barrier islands and the wetlands formed in their shelter existed already in the 19th 
Century. Straits, narrows or "rompidos" (a local Spanish word that means "little mouth") were 
formed between the islands. 

The net longshore transport cu- 
rrent is at present quite significant. The 
progressive accumulations of sand to the 
West of the Punta Umbria and Huelva 
breakwaters, as well as in the Rompido 
Spit, testify to that fact. In the end of the 
Rompido Spit (the Punta del Gato), the 
sand has advanced an average of around 
35 m/year. This point has been confirmed 
by the geological studies consulted6, as 
well as by measurements made on photo- 
grammetric series in the CEPYC. 
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4. MORPHOLOGY OF COASTAL AREA 

The Huelva coast extends from the mouths of the Guadiana and Guadalquivir rivers, 
as was previously mentioned. It is 145 km. long, forms a gentle arc, concave towards SW, 
and its western end faces a N-80-W direction while its eastern end faces an E-70-S direction. 
The waters of the Gulf of Cadiz wash its shores. 

Owing to historical geological processes, sufficiently treated in the previous part, the 
coast is made up of coastal formations, typical of the mouths of rivers, and has a gentle equi- 
librium profile in its last part. The formation of sandbars, points, spits and muddy bogs are 
also frequent along the coast. 

lighted: 
In the area under study, the coastal profile has two features which should be high- 

PERFLOEVEWiNO 

Figure 5.- Dynamics of the 
natural changing profile. 

PIAYASECA 

K 

On the one hand, the mouths of the rivers have considerable extensions of tidal flats which 
are separated from the sea by sand barriers. These formations are created by the action of 
the shore current. 

On the other hand, a strip of recent sand sediment has been formed between Aya- 
monte and Punta Umbria. This strip shelters the cliff of siliceous sand, making it inactive and 
unable to contribute material to the shore dynamics, at least in a direct way, since it is not at- 
tacked by the sea. 

The city of Punta Umbria was built directly on a spit in the mouth of the Tinto and 
Odiel rivers occupying the zone of public domain in numerous cases. The design of the nu- 
merous streets of the city confirms how the city adapted itself gradually to the growth of the 
spit. Due to the importance of this type of formations for shore dynamics, it is worth dealing 
with this point a bit more in detail. 

4lt is interesting to observe at present how an actual river of sand is formed on days when there are 
storms from the West, even if the storms are not very strong. This river hugs the jetty, which forms the 
right bank of the Huelva channel, and becomes progressively narrower till it reaches a width of about 
30 m.~depending on the intensity of the storm-at the roundhead. Later the river of sand expands 
throughout the width of the entrance. 
5C.J. Dabrio, Historia de la Dinamica de Nuestra Costa. Cartaya, 1982. 
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Spits, coastal sand formations and their influence on beach profile 

Spits are sand bars built up in the direction of the current and are connected to land 
at one end. They are generally related to the mouths of rivers where sand formations of va- 
rious types (live dunes, dead dunes, wind-deposited mantles, etc.) are generated. They de- 
velop on a small or medium scale anywhere along a coast which combines the topographical 
conditions and the adequate dynamics. They are more frequent along the Atlantic coast. 

Due to their own physical characteristics, coastal sand formations have a very impor- 
tant role in the ecosystem and shoredynamics: they play the role of coastal defence, pro- 
bably the most effective one that can be found, in contact with the sea and cushion the action 
of the sea, especially during severe storms. At the same time, they serve as a sand reserve 
for the beaches. 

In addition, the presence of dune fields located on the berm has a determinant effect 
on the annual cycle of the evolution of the beach which is described in a general fashion in 
the next section. 

Diagram of the evolution of the beach profile 

a) Summer profile 

As waves approach the coast, they let their effects be felt on the bottom of the sea 
approximately from the moment where the depth is lower than half a wavelength. From that 
point on, the sand particles begin to shake back and forth alternatively. The beach profile un- 
dergoes modification until the force on the particles is balanced yielding a net result which 
generally implies a forward movement towards the shore. The finest sand particles are sus- 
pended in the area of the surf zone and are thrown along the width of the strand by the wa- 
ves. Some return to the sea, but the net result still favors deposits on the strand. 

b) Winter profile 

When there is a storm, more waves reach the shore. Thus, more water is transpor- 
ted than in summer and consequently the sand is saturated. This forces the groundwater le- 
vel to rise. This implies less filtration and eventually produces greater return currents which 
cause greater erosion. The beach recedes but the sand is deposited on a submerged bar, 
parallel to the beach and not very far from the shore. This bar acts as a filter for the waves, 
since it does not allow waves greater than a certain height to pass and obliges them to break 
due to the effect of the bottom, though this depends on the size of the sandbar. 

Figure 5 illustrates this mechanism. 

From the previous paragraphs, it becomes clear that if a beach is not wide enough to 
permit the adopting of a winter profile with a sandbar (for example, if construction was permit- 
ted too close to the shoreline), the waves will continue passing through and erode the remai- 
ning berm. For that reason, it is essential that each beach have a natural deposit of sand 
(which is usually a dune field) in the back of the beach. 
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5. PUNTA UMBRIA. A CASE STUDY 
Nature 

Sand along the Huelva coast is readily available, a fact which will always be a cons- 
tant problem in many points of the shore due to the resulting lack of depth for navigation. At 
the same time, however, it provides an efficient defence for the coast in most of its zones, as 
long as the sand is allowed to evolve as naturally as possible. 

Urban development 

Punta Umbria has witnessed the rapid growth of its urban structure, as have the ma- 
jority of coastal cities whose most important income comes from tourism. The city has grown, 
like other cities along the Spanish coast, without regard to coastal sand formations, either be- 
cause of a lack of knowledge concerning their functioning6, or because of other reasons 
which do not take Nature into account. 

The growth of the city has always been connected to the growth of the spit, as is re- 
flected in the layout of the streets, which are parallel to the successive alignments of the sho- 
reline. 

The problem of the regression of the Punta Umbria beach appears to be provoked 
artificially by the historical invasion of the sand reserve within the public domain by the sea- 
front construction. This construction makes it difficult or hinders the formation of the full storm 
profile of the beach and, consequently, the ulterior regeneration of the summer profile. 

The construction of the jetty 

The present day Punta Umbria jetty causes the dominant waves to strike the beach 
with very little obliqueness. This facilitates the halting of the current, almost completely, which 
has as its consequence the settling of the material in suspension. This material is at the 
mercy of the flood and ebb tidal currents which allow it to enter and deposit in the ria by the 
diffraction of the waves and the tidal current. 

The layout of the Punta Umbria jetty has literally cut off the growth of the spit. This 
has caused the transformation of the part of the spit situated to the east of the jetty into a 
shoalwhich is today called Bajo de Nueva Umbria. 

The aim pursued initially (to achieve the advance of the beach) has been totally suc- 
cessful. However, the movement of sand was not taken into account, particularly in view of 
the effect caused to the east of the jetty, in the mouth of the channel. The effect sought after 
by the construction of the jetty was based on the creation of a partial barrier to the passage 
of sediments, not only along the bottom but also in suspension, thus facilitating their deposit 
to the west. Nevertheless, the diffraction provoked on the waves produces a current due to 
the wave height gradient which leads the sediment into the channel. At the same time, the 
deficit of longshore transport is compensated by the movement of sand from the shoal, Bajo 
de Nueva Umbria. 

"It should not be forgotten that Coastal Engineering is still a young and developing science. Some of 
its fields, such as the understanding of the evolution of the cross-shore profile of a beach, are not suf- 
ficiently developed. 



PUNTA UMBRIA SPIT 2239 

The hydrodynamics of the mouth of the channel are not acceptable today, since the 
ebb tide almost always affects the longshore transport current induced by the obliqueness of 
the breaking waves, creating a problematic point in the mouth of the ria. 

Sea level rise 

A rise in the sea level brought about by climatic changes would have a greater impor- 
tance along low lying coasts, as would be the case in Spain along the Gulf of Cadiz and in 
the Ebro Delta, as well as in other isolated areas in other regions. However, this factor has 
not been taken into account in this study, since it has a long term effect. A SLR vulnerability 
assessment for this region is now being carried out at the CEPYC. 

6. STUDIES UNDERTAKEN 

Maritime climate 

A study of the maritime climate, based on visual observations of waves, permitted 
the drawing up of the wave rose, SEA and SWELL type waves. Its aim was to determine the 
storms which were to be studied. 

Wave propagation 

A study of the wave propagation was accomplished by using a refraction-diffraction 
parabolic mathematical model7 based on the resolution of the Berkhoff equations and on the 
jobs by Kirby andDalrymple (University of Delaware, U.S.A.). The model permitted the defini- 
tion of the behavior of the waves as they approached the coast. Various storms of varying 
directions and periods and in high and low tide were used to achieve this definition. 

Hydrodynamic behavior of tidal currents 

With the help of the MIKE218 mathematical model, a simulation of the tide conditions 
in the wetlands system of the mouth of the Odiel river was undertaken. To accomplish this, 
the tidal prism, which even included the Huelva ria, was taken into account. 

7. POSSIBLE SOLUTIONS 

First of all, it is essential to bear in mind that an ideal solution does not exist. Unfortu- 
nately, the over abundance of sand along the coast means that dredging can not be avoided. 

Not withstanding this, it is believed that an ideal solution for minimizing the existing 
problems would involve restoring the primitive channel out to the sea, since it is the natural 
outlet for the ria. The best way to accomplish this would be to construct an embankment (as 
shown in figure 6), dredge the former course of the channel and dump what was dredged 
between the jetty and the embankment, according to the outline indicated in the previous fi- 
gure. In this way, the spit would be restored and the incident angle between the two currents 
would be minimized. 

'Jose Maria Grassa Garrido, Ports and Coasts Research Center, Madrid, 1990. 
"Danish Hydraulic Institute. 
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CHAPTER 172 

COMPLEX PRINCIPAL COMPONENT ANALYSIS OF SEASONAL 
VARIATION IN NEARSHORE BATHYMETRY 

Guoxiong Liang1, Thomas E. White2, Member, ASCE 
and Richard J. Seymour1, Member, ASCE 

ABSTRACT Both the conventional Principal Component Analysis (PCA) 
and the Complex Principal Component Analysis (CPCA) were applied to 
analyze six nearshore profiles in Siuslaw, Oregon. Results indicated that 
the first two components derived from CPCA always outperformed those 
derived from PCA. This suggests that CPCA is a better method of 
describing the seasonal variation in nearshore bathymetry. The relative 
performance of CPCA on different profiles depended upon the coherence 
of the variation within those profiles. Furthermore, the concept of an 
absolute amount of variance was used in explaining the spatial variation 
of the predictability of principal components. 

INTRODUCTION 

Complex principal component analysis (CPCA), developed for meteorological 
application (e.g., Wallace and Dickson, 1972; Barnett, 1983), has been successfully 
used to describe an event of a fast-moving sand bar (Liang and Seymour, 1991). In 
comparison with conventional principal component analysis (PCA), also known as 
the Empirical Orthogonal Function (EOF) technique (e.g. Aubrey et al., 1980; 
Seymour, 1989), CPCA offers significant advantages. Besides being able to give a 
more compact description for the variation of the data set (fewer functions 
required), it can also detect propagating waves. 

However, most nearshore bathymetric data sets available consist only of 
seasonal surveys. One may argue that the seasonal variation in nearshore profiles is 
more like a standing wave than a propagating feature, and thus it might be 
unnecessary to apply CPCA to the seasonal bathymetric data. Therefore, a test using 

1 Scripps Institution of Oceanography, University of California, San Diego, La Jolla, CA 92093- 
0222, USA. 

2 USAE Waterways Experiment Station, Coastal Engineering Research Center, 3909 Halls Ferry 
Road, Vicksburg, MS 39180-6199, USA. 
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seasonal data appears to be a rigorous method of evaluation. In order to compare the 
efficiencies of CPCA and PCA. in analyzing the seasonal variation in nearshore 
bathymetry, a set of multiple profile data from Siuslaw, Oregon, was analyzed. 

SEASONAL SURVEY DATA FROM SIUSLAW. OREGON 

The bathymetric data were collected from an area that is located in the mouth 
of Siuslaw River, Oregon (Figure 1). The Helicopter-borne Nearshore Survey 
System (HBNSS) was applied to measure the seabed elevation (Pollock, in press). 
The survey helicopter is fitted with a 26-meter weighted cable, graduated like a 
surveyor's rod. The elevations are read by a shore-based surveyor's level. The 
horizontal positioning is obtained using a shore-based electronic total distance 
station (TDS) aiming at a cluster of prisms mounted on the helicopter. The HBNSS 
surveys were carried out every winter and summer from 1981 to 1990. 

Six cross-shore profile sets, which are within an alongshore segment 
extending 762 m (2500 feet) from the North Jetty, were chosen for analysis. Each of 
them, with a length of 354 m, includes 30 grid points and 20 time steps. Some 
profiles show pronounced seasonal cycles (Figure 2). 

ANALYSIS TECHNIQUE AND RESULTS 

To apply CPCA, a profile is required to be transformed into a complex data set 
such as: 

Uj(.t) = ufi) +mj(t) 

The real part is simply the original scalar field. The imaginary part is the 
Hilbert transform of the real part. On the basis of the complex data, the complex 
cross-correlation matrix can be computed, consisting of: the eigenvectors 
(functional decompositions of the data) and eigenvalues (portions of data's variation 
represented by each eigenvector). It is customary to evaluate the performance of 
these analysis tools by the percentage of the variation about the mean, which is 
represented by each of the principal components. A comparison of PCA and CPCA 
is shown in Table 1. 

Table 1 Percentage of Variation Explained bv PCA and CPCA 

Profile 1st Component 1st & 2nd Components 

PC CPC PC CPC 

1 
2 
3 
4 
5 
6 

86.57 
77.00 
60.35 
56.01 
38.83 
36.91 

85.65 
75.28 
58.65 
55.50 
40.71 
41.63 

95.43 
88.21 
75.36 
71.95 
58.77 
55.98 

95.47 
89.41 
78.33 
73.80 
64.22 
64.46 
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Figure 1. Location map of Siuslaw, Oregon. 

The first and second complex components (CPC) can explain more variation 
than the corresponding conventional components (PC) in every case. In some 
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Figure 2. An example of seasonal variation in nearshore profile (Profile 1). 

profiles such as profile 6, the CPC is about 8.5% better. The data in Table 1 are 
shown graphically in Figures 3 and 4. 

DISSCUSSION 

However, it must be noted that, in some profiles (e.g. Profile 1 and Profile 2), 
the first conventional component can explain 1% to 2% more variation than the first 
complex component does. Also, the less variation contained in the first component, 
the better the performance of the first complex component compared to the 
conventional one. One possibility is that the complex analysis requires more degrees 
of freedom, and when artificially constrained to a very low number of functional 
modes (e.g., only one component), it will not behave reliably statistically. From the 
data in Table 1, it can be seen that once the number of components exceeds the bare 
minimum necessary for computation (one), the complex method performs better. 
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Figure 3. Variation explained by the first component. 
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Figure 4. Variation explained by the first and second components 

However, for the case of a fast-moving bar, the first component always 
outperformed the conventional component (Liang and Seymour, 1991). 
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The data suggest that the relative performance depends upon the coherence of 
the variation within a profile as described in the following paragraphs. For simple 
variation (coherent changes), most of the variation can be explained by the first 
component and the complex method has no particular advantage for a single 
component. For more complicated variations (non-coherent changes), there is less 
variation explained by the first component, and CPCA is always more effective. 

Figure 5 shows the conventional correlation (left) and complex correlation 
(right) between each grid point and grid points 5, 10, 15, 20 and 25 in Profile 1. 
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Figure 5. Comparison between conventional correlation (left) and 
complex correlation (right) in Profile 1. 

Each correlation is plotted in a vectorial format where the magnitude is indicated by 
the length of the vector. Full scale (correlation equals 1.0) is indicated by the 
correlation between point 5 and itself. For the complex correlation, the phase is 
arranged like the hour hand of a clock. A vector pointing upwards (downwards) 
indicates that the two time series are in-phase (out-of-phase); one pointing to the 
right (left) indicates that the grid point time series lags (leads) the time series 
indicated in the left margin by 90°, etc. It is obvious that the complex correlation 
between the grid points within this profile is rather similiar to the conventional 
correlation. Every grid point shows positive correlation with each of the other ones. 
The entire profile appears to be involved in highly coherent motion. In this case, the 
results of CPCA and conventional PCA are almost identical. 

A different result is revealed in Profile 6 (Figure 6). The difference between 
complex correlation and conventional correlation is significant. The correlation 
between grid points are much poorer than those in Profile 1. Also, correlation 
between certain points show an out-of-phase relationship. It suggests that the 
motion in this profile is not as coherent as that in Profile 1. In this case, CPCA can 
explain more variation than conventional PCA does. 
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Figure 6. Comparison between conventional correlation (left) and 
complex correlation (right) in Profile 6. 

In many instances, the first CPC may indicate a strong in-phase relationship 
between the time series at grid points while the second one indicates a weaker, out- 
of-phase relationship (Horel, 1984). In the conventional PCA, the correlation is 
simply a scalar. Therefore, it is not possible for it to reveal the phase relationship 
between different grid points. The data and results described above indicate that, 
within some standing-wave-like variation in nearshore profiles, both in-phase and 
out-of-phase correlations can exist. Therefore, since this cannot be determined a 
priori, use of the complex technique appears to be the prudent approach. 

One of the other interesting observations is that the percent of the variation 
explained by either PC or CPC decreases monotonically with distance from the jetty 
(see Figures 3 and 4), a reduction in predictive capability of about one third. To 
understand this change better, the absolute value of the variability was calculated. 
Figure 7 shows the mean value (over time) of the standard deviations (in space) of 
the six profiles. This shows clearly that there was much greater variability close to 
the jetty (nearly three times that of the minimum). Figures 8 and 9 show the data of 
Figures 3 and 4 normalized by the standard deviations shown in Figure 7. These 
show that, in both PC and CPC, profile 4 is predicted best in terms of the absolute 
amount of variance, and Figure 7 shows that profile 4 exhibits very close to the 
minimum amount of absolute variance. Therefore, the performance on profile 4 
could be considered to represent the basic capability of the principal component 
method to extract signals from the noise in the measurements and the physical 
processes. If this noise is uniform in magnitude, then as the absolute values of the 
variance increases (toward the jetty) the relative predictability ought to increase - 
and it does. On the other hand, if noise is somehow proportional to the signal, the 
relative predictability ought to remain more or less constant - and it does not. The 
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data set is too sparse to make conclusive statements on this hypothesis, but it might 
be of interest to test this on richer data. 
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CHAPTER 173 

TEMPORAL AND SPATIAL CROSS-SHORE 
DISTRIBUTIONS OF SEDIMENT AT "EL PUNTAL" 

SPIT, SANTANDER, SPAIN 

by 
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R. Medina* 

C. VidaL 
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ABSTRACT 

Sediment samples and beach profile evolution data, collected along one 
profile line at "El Puntal" Spit, Santander, Spain, are studied by means of 
Principal Component Analysis (PCA). This analysis technique is used to 
separate the temporal, spatial and grain size distribution variability of the 
data. The results show that there is a seasonality in the grain size 
distribution affecting the fine sand as well as the coarse sand. The variations 
of the coarse sand percentage, which occur mostly within the bar-berm area, 
consist of an increase, in the bar zone in winter and in the berm zone in 
summer. The fine sand presents a different behaviour, changing all along the 
profile, increasing its percentage offshore the bar in winter, and in the 
foreshore in summer. Thus, the sediment just relocates in the cross-shore 
direction. 

Further, a "master" grain size distribution, which is constructed by 
adding all the grain samples, taken from all over the profile, is shown to be 

Ocean & Coastal Research Group. Departamento de Ciencias y 
Tecnicas del Agua y del Medio Ambiente. University of Cantabria. 
39005 Santander, Spain. 
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constant in time. It is suggested that the "master" grain distribution should 
be used in coastal engineering formulation. 

INTRODUCTION 

Investigators have long recognized that there is a relationship between 
beach profile and sediment size (see Dean, 1977, for a general reference). 
Though, in almost all relationships proposed, the grain size distribution and 
grain size related parameters are usually assumed uniform in the cross-shore 
direction. It is also well known that the sediment characteristics of a beach 
profile vary both spatial and temporally. A great number of studies have 
investigated the changes in sediment grain size and the onshore-offshore 
grain size sorting across the beach profile. Most of the studies involve using 
statistical granulometric parameter as sample mean, mode and skewness, 
determined from native sand samples (see recent work by Moutzouris, 
1991). Some studies use field data from sand tracers, usually natural sand 
tagged with fluorescent color or with artificially induced radioactivity 
(Murray, 1987) and other studies present results from laboratory experiments 
(Kamphuis and Moir, 1977). However, there is not always agreement on the 
results described by the different researchers, especially on the trends 
followed by the degree of soiting across the beach profile. 

Attempts have been made to explain and quantify the processes involved 
in the sorting of grain size across the profile. Two major hypotheses have 
been proposed in the past: the hypothesis of asymetrical thresholds under 
waves (see recent work by Horn, 1991) and the hypothesis of the null-point 
(e.g. Cornaglia, 1889). Despite the efforts undertaken to understand the 
processes responsible for the grain size distribution across the profile, the 
problem remains open and further studies are needed. 

Statistical methods, such as Principal Component Analysis (PCA) or 
Factor Analysis (FA), provide a useful tool to objectively separate the 
spatial and temporal variability of beach profile data (e.g. Winant et al., 
1975; Medina et al., 1991) or of sediment data (Liu and Zarillo, 1989). In 
all of these works, only two dimensions are considered among offshore- 
distance, time and grain distribution, resulting in a partial view of the 
problem. In the present study, sediment data is analyzed by means of the 
three-way PCA method in which offshore distance, time and grain 
distribution are used to describe the spatial and temporal structure of the 
grain size distribution variability. 
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ANALYSIS METHOD 

Historically, PCA has been carried out for data which depend on two 
dimensions. If more dimensions were involved, data aggregation or other 
techniques were used to reduce the problem to a two-dimensional problem. 
Solutions for three-way data were first proposed by Tucker (1966) and 
extended by Kroonenberg and De Leeuw (1980). 

A detailed discussion of the method can be found in the paper by 
Kroonenberg and De Leeuw (1980). In brief, one seeks a factorization of a 
three-way data matrix Z, such that: 

where the coefficients gip, hjq and ekr are the elements of the columnwise 
orthonormal matrices G, H, E, respectively, and c^, are elements of the so- 
called three-mode core matrix, C. G, H and E have similar interpretations as 
the two-mode eigenvectors and are determined so that the difference 
between the data and the value obtained from the factorization is minimal 
according to the mean squared error. In practical applications one is just 
interested in the first few (two or three) principal components which account 
for most of the data's variance. The core matrix, C, however, is no longer a 
diagonal matrix of eigenvalues. One could conceive of the core matrix as 
describing the basic relations that exist between the various collection of 
variables. The solution of the problem is based on the observation that the 
optimal C matrix can be expressed uniquely and explicitly in terms of the 
data modes. The latter components' matrices are optimized by an alternating 
least squares algorithm. 

STUDY AREA AND FIELD DATA 

The study site is located on the Cantabrian Coast of Spain, Gulf of 
Biscay (Fig. 1). The northern coast of Spain consists of a series of pocket 
beaches and small inlets separated by pronounced rocky headlands. 
Santander Bay is one of the largest inlets on the Cantabrian Coast and is 
located about 200 km West of the French border. The Bay is bounded 
northward by "El Puntal" Spit, a sandy spit which protrudes well inside the 
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Fig. 1.- Location Map. 
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bay (see Fig. 1). The predominant wave approach direction is from the 
N/NW sector and has an annual average significant wave height of Hs = 4 
m. Tides along the Cantabrian Coast are semidiurnal. The mean tidal range 
in Santander Bay is 3 meters and the Spring tidal range is 5 meters. 

A monitoring project is being carried out to evaluate the evolution of 
"El Puntal" Spit. The field program includes wave and current 
measurements, beach profile and sand samples. A detailed description of the 
monitoring program can be found in the paper by Losada et al. (1991). We 
will concentrate our work on the beach profile data and sediment sample 
data. 

Surface sediment grab samples were collected along one profile line at 
the spit (Fig. 1), over a twenty-month period from May 1990 to January 
1992. Profile surveys were taken about once a month, with sediment 
samples collected during each monthly survey. The beach profile data were 
collected from permanent monuments landward of the dune seaward to a 
depth of -15 m, which extended up to 1500 meters. Sediment samples were 
collected from fifteen positions (see Fig. 2) including the berm and intertidal 
area, the inner bar and trough area and the nearshore zone. The sediment 
sampling scheme attempted to locate the sample at the same distance 
seaward of the base line during each sampling period. Each sample was 
analyzed in the laboratory and grain sizes were computed by sieving 
according to ASTM standards using ASTM mesh N2 30 (0.59 mm) to N2 

200 (0.074 mm). 

-15 

Sampling Locations 
May / 1991 

0        100     20o'     300     400     500     600     700     800 
Distance  Offshore  (m) 

Fig. 2.- Sampling Location. 
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RESULTS OF ANALYSIS 

Sediment Data 

Since many of the grain size distributions obtained from the samples 
were not even close to a log-normal distribution, the entire grain size 
distribution is used instead of the usual statistics such as mean grain size 
standard deviation, skewness or kurtosis. 

Sediment data can be arranged in the form of a matrix Z (x,t,d), where x 
is offshore distance, t is time (survey) and d is grain size distribution. Thus, 
for each survey and each location we have the complete grain size 
distribution of the sample. When the three-way PCA method is applied to 
these data, the internal structure of the data variability is separated into 
temporal, spatial and grain size distribution variability (eigenvectors G, H 
and E) and the importance of the different modes of variability is given by 
the core matrix, C. As previously stated, the method obtains matrices G, H 
and E which are columnwise orthonormal, in other words, they have length 
one. Bartussek (1973) suggested scaling the orthonormal eigenvectors of a 
three-way PCA analogously to the procedure often encountered in standard 
PCA. One advantage of this scaling is that the so-determined scales 
eigenvectors are comparable within a mode and over modes. When scaling 
the eigenvectors, the core matrix must also be scaled to leave the model 
invariant. 

The corresponding Bartussek core matrix values and the percentage of 
variation explained by each element of the matrix are given in Table 1. The 
total variance explained with the first two temporal eigenvectors is, from 
Table 1, 97.5% with most of the variance explained with the first 
eigenvectors (gn, hH, eH). This result is not surprising since we are dealing 
with raw uncentered data and, consequently, the centroid, defined as some 
mean of the data, can explain most of the data and is the best candidate for 
the first eigenvector. 

In Fig. 3, the first three offshore distance (gn) and grain size distribution 
(hu) eigenvectors, and the first two temporal (en) eigenvectors are shown. In 
order to interpret the results of the 3-way PCA, let us concentrate on the 
first temporal eigenvector (e,) and the associated offshore distance and grain 
size distribution eigenvectors. 
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Table 1 

Frontal Planes of Core Matrix 

Frontal Plane Time = 1   Down: Offshore    Across: Grain size 

Explained Variation Bartussek Scaled 

.9240 .0000 .0000 1.060 -.027 -.049 

.0000 .0260 .0003 -.027 -4.957 .782 

.0000 .0010 .0068 .028 -1.442 5.595 

Frontal Plane Time = 2   Down: Offshore    Across: Grain size 

Explained Variation Bartussek Scaled 

0.002 .0016 .0003 .125 1.745 1.171 

.0013 .0036 .0025 1.556 13.875 17.072 

.0020 .0006 .0049 -2.874 -8.073 -35.762 

The first temporal eigenvector shows an almost constant value in time, 
thus accounting for the mean (temporal) situation. The first offshore distance 
eigenvector is also characterized by an almost constant value. Consequently, 
if we use the first three modes eigenvectors that account for 92.40% of the 
variance, we obtain a mean grain size distribution in time and space. A 
better representation of the data can be obtained if we add the combination 
g2, h,2, which corresponds to the second offshore distance eigenvector and 
the second grain size distribution eigenvector, that explains 2.66% of the 
variance. The second grain size distribution eigenvector accounts primarily 
for the fine sand and the second offshore distance eigenvectors shows a 
decreasing trend with a positive value at the beginning of the profile and a 
negative value at the end of the profile. When multiplying those 
eigenvectors with the corresponding Bartussek-scaled core-matrix value we 
get a decrease of fine sand at the beginning of the profile and an increase of 
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fine sand in the offshore part of the profile. Analogously, more variability of 
the data can be described using the combination g13, h13. That combination 
adds 0.68% of explained variance and give information of the coarse sand 
(g13), which has negligible variability in the offshore part of the profile and 
maximum variability in the berm-bar zone of the profile (h13). With these 
eigenvectors, we add coarse sand at the bar location. The final 
representation of the mean (temporal) situation is composed of an along- 
profile constant grain size distribution with finer sand in the offshore part of 
the profile, some coarse sand at the bar location and a well-sorted material 
at the beach face area (we substract fine and coarse sand). See Table 2 for 
an overall explanation of the sign of each term in the expansion and the 
action it takes over the first eigenmode. 

Table 2 

Grain size 
/Distance 

Eigen-mode (1,2,2) Action over 
the Eigenmode 

(1,1,1) 

Time    Offshore    Grain    Core 
distance    size    Matrix 

T           X         G         CM 

>0.30 mm 
>400 m 

+            -           -            - -  Substracts 
>0.30 mm 

>0.30 mm 
<400 m 

+            +           -           - +  Adds 
>0.30 mm 

<0.22 mm 
>400 m 

+              -          +           - +  Adds 
<0.22 mm 

<0.22 mm 
<400 m 

+            +          + -  Substracts 
<0.22 mm 

The second temporal eigenvector (Fig. 3) shows a seasonal dependency 
with a maximum in the summer season and a minimum in the winter 
season. The eigenvectors associated with this second temporal eigenvector 
explain 1.70% of the variance. Among the nine possible combinations of 
grain size distribution eigenvectors and offshore distance eigenvectors, again 
the pairs g23 h23 and g22 h22 are the most important in terms of explained 
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variance. Notice that the second temporal eigenvector has a different sign 
depending on the season, thus the effect of the pairs g23> h23 and g22 h22 

changes seasonally. In this way, the pair g22, h22 describes a seasonal 
variation of the fine sand along the profile. If we want to have a better 
representation of the summer data, we must add fine sand in the landward 
part of the profile and substract it in the offshore area. Inversely, in winter, 
fine sand must be added in the offshore zone and substracted in the 
landward part. 

The seasonal variability of the coarse sand is controlled by the pair g3, 
h3 and bounded in the berm-bar area (see Fig. 3). In winter, more coarse 
sand is encountered at the bar location while the percentage of coarse sand 
decreases at the berm position. In summer, however, the bar suffers a 
decrease of coarse sand that is now located at the berm position. 

WORKING    HYPOTHESIS    FOR    THE    CROSS-SHORE    GRAIN    SIZE 

DISTRIBUTION 

Besides the information about the grain size distribution and the degree 
of sorting in the cros-shore direction, the eigenvector expansion suggests 
new ideas on the sediment transport that occurs in the cros-shore direction. 
The situation described by the spatial eigenvectors associated with the first 
temporal eigenvector is a "static" or "no-mobility" situation since it does not 
change in time. Actually, some sediment transport might exist, but it is 
balanced so that no temporal variations occur. On the other hand, the 
situation depicted by the eigenvectors associated with the second temporal 
eigenvector shows that some sediment transport is taking place since, for 
example, the percentage of coarse sand is decreasing at the bar location 
during the summer period. Further, the eigenvector expansion indicates that 
the coarse sand movement takes place mainly within a zone between the 
berm and the bar while the fine sand moves all along the profile. 

Notice   that   the   second   temporal   eigenvector   shows   a   seasonal 
dependency with no net trend. Thus, the sediment transport in the crosshore 
direction is just a "sediment or grain size relocation": the coarse sand is 
seasonally redistributed between the bar and the berm and the fine sand 
between the offshore zone and the landward part of the profile. 

For each of the twenty surveys, a "master" grain size sample constructed 
by adding all the grain samples taken over the profile is obtained. Figure 8 
shows the "master distribution" for the winter and summer surveys. Except 
for minor deviations  associated  to  a  discrete  sampling  technique  (only 
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Fig. 4.- "Master sample" grain size distribution. 

fifteen samples were taken along the profile for each survey), it can be 
accepted that a "master grain distribution", which is constant in time, exists. 
Thus, the following working hypothesis may be anticipated: 

"For a beach profile within a physiographic unit, the "master grain 
size distribution" obtained by adding all samples taken over the 
active profile, doesn't depend on time". 

The application of this hypothesis should be useful to select a grain size, 
representative of the overall behaviour of the sand in the profile. As an 
example, it is suggested that parameters like "A" of the equilibrium beach 
profile and "K" of the longshore sediment transport formula should depend 
on the D30 of the "master" grain size distribution. 

Finally, three more remarks: First, the hypothesis simplifies the field 
work. To know the grain size distribution in a profile, the sample may be 
collected anytime, since it is invariant. The unique requirement is that the 
samples have to be taken all over the active profile. 

Second, in order to reconstruct a beach profile, the borrowed grain 
distribution should be as close as possible to the "master" grain distribution 
of the native sand. 

Last, the hypothesis may be extended to 3D cases, extending the idea of 
"master grain size distribution" to a physiographic unit (like a pocket beach). 
To check this case, the development of a four-way Principal Component 
Analysis would be necessary. 
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CONCLUSIONS 

* The Three-way PCA of sediment grain size data is used to separate the 
temporal, spatial and grain size distribution variability. 

* For the case of study, it is found that the coarse sand mobility is 
bounded within the bar-berm area, while the changes in percentage of 
the fine material take place all along the profile. 

* A "master" grain size sample is obtained for each of the surveys. This 
"master" sample is constructed by adding all the grain samples taken 
along the profile. Comparison between the twenty master samples points 
out that they are almost equal. Therefore, it can be concluded that there 
is a "master" grain size distribution for the profile which is constant in 
time. 

* Adopting the previous conclusion as a working hypothesis, it is 
suggested that the "master" grain distribution should be used in coastal 
engineering formulations to determine the required single grain size 
value, such as "A" in the equilibrium beach profile or "K" in the 
longshore sediment transport formula. 

* One of the main advantages of this conclusion is the remarkable 
reduction of the field work as one field campaign at any time is enough 
to obtain the "master" grain size distribution. 

* Finally, it has to be pointed out that by applying a four-way PCA, a 
"master" grain size distribution of a physiographic unit may be 
determined. 
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Abstract 

Three-Mode Principal Component Analysis is applied to bathymetric 
data from a beach nourishment at "Playa de Castilla", Huelva, Spain. 
This approach is used to separate the temporal and spatial variability of 
the beach shoreface. The method is shown to describe variations occur- 
ring in the cross-shore and in the alongshore direction as well as temporal 
variations. The results of the analysis show a clear seasonality in the 
shoreface variations, with bar-berm processes involved in the cross-shore 
direction and complex sand variations in the alongshore direction. These 
alongshore variations are induced by the nourished area which avoids the 
formation of a uniform bar along the beach resulting in a complex sedi- 
ment redistribution. The results also show an erosion trend in "Playa de 
Castilla". This erosion, however, is not related to the "spreading out" 
losses at the nourished beach but with the background erosion. 
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1    INTRODUCTION 

The configuration of a sandy coast changes both in time and in space. Pro- 
cesses occurring in the nearshore ocean are extremely dynamic, involving the 
combined action of waves, currents, tides and sediment transport. Further- 
more, their individual characteristics change with various scales in both space 
and time. Here, day-to-day hydrodynamic processes constantly adjust the 
beach bathymetry through on-offshore and longshore transport of sand due to 
the wave field, sediment supply and grain size, tide and wave induced currents 
and sea level. 

The situation described above shows that the morphodynamics of nearshore 
systems are extremely complex and difficult to treat. One approach is the con- 
cept of equilibrium shoreface (equilibrium profile and equilibrium shoreline). 
This idea is based on the premise that the overall shape and morphology of 
the shoreface will be maintained with some consistency in response to the typ- 
ical wave and current regime at a particular location. Once the equilibrium 
shape is determined, the temporal and spatial variations of the shoreface can 
be related to the variability of the coastal processes. 

Different statistical approaches have been applied to beach profile data. 
Principal Component Analysis (PCA), also known as Empirical Orthogonal 
Function (EOF) technique, is an efficient method of objectively separating the 
spatial and temporal scales of variability of a beach. PC A is a technique of 
linear statistical predictors which represent a large number of data variables by 
a few spatial, en(s), and temporal, fn(t), empirical orthogonal eigenfunctions 
which describe most of the variance of a data set y(s,t) by: 

v(M) = £/»(*)«»(«)*. (i-i) 
n 

where c„ is a normalizing factor. The eigenfunctions are ranked according to 
the percentage of the variance defined as the Mean Square Value (MSV) of the 
data they explain, so that the first eigenfunction explains most of the MSV 
of the data. 

This technique has been previously applied to cross-shore beach profile 
data: Winant et al (1975), Aubrey (1979), Zarillo and Liu (1988), Medina et 
al. (1991), and to alongshore profiles data: Losada et al. (1990), Liang and 
Seymour (1991), who showed that the variations in the longshore direction are 
as complicated as those in the cross-shore direction. In all these works, only 
one spatial direction is taken into account (cross-shore or alongshore) when 
analyzing the temporal evolution of a bathymetric data set. The assumption 
accepted is that the sediment transport occurring in the nearshore region may 
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be divided into two independent components by direction: cross-shore and 
longshore. This analysis may be correct in some particular cases, but it is 
rendered inadequate when two dimensional movements of sand are expected 
(e.g., response to coastal structures, beach nourishment...). 

In the present study, the beach nourishment data set of "Playa de Castilla" 
(Huelva, Spain) is analyzed by means of the three—modePC'A method in which 
both cross-shore and alongshore variations and interactions are retained as well 
as time. The method is used to expand the data in the form: 

y(x,y,t) = ZZEMx)fM9r(t)cpqr} (1.2) 
p=l,=lr=l 

2    THE 3-WAY PCA MODEL 

Recently, some techniques have been developed to obtain direct solutions for 
three — way data sets. These dimensions are often referred to as modes and 
the technique is generally referred to as three — mode or three — wayPCA. 
Procedures of this sort were first proposed by Tucker (1966), and extended by 
Kroonenberg and DeLeeuw (1980) and TenBerge et al. (1987). 

If only some eigenfunctions (e.g. k) are used to represent the data, equation 
1.1 may be rewritten in matrix form as: 

Y = ECF' (2.1) 

where Y is (nxp), E is (nxk), C is diagonal (kxk), F is (pxk) and ()' denotes 
transpose operator. 

If the data array is augmented to include a third dimension, equation 2.1 
will also be augmented by the inclusion of an extra term. In matrix form: 

Y = EC(F'(g)G') (2.2) 

where ® denotes a direct product or Kronecker matrix, E is (nxk), G is (pxk), 
and F is (rxk). Since this is a matrix equation, both Y and C have to be 
restated as two-dimensional arrays, Y being (nxpr) and C being (kxkk). E, 
F and G are columnwise orthonormal matrices and have the same interpreta- 
tion as the two-mode eigenvectors. However, C, which is now called the core 
matrix, is no longer a diagonal matrix of eigenvalues.  One could conceive of 
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the core matrix as describing the basic relations that exist between the various 
collections of variables, Kroonenberg and DeLeeuw (1980). 

The solution to equation 2.2 is based on the observation that the optimal 
C matrix can be expressed uniquely and explicitly in terms of the data and 
the component matrices for the three modes. The latter component matrices 
are optimized by an alternating least squares (ALS). A detailed description of 
the solution can be found in the paper by Kroonenberg and DeLeeuw (1980). 

Monitoring  Program 

Nourished 
Area 

Near-Field 
Area Far-field 

Area 

• Visual wave data 
A  Bouy wave data 
* Sediment Sample Figure 1: Location Map 
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3    STUDY SITE AND BATHYMETRIC DATA 

The study area is located on the Southwest Coast of Spain (province of Huelva), 
between the Guadiana and Guadalquivir rivers (fig. 1). "Playa de Castilla" is 
a sandy beach which extends over 25 km between Mazagon and Matalascafias. 
Landward the beach is bounded by a rock-sand cliff wich degrades into fine 
sand under wave action. The coastline at "Playa de Castilla" has been receding 
at a rate of 1.5 m/yr during the last 30 years (Fernandez et al., 1990). The 
recession is due to two different reasons: first, the littoral drift from West to 
East, of about 390,000 m3/yr, and second, the reduction in the volume of sand 
transported by the rivers to the coast mainly caused by human construction. 

An artificial nourishment of the beach of more than 1.500.000 m3 of sand 
was carried out in 1989. The total volume of sand was pumped to the updrift 
edge of the beach forming a protruding area about 2 km long and 115 m wide. 
The borrowed sand was coarser than the native sand, being D50 = 0.63mm 
and £>50 = 0.3mm for the borrowed sand and the native material respectively. 

In order to study the beach nourishment evolution through time and space, 
a field measurement program was carried out during the period 1989-1992. The 
program included wave measurements, sand samples and bathymetry surveys. 
Bathymetric data were acquired bimonthly from 42 shore-normal profiles lo- 
cated between Mazagon and Matalascafias. Alongshore spacing of the profiles 
was approximately 500 meters and each profile was surveyed from the beach 
dune area, seaward to a depth of about 10 metres. 

4    RESULTS OF ANALYSIS 

The "Playa de Castilla" data described above are used for the 3 — way PC A 
analysis. Of the 42 alongshore profiles, only 20 are examined. The profiles in- 
clude the nourished part of the beach and 7 km down drift. For the cross-shore 
profiles, only the nearshore zone from the berm crest seaward to a depth of 4.0 
m is selected for its variability. Within this area, very pronounced variations 
can be found both in the cross-shore and longshore direction. Notice that the 
transect spacing (500 m) was designed to resolve the long-term "spreading 
out" losses of the nourishment, but is not adequate to resolve the spacing of 
rhythmic topography, which can be spaced at several hundred meters or less. 

The matrices E, F and G in equation 2.2 are columnwise orthonormal. In 
other words, the components have length one. In this case, the importance of 
data is directly reflected by the entries of the core matrix, C, and not by the 
eigenvectors. Bartussek (1973) suggested scaling the orthonormal eigenvectors 
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of a 3 — way PC A analogously to the procedure often encountered in standard 
PC A. One advantage of this scaling is that the scaled eigenvectors obtained 
are comparable within a mode and over modes. When scaling the eigenvectors 
(no longer orthonormals but orthogonals) the core matrix must also be scaled 
to leave the model invariant. 

In figures 2a, b, c the first three cross-shore, alongshore and temporal 
eigenvectors are shown. The corresponding Bartussek core matrix values and 
the percentage of variation explained are given in Table 1. Notice that the 
first eigenvector of the three modes accounts for the 89.36%. This result is not 
surprising since we are dealing with raw uncentered data and, consequently, 
the centroid, defined as the mean of the variables, can explain most of the data. 
For that reason, the first eigenvectors are often highly correlated with mean 
vectors. Thus, the combination of the first eigenvectors gives a representation 
of the mean situation or mean bathymetry. Let us examine the meaning of 
the combinations of other eigenvectors 

—2.00   |  i  i  i i  |  i  i i i |  i  i i i |  i  i i i |  i 
0 100 200 300 400 

i i  I i  i 

500 600 
Offshore Distance  (m) 

Figure 2a: Cross-shore Eigenvectors 

Observing Figure 2a, it is clear that the second cross-shore eigenvector is 
very important in the upper part of the profile and it will play an important role 
in determining the upper profile slope. The third cross-shore eigenvector shows 
the typical S-shape of a berm-bar variability also encountered in standard 
PC A analysis. In Figure 2b, the nourished beach can easily be observed in 
the second alongshore eigenvector. The third alongshore eigenvector shows 
a small value with almost zero mean.   In Figure 2c, the second temporal 
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Table 1: Frontal Planes of Core Matrix 
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Fontal Plane Time = 1 
Down: Cross-shore. Across: Alongshore 

Core Matrix 
1.981 0.007 0.003 

-0.006 3.834 0.024 
0.023     1.017    6.946 

Fontal Plane Time = 2 
Down: Cross-shore. Across: Alongshore 

Core Matrix 
0.022 0.944 0.559 
-3.659 -0.475 0.837 
2.112    -18.364   -25.445 

Fontal Plane Time = 3 
Down: Cross-shore. Across: Alongshore 

Core Matrix 
0.130 -0.474 2.698 
0.439 -9.169 34.651 
0.115    -6.520   -20.721 

eigenvector shows a seasonal dependence. The third eigenvector shows a net 
trend almost linear from negative values to positive ones. The combination of 
these eigenvectors explains most of the variability of the evolution of the beach 
(see Table 1). In order to better interpretate the variability they account for, 
it is useful to examine the profile or the bathymetry that is obtained by the 
product of one alongshore eigenvector with one cross-shore eigenvector, and 
use the corresponding temporal function to determine how the obtained profile 
or bathymetry evolves in time. 

The following pair of eigenvectors is analyzed: e.xg\ and e2<h for time = 1; 
e2gi and esg2 for time = 2; e2fif2 and e2<?3 for time = 3; where e denotes cross- 
shore eigenvector, g denotes alongshore eigenvector and the subscript denotes 
the order of the eigenvector. These pairs account for the 96% of the total 
variance of the data (see Table 1). 
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- Time = 1, pair dgi (Fig. 3a). As it was previously anticipated, the 
product of all the first eigenvectors represents a mean bathymetry. This mean 
bathymetry shows a uniform beach profile with minor changes in the along- 
shore direction. 

-1.50 

Alongshore Distance  (km) 

Figure 2b: Alongshore Eigenvectors 
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Figure 2c: Temporal Eigenvectors 

- Time = 1, pair e2ff2- This pair is affected by the first temporal eigenfunc- 
tion (Fig. 2c) which is almost constant in time and, consequently, this pair is 
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part of the mean bathymetry. The complexity of the bathymetry makes it im- 
possible to achieve a solution just by the product of one cross- shore function 
and one alongshore function, thus this new pair must be added to the pair e^i 
in order to obtain a better representation of the mean situation. Notice that 
this new pair modifies the upper part of the profile with minor changes in the 
offshore zone. Further, the modification at the upper shoreface has a different 
sign at the nourished beach and in the rest of the study area. The final mean 
bathymetry, achieved by the sumation of the pairs etgi and e2<72 has a much 
steeper profile at the nourished beach than the native beach (Fig. 3b). 

Figure 3a: Mean bathymetry based on eigi 

Figure 3b: Mean bathymetry based on e^i and ej<72 
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- Time - 2, pair e2ffi. The most important characteristic of the bathyme- 
tries associated with the second temporal eigenfunction is the seasonality. The 
bathymetry achieved by the product of e2ffi, for instance, must be added or 
substracted to the mean bathymetry depending on the season (see Fig. 2c). 
In particular, pair e2<?i shows a seasonal variation of the shoreface slope and 
of the amount of sand in the offshore part of the profile. These changes are 
almost uniform in the alongshore direction and are related to the erosion of 
the cliff. 

- Time = 2, pair esg2. As previously stated when dealing with the mean 
bathymetry, the seasonal changes are too complex to be represented by just 
one product. Consequently, if we want to obtain more information about the 
seasonal changes, the next pair to be added is esg2. When combining these two 
eigenvectors, a shift in the location and magnitude of the bar is achived. The 
complete picture of the seasonal variability can be found by adding pairs e2(?i 
and e3gr2. When adding those pairs, a clear bar is found in the native beach 
during the summer period, figure 4a. In the nourished area, however, no bar 
is formed, as can be observed in figure 4b. 

  1, 
 2%  3** 

Un-nourished Area 
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Figure 4a: Seasonal variability. Native area 

- Time = 3, pairs e2g2 and e3gr2. Only 0.66% of the total variance can be 
explained by the third temporal eigenvector. However, this variability is very 
important since it is associated with a net trend in the data. In the native 
beach the eigenvectors show a net erosion of the whole profile, see figure 5a. 
In the nourished area almost no changes have occurred during the period of 
study, see figure 5b. 
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Figure 4b: Seasonal variability. Nourished area 

5    DISCUSSION 

The transect spacing (500 m) and the survey frequency (bimonthly) were de- 
signed to resolve the long-term and long scale evolution of the beach nourish- 
ment. The results of the analysis show, however, that there is little evolution 
but significant seasonal variability. 

The seasonal changes described by the 3 — wayPCA method are highly 
correlated with the seasonal variations of incident wave energy. It is well- 
known that there is an onshore-offshore movement of nearshore sediments in 
response to changing wave energy that builds bars and berms in a beach profile. 
In "Playa de Castilla" there is also a complex sand movement in the longshore 
direction induced by the protruding nourished area which was built with a 
coarser grain. The nourished area avoids the formation of a uniform bar along 
the beach resulting in a complex sediment redistribution. With the alongshore 
spacing of the transects used in the present study, it is not possible to resolve 
wave-like sand motions propagating in the longshore direction. This kind of 
motions have been cited by some authors, but largely ignored in literature. 
Further studies of these motions should be carried out by means of the 3-way 
PCA. 
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The evolution of " Playa de Castilla", described by the third temporal eigen- 
vector and the combinations of pairs e2g2 and e3</2, shows a net erosion of the 
beach as reported by (Fernandez et al., 1990). However, there is no evidence 
of "spreading out" losses in the nourished beach. It seems that the effect of 
using material which is substantially coarser than the native material armors 
the beach in the nourishment area thereby resulting in less transport from the 
nourished area. 
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Figure 5a: Net trend. Native area 
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Figure 5b: Net trend. Nourished area 
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6 CONCLUSIONS 

Three-Mode Principal Component Analysis has been applied to bathymetric 
data from a beach nourishment at "Playa de Castilla", Huelva, Spain. The 
method has been shown to be of great value in analyzing the variations of 
the shoreface during a two year period. The ability of the method to jointly 
analyze the cross-shore, alongshore and temporal variations and to separate 
these variations into orthogonal eigenvectors allow a better understanding of 
the processes involved. The results of the analysis show that most of the sand 
movement in "Playa de Castilla" has a seasonal dependency with involved 
bar-berm processes in the cross-shore direction and a complex sand variability 
in the alongshore direction induced by the protruding nourished area. The 
method has also shown an erosion trend in the beach. This erosion, how- 
ever, is not related to the "spreading out" losses at the nourished beach but 
background erosion. 
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CHAPTER 175 

WAVE BREAKER TURBULENCE AS A MECHANISM 
FOR SEDIMENT SUSPENSION 

G P Mocke1 and G G Smith1 

Abstract 

The mechanism whereby sediment particles are suspended under broken waves in 
the surfzone is investigated through experimental data analysis and computational 
modelling. The concentration measurements referred to comprise continuous 
transmissometer and optical backscatter sensor (OBS) values recorded in the field 
as well as a large database of time-averaged recordings. The measurements 
analysis, which included a unique set of laboratory observations derived from a 
specially designed vertical mixing apparatus, clearly highlight the preeminent role 
of wave breaker turbulence in the suspension process. The wave period averaged 
turbulence structure is found to be well predicted by a two equation (k, e) 
turbulence model. With the parametrization of the bottom reference concentration 
using relevant breaker and bottom generated turbulence variables, a scalar extension 
of the k, s model is effective in predicting published time-averaged suspended 
sediment distributions. Analytical relations founded on the assumption of a 
predominately diffusive turbulent transport regime furthermore display favourable 
predictive capabilities. 

1.        Introduction 

Suspended sediment concentrations in the surf zone have been measured to be up 
to several orders of magnitude higher than is typical for an unbroken wave regime. 
This is particularly evident at the higher elevations above the bed, with suspended 
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sediment outside the surf-zone often restricted to the limited wave boundary layer. 

In assessing the influence of wave breaking on the suspension process, Nielsen 
(1984) and Shibayama et al. (1986) have identified the action of the large scale 
vortices generated coincident with wave plunging. These essentially two- 
dimensional vortices are, however, restricted to a limited transition zone, 
shorewards of which the surf-zone is characterised by an inner bore region. 

Experimental measurements through the inner region (Stive, 1980; Nadaoka and 
Kondoh, 1982) have revealed the presence of a turbulence generating layer in the 
vicinity of the surface bore from where the turbulence is transported downwards. 
Nadaoka et al. (1989) have furthermore identified an eddy structure whereby the 
surface bore is dominated by a nearly two-dimensional flow structure, bounded 
below by strongly three-dimensional obliquely descending eddies bringing highly 
intermittent turbulence to the bottom. 

The dominant action of this turbulence for sediment suspension is verified by means 
of concentration measurements and visualisation studies made by Nadaoka et al. 
(1988) and Sato et al. (1990) in a wave flume. Computations of the turbulence 
structure using a 1-equation turbulence model have been shown by Deigaard et al. 
(1986) to result in favourable prediction of measured breaker zone suspended 
sediment concentrations. In the present exercise the suspension process is further 
investigated with reference to field and laboratory measurements as well as 
quantitative modelling. 

2.        Concentration Measurements 

Continuous 

Particular reference was made to a comprehensive set of continuous measurements 
of suspended sediment recorded by a vertical array of seven transmissometer units. 
These units were fixed to a frame together with a pressure transducer and time- 
averaged concentration suction sampler and deployed at an exposed coastal site 
(Coppoolse et al, 1992). A limiting factor is that transmissometer signals have a 
tendency to become saturated at elevated concentrations or if air-bubbles become 
entrained in the flow. However the analysis of a number of surf-zone time series, 
which also contain saturated signals, appears to demonstrate the importance of 
breaker turbulence for sediment suspension. 

In a separate exercise, continuous measurements of suspended sediment were made 
by three optical backscatter sensors (OBS) deployed from a scaffold frame placed 
in the nearshore. The frame, which also had attached two electromagnetic current 
meters, a pressure transducer and wave staff, was within the surfzone except for 
the highest tidal conditions. It was found that elevated concentrations through the 
depth are not necessarily discreetly correlated with the largest wave heights and 
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velocities, but rather exhibit a sensitivity to a more intensive, but still intermittent, 
turbulence coincident with the wave groups. 

A rather unique set of measurements were obtained from a laboratory experiment 
in which turbulence is generated from a vertically oscillating grid within a glass- 
walled tank. The apparatus is based on similar devices used for experiments on 
density gradient mixing due to diffused turbulence (E. and Hopfinger, 1986). The 
suspension of sand from a bed of sand at the base of the tank is recorded at various 
elevations using an optical backscatter sensor. Figure 1 a) is a typical time series 
of the measured concentrations recorded at 5 mm above the bottom. Despite a 
relatively constant time averaged concentration, the occurrence of intermittent 
suspension events due to the turbulence can be clearly seen. Figure 1 b) is a plot 
of time-mean concentrations evaluated at various elevations. The distribution 
exhibiting elevated concentrations throughout the entire depth is typical of 
suspended sediment measurements taken in the surf zone. 

100    105    110    115     120    125    130    135    140     145    150 
Time (seconds) Concentration (g/I) 

Figure 1 OBS concentrations as a) time series measured 5 mm from the 
bottom and b) time-averaged at various elevations 

Time averaged measurements 

Analyses of experimental turbulence and suspended sediment measurements (Stive, 
1980, Nadaoka et al, 1988, Sato et al, 1990) have indicated that phase-averaged 
quantities display limited variation over time. This underlines the intermittent 
nature of the turbulence and suspension process and also confirms the validity of 
using a time-averaged modelling approach. 

Time-averaged concentration profiles recorded seawards of the surfzone have been 
shown to be relatively well described by an exponential distribution over the depth 
of C(z) = Cb e

_z", where I is an integral length shown by Nielsen (1984) to scale 
on bed ripple dimensions. Although there is some indication (Hardenberg et al., 
1991) that the classical exponential relation describes surf-zone concentrations when 
averaged over relatively long time periods, it is inappropriate for representing the 
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strong vertical variability in mixing evident on the time scale of the incident waves. 
In the analysis of a comprehensive database of field and laboratory measurements 
of suspended sediment concentration profiles compiled by Van Rijn (1991) it is 
however assumed that the exponential distribution holds over a limited region near 
the bed. Hence for some 73 sets of experimental surf-zone measurements an 
exponential regression curve fitted through the lower three data points is 
extrapolated for the determination of a reference concentration Cb at the bottom. 

Previous attempts to parametrize this reference value have focused primarily on the 
r61e of turbulence generated by mean shear near the bottom as reflected in the 
Shields parameter 8 = T/( p(s-l)gd). Because of the significance of near surface 
generated wave breaker turbulence, however, it is of fundamental importance to 
also incorporate this contribution in any parametrization exercise. The energy 
dissipation in a breaking wave may be modelled as for a periodic bore. Thus the 
equivalent energy available for sediment suspension is related to this dissipation 
(D a H7hT). 

Complementing this parameter representing the injection of TKE into the flow is 
the length scale indicating the relative degree of depth penetration. It is proposed 
that an appropriate scale for this parameter would be the relative wave height (H/h). 
Combining these scales together with the Shields parameter the best fit regression 
curve against the database measurements is as shown in Fig. 2 and provides the 
following expression for predicting the bottom reference concentration: 

Cb = PK -°n (H/h)3n(H3/hT)-on 6031 (1) 

where K = 1.51 103 sm'2 is a proportionality constant related to the energy 
dissipation term. In carrying out the exercise the relative importance of component 
terms such as the wave height was clearly evidenced. 

Figure 2 
Cb measured (kg/m3) 

Parametrization of bottom reference concentration Cb by current and 
wave variables 



WAVE BREAKER TURBULENCE 2283 

The resolution of length scale values (through transformation of the aforementioned 
exponential relation) for a number of breaker cases included in the Delft database 
showed interesting tendencies. On the whole magnitudes were relatively small in 
the immediate vicinity of the bottom, with in most cases a rapid increase to values 
of between 20 and 40% of the overall water depth at higher elevations. Such 
magnitudes are in accordance with quantities determined from experimental 
measurements by Black and Rosenberg (1991) as well as scales determined by 
George and Flick (private comm.) from field measurements of turbulence . 

3.        Computational Modelling 

System of equations 

The time-mean vertical distribution of suspended sediment is described by the time- 
independent form of the classical advection-diffusion equation: 

dz 
Dc~^wsC c dz 

(2) 

where C is the sediment concentration, ws is the sediment fall velocity and Dc is the 
eddy diffusivity which is assumed equivalent to the eddy viscosity v, defining the 
turbulent momentum flux. Following the analysis of Prandtl-Kolmogorov the eddy 
viscosity may be related to the TKE density k (w ; u s =2k) and its rate of 
dissipation e such that Dc = vt = c^ k2/e, where c„ is an empirical constant. For 
a unidimensional flow the dimensionless form of the time-averaged transport 
equations for k and e may be expressed in the following manner: 

° - 4- <°. ¥•) * p> *p * ° -' <3> 

°-f dz "•a* 

dz x * dz 

de 
+ [cu {Pb + P + G (1 - c3£)) - Cle e] |        (4) 

where the above equations have been made dimensionless by characteristic flow 
parameters such as the mean water depth h and the wave celerity c(=VJ~h). The 
dimensionless diffusion coefficients are defined as: 

Dk = l/Re + v, lak ,      De = 1/Re + v, /<tc (5) 

where the molecular viscosity term Re, the flow Reynolds number, is negligible in 
comparison to the turbulence contribution. 

The forcing functions are the production Pb of TKE due to wave breaker induced 
turbulence and P=v, (dul dz)2 due to mean shear.   The buoyancy term is expressed 
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as G = Ri Dc dC/dz. This term, which includes a reference dimensionless 
Richardson number Ri=g Ap/p h/c2, expresses the effect of turbulence damping 
due to the gradient in concentration. The choice of empirical constants, discussed 
in Mocke (1991), are close to classical values (Rodi, 1980) except for c^ (= 0.3). 

Boundary conditions 

The main forcing function for the flow is the production of turbulence in the 
surface roller. This production is assumed to be imposed at the upper boundary of 
the flow regime, which is taken at the mean water level. Modelled according to 
the dissipation in a hydraulic jump the breaker production term may be expressed 
as: 

Pb = A£ J^L D' (6) 
*       £ 4h2T 

where A c is a dimensionless dissipation factor expressing the difference between 
energy dissipation in a wave breaker and hydraulic jump. A series of experimental 
measurements made by Stive (1984) found this factor to be in the range 1.3~2.0, 
and together with other data, suggests a dependence of this factor on the wave 
breaker type. The dimensionless energy dissipation D'=h2/hth<; (Svendsen, 1984), 
with h, and hc the depths below the wave trough and crest level respectively. 

With the assumption of a zone characterised essentially by local equilibrium 
between diffusion and dissipation of turbulence, the TKE varies over depth as: 

k(z)= ks exp ((z-h)/ls) (7) 

where ks and ts are respectively the intensity and length scale of the turbulence at 
a reference surface level taken at the upper boundary (z=h). With the rate of 
dissipation e related to k through the turbulent length scale (e a 1inll), the vertical 
distribution of e likewise follows an exponential decay: 

e(z) = ts exp (3/2 (z-h)/^ (8) 

Substituting the expressions for k and s in the purely diffusive formulation of (3), 
the surface value e, may be related to ks through the length scale ts: 

e. = 1 CJL 
2 ak 

1/2 
k'2 

(9) 

In terms of the previously discussed turbulence generating horizontal vortex in the 
surface roller and as suggested by Battjes (1975), (s could be expected to scale on 
the wave height H (Is = A, H) where the chosen dimensionless length factor 
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At = 1/3 provides a length scale approximately equivalent to the wave trough 
amplitude (h-d^- It is also consistent with a dimensionless length scale Vh — 0.2, 
which is in close agreement with estimates made from undertow measurements as 
well as previously mentioned concentration and turbulence measurements. 

At the surface boundary, the vertical turbulent and gravity flux of sediment is 
assumed to be in equilibrium: 

D  i£ + w/7 - 0 (10) c dz 

The lower boundary condition is not applied at the actual bottom but rather at the 
outer limit of the viscous boundary layer. As detailed in Rodi (1980), the bottom 
boundary conditions for k and e are: 

"• "• L =         e. = — (11) 

fir     a 

where u. is the bottom shear velocity, K the constant of Von Karman (~0.4), z the 
distance from the bed and c^ the diffusive coefficient where production and 
dissipation are in local equilibrium (=0.09). A constant stress bottom boundary 
layer is also assumed for the quantification of TKE production due to mean shear. 
Assuming local equilibrium (P/s=l);  this production may be approximated as: 

P = ^1 (12) 
KZ 

For the determination of u., reference is made to the bottom roughness and the 
mean velocity u. Where we do not dispose of measurements the mean velocity is 
reliably estimated from experimental measurements (Stive, 1980) as u — 0.1c. 
Although the bottom boundary turbulence source is normally greatly outweighed by 
the surface breaker contribution, it does act as a limiting condition both in the event 
of low intensity breaker turbulence as well as by implicitly suppressing the 
turbulence scales due to wall proximity effects. 

The bottom boundary condition for the suspended sediment computations relies on 
the parametrization relation (1), which provides the bottom reference concentration 
Cb for the relevant flow condition. 

Resolution procedure 

The set of equations are discretized in an implicit scheme using the finite difference 
method. A central differencing approach is used to construct a tri-diagonal matrix 
which can be solved analytically by the Thomas algorithm. 
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4.        Computational Results 

Wave breaker turbulence 

Initial model simulations were carried out in the absence of the sediment phase in 
an effort to evaluate the effectiveness of the turbulence model for predicting the 
observed dynamic as well as measured turbulence parameters. The experimental 
arrangements and description of measurements are detailed in Stive (1980) and 
Stive and Wind (1982), Nadaoka and Kondoh (1982) and Hattori and Aono (1985). 

In analyzing laser Doppler anemometer (LDA) measurements, Stive (1980) used an 
ensemble averaging method to separate the time varying wave motions from the 
purely turbulence contribution.In analogy with the turbulence characteristics of a 
plane wake, the turbulent kinetic energy under the breakers was computed from the 
two components of the turbulence fluctuations as   ifc=1.33/2(H7*+w':'). 

The measured wave parameters were exploited for the computation of the TKE 
breaker production rate using expression (6). This rate was adjusted by the 
measured dimensionless dissipation factor A e to obtain the correct energy 
dissipation for determining the turbulence production forcing function. 

Solving the set of equations (3) and (4), predictions of time-averaged kinetic energy 
are compared to measurements at different positions after breaking for Stive 
tests 1 and 2 (Figure 3). In general, comparisons were found to be slightly better 
with the spilling (test 1) rather than the plunging (test 2) wave case. Although the 
depth averaged value for the predictions compares favourably with that of the 
measurements, the simulations were found to display somewhat more variation over 
the vertical. This characteristic is possibly attributable to a small convective 
contribution present in the experimental case. However, any such comparisons 
should be made in consideration of the room for optimization of the model 
constants, the experimental separation technique employed, and the determination 
of k by plane wake analogy. 

The significant influence of the technique used for separating wave and purely 
turbulent fluctuations is evident when considering the measurements of Nadaoka and 
Kondoh (1982). By confining turbulence to a cut-off frequency of 10 Hz, any 
components with frequencies lower than this value will be neglected. A consequent 
underestimation of actual values would appear to be evident from intercomparisons 
with predictions (Figure 4 a)) and the magnitude of Stive values. As is also shown 
in a purely numerical exercise a reduction of the breaker height by 50% results in 
favourable correspondence between predictions and measurements. The separation 
technique employed by Hattori and Aono (1985) is considered equivalent to that 
used by Stive (1980). Not surprisingly correspondence between predictions and 
measurements is favourable (Figure 4 b)). 
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/   '                               STIVE TEST 1 /                                     * = 39.5 
/                                     h/\ = 0.589 
j                                       H/h - 0.50 

KINETIC ENERGY      (k/gh)0,5 
KINETIC ENERGY      (k/gh)0'5 INETIC ENERGY 

INCTIC ENERGY      (k/gh)0' 

Figure 3 Intercomparison of computed (—) TKE profile and measurements (o) 
of Stive (1980).  Tests 1 and 2. 

a) 

h/\ =  0.354 
H/h = 0.65 

0.25       0.30 

NETIC ENERGY (k/gh)0' NETIC ENERGY (k/,h)0' 

Figure 4 Intercomparison of computed (-) and measured (o) TKE profiles of 
a) Nadaoka and Kondoh (1982) and b) Hattori and Aono (1985). 

The typical dissipation profile computed for the Stive measurements predicts a 
curve decaying from the surface in much the same manner as for the TKE. 
Lacking measurements of the dissipation profile, no comparisons with the 
experimental case may be made. However, the model was found to at least 
conceptually confirm the observation by Svendsen (1987) that only a relatively 
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small percentage of the energy lost in the breaker is dissipated below the wave 
trough level. 

Penetrating downwards from the surface production source the computed length 
scale was found to display a near linear gradient. This is consistent with the 
integral length scale growth as measured under an oscillating grid by E and 
Hopfinger (1986). Approaching the bottom boundary the length scale reduces 
dramatically to attain a value determined by the imposed boundary conditions. 

Due to dimensional considerations, the eddy viscosity profile displays similarities 
to that for k and s, indicating an appreciable variation over depth. Although not 
a directly measurable quantity, Stive and Wind (1986) estimated the eddy viscosity 
for test case 1 by considering similarity between the flow fields in breaking waves 
and wake flows. The resulting eddy viscosity is however considered averaged over 
the depth. The ensemble of computed profiles predicted depth-averaged values in 
close agreement with these estimations. 

suspended sediment 

For the computation of the suspended sediment profiles the turbulence 
equations (3) and (4) are extended by the scalar diffusion equation (2). Model 
comparisons are somewhat hindered however, by the fact that presently there exists 
no simultaneous measurements of suspended sediment and turbulence quantities. 
Furthermore, there is a lack of suspended sediment measurements that also include 
an accurate assessment of the cross-shore wave energy loss important for 
determining local dissipation. 

Despite these limitations the model was applied to a number of cases where 
suspended sediment was measured under breaking waves. In these cases, which 
include both laboratory and field measurements, the given wave height was 
exploited for determination of the breaker energy production. For the sake of 
consistency between cases no adjustment of the bore approximation dissipation term 
is made (i.e. Ac = 1). Where the sediment fall velocity of the suspended sediment 
is not provided, it is estimated from the sediment size (D50) characteristics. 

Although recognized as potentially significant, little attention has been given to 
incorporating the turbulence damping effect of a concentration gradient in previous 
attempts at modelling suspended sediment in the surf-zone. With the inclusion of 
the buoyancy term G in the equations (3) and (4) however, this contribution can be 
assessed. 

As is in fact shown in Figure 5a) where model simulation with and without the 
buoyancy term are compared with field measurements of Nielsen (1984), the 
turbulence damping effect reduces the amount of sediment in suspension. The 
damping effect on local turbulence is more directly illustrated in the trace of the 
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mixing length scale shown in Figure 5b), where some reduction in this scale due 
to the more predominant concentration gradient near the bottom is evident. 
Superimposed on the predictions are estimates for the relative length scale as 
estimated from the measurements. The relatively rapid increases in length scale 
before attaining a magnitude between 20% and 30% of the water depth is evident 
in both the measured and predicted values. 

Figure 5 

a) 
UOYANCY 
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H/h = 0.52 
Ws «= 0.026 

10" irf 101 

iONCENTRATION      C  (kg/m3) 

b)      \ LEGEND ; 

\                 o          MEASUREMENTS 

/''      NIELSEN   ID: 32 
,{•'         H/h =  0.52 

Ws =  0.026 

Predicted (a) concentration profile and (b) turbulent length scale with 
(-) and without (—) buoyancy effects (Van Rijn, 1991) 
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Figure 6 Comparisons between predictions (-) and experimental 
measurements (o) of suspended sediment as obtained from the Delft 
database (Van Rijn, 1991). 
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As may be observed from the examples of field and laboratory concentration 
measurements presented in Figure 6, predictions are generally in reasonable 
agreement with measurements. The sensitivity of the model to the wave height and 
bottom friction velocity and reference concentration was found to be important,with 
adjustments of less than 10% resulting in improved correlations in many cases. 

Analytical relations 

Assuming an exponential decay it is possible to plot profiles of k and e knowing the 
surface boundary values of these parameters and the relevant turbulent length scale. 
Following substitution of expressions (7) and (8) into the Prandfl-Kolmogorov 
relation the vertical distribution of eddy viscosity may be approximated by the 
following expression: 

v, = v, exp ( 1/2 (z-h)/Q (14) 

It is clear that an accurate means of evaluating the surface value k, would allow 
reasonable analytical predictions of the vertical profile for all the relevant turbulent 
parameters. From a joint analysis of k, (as determined from the computational 
model) versus the non-dimensionalised breaker production term Pb

+ = Pb he'3 for 
the Stive (1980) measurements the following relation was derived. 

ijks = 0.124 u, exp (128.2 P„h.c-3) (15) 

Although representing only a limited database of measurements, the above relation 
provides an intuitively correct approximation of the magnitude of breaker induced 
TKE at the reference surface level. Exploiting the relation (11) and assuming At 

= 1/3, the approximated eddy viscosity profile may be computed over the depth 
(Fig 6(a)). As may be seen from Figure 6(b), the resulting eddy viscosity profile 
predicts a concentration distribution in good comparison with measurements over 
most of the depth. 

Figure 7        Intercomparison of analytical (-) and modelled (• • •) (a) vt profiles 
and (b) concentration profiles (Nielsen case 32, Van Rijn, 1991). 
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5.        Conclusions 

Through qualitative observation and quantitative computation and modelling, the 
fundamental significance of wave breaker turbulence for sediment suspension is 
clearly established. Despite the better understanding of surf zone processes through 
the increased number of flow measurement and visualization studies carried out in 
recent years there has been limited progress in quantitative predictive modelling of 
these processes. In adapting a time-independent diffusive turbulence model to the 
problem of breaker turbulence, a number of significant flow parameters previously 
measured in wave flume experiments are satisfactorily predicted. 

Measurements of suspended sediment have concentrated on the suspended mass with 
little detail being available concerning the wave and turbulence properties. 
However in applying the buoyancy extended model with the given wave heights and 
a parametrized bottom reference concentration measured suspended sediment 
profiles are well represented. For further model refinement purposes it would 
however be desirable to have both turbulence and suspended mass measurements 
for identical conditions. 

With the assumption of a diffusive dominated flow, it was possible to develop 
analytical relations approximating turbulence profiles from their parameter surface 
value and an appropriate length scale. With a parametrization of the surface scale 
of TKE using the term for breaker turbulence production, wave bore characteristics 
may be used for predicting the vertical distribution of suspended sediment. 
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CHAPTER 176 

Grain— size   Distribution   of 
Suspended   Sediments 

Ryuichiro Nishi, Michio Sato and Kazuo Nakamura1 

ABSTRACT 

Field observations on the grain size distribution of suspended 
sediment in a surf zone has been carried out at Fukiage beach in 1990 
and 1991. In these observations, a suction pump has been used to 
sample a sufficient amount of suspended sediment for grain size 
analysis. The instrument designed for the data collection worked well. 
Vertical distributions of sediment concentration for several grain 
sizes which compose suspended sediment are obtained. This enable us to 
do numerical simulations of beach evolution taking the composite 
character of suspended sediments into consideration. Results are 
compared with the ones obtained by conventional simulation method 
which assumes single grain size composition of beach materials, and 
discussed. The vertical distribution profiles of the concentration of 
suspended sediments are also compared with existing models and 
discussed. 

1.Preface 

The beach is composed of sediment particles of various sizes and 
shapes. The grain size is one of the parameters that significantly 
affects the beach shape and evolution, i.e. the movement of bar, 
formation of berm, etc. Generally, the medium grain size, d5o,used to 
define suspended sediment concentration. 

Regarding grain size distributions of beach material across the 
shore, Bascom(1970) has conducted    extensive grain size analysis of 
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cross-shore material and proposed to use the medium grain size at the 
shoreline as the representative grain size of the beach. Bowen 
expressed the equilibrium beach profile as a function of settling 
velocity of sediment particle. He showed that the larger the grain 
size, the steeper the equilibrium beach profile. The characteristics 
and applications of equilibrium beach profiles, h=Ay2/3, are discussed 
in detail by Dean(e.g. 1991). In his equilibrium beach profile model, A is 
a function of sediment diameter and later it is found that A is well 
predicted by settling velocity of sediment particle. Recently, Kato et 
al.(1991) has done an extensive analysis of sea bed material at Hazaki 
Observation Research Facility, HORF, in Chiba prefecture, Japan. 
However, it seems to be uncertain whether the grain size of the 
suspended material is the same as the sea bed material, and whether 
the suspended sediment which composes a wide range of grain sizes in 
nature can be represented by a single grain size assumption. Also, 
there is a few sediment transport models which considers the 
composition of sea bed material. Under river condition, there is 
evidence that the size of the bed load material is different from 
original bed material (see Fig.6 Chih Ted yang et al.1991). 

Two field observations on grain size distributions of suspended 
material and sea bed material in a surfzone have been carried out at 
Fukiage beach in 1990 and 1991 respectively to study the effect of 
grain size distribution on beach profile changes due to wave action. 
For grain size distribution analysis of suspended material, it is 
necessary to obtain sufficient amount of suspended material. 
Therefore, a suction pump was used. The instrument was designed 
specifically for this observation and it worked well. This system will 
be shown in the next section. A similar idea to this suction pump was 
tested by Irie(1977) and Antsyferov(1983). Vertical distributions of 
suspended sediment concentration for several grain sizes were 
obtained. 

2. Field observations. 

Two field observations have been carried out at Fukiage beach one 
from 18 Oct. to 20 Oct. 1990 and the other from 9 July to 11 July 1991. 
This sandy beach faces East China Sea and extends 30km in north-south 
direction along with Satsuma peninsula, Kagoshima prefecture, Japan 
as shown in Fig.l. The observation base was set at Irikihama beach, 
however, the base position in 1991 was different from that in 1990. 

To sample a sufficient amount of suspended material for sieving 
analysis from 
each depth, it is impractical to use instantaneous sand trap such as by 
Kana(1978)    and    It    is   also    difficult   to    record    the    grain   size 
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Fig. 1   Loction of Fukiage Beach 

EWMPMHN 
Fig.2 Measuring station (Fukiage beach) 
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Photo  1.   Intake of suction pump 

Photo 2.   Installation of equipment 
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distribution by optical and acoustic method. To relate the grain size 
distribution obtained by such a bamboo trap (Fukushima et al.1955) to 
local wave condition cannot be achieved, because the water depth and 
wave condition change during the sampling time in the surfzone. 
Therefore, a suction pump method was designed to obtain the vertical 
distribution of grain size of suspended material in short period. 

The intake of this suction pump under the water is shown in Photo.1 
and design suction speed is faster than settling velocity of the 
suspended material. The speed is an order of a half meter per second, 
while the settling velocity of sediment is an order of several 
centimeters per second. The suction speed was measured before every 
measurement. The elevation of the intake from the sea bed is adjusted 
by pulling a rope attached to the suction pipe. In fact, the intake 
could not be well movable vertically due to the friction of the 
suction pipe with a sheath and misdesign of a pulley, so that a diver 
adjusted the elevation of the intake in the first observation. In the 
second observation, the position of the pulley was adjusted to the 
upward to avoid being buried into the sea bed and the suction pipe was 
modified to make less friction with the sheath. 

The measuring station is shown in Fig.2. The measuring station was 
located in the surf zone during high water only. The working area was 
about 5.4m high from the sea bottom and has a surface dimension of 1.8m 
by 1.8m. Four capacitance type wave gauges and four pressure type 
wave gauges were installed between the measuring station and the 
shoreline. One capacitance type wave gauge is located alongshore the 
suction pump to relate the local wave conditions to the suspended 
sediment concentration. The installation of the equipment are shown in 
Photo.2. 

The waves during two observations were relatively low and breakers 
were of spilling type. The wave condition of the third measurement in 
the first observation in 1990 is shown in Table 1. 

Table 1. Wave conditions 

Wave Height Wave period 

Umax 33.7 cm 1 max 6.2 sec 

Hi/io 23.0 cm Ti/io 6.3 sec 

Hl/3 18.3 cm T1/3 5.6 sec 

Xlmean 11.4 cm 1 mean 4.0 sec 



2298 COASTAL ENGINEERING 1992 

The beach profiles were measured during low tide just before the 
measurement. Longshore bar was formed 150m offshore as shown in Fig.3. 
The cross shore samples of sea bed material were taken at 10m 
intervals. 

The suspended sediment samples were taken at 5cm, 10cm, 15cm, 30cm 
from the sea bed in the first observation, and at 1cm, 5cm, 10cm, 20cm, 
30cm, 50cm in the second observation. It took nearly 1 to 15 minutes to 
obtain the samples by suction pump depending on the height from the 
sea bed, generally speaking, the higher the suction point, the longer 
the suction duration due to reduced suspended sediment 
concentration. The suction pump was also used in the upper portion of 
the water column near the water surface, but was unable to collect a 
sufficient amount of material for the analysis. 

The measurements were taken 4 times for the first observation in 1990 
and three times for the second observation in 1991. In this paper, the 
third and the fourth measurements in the first observation are 
discussed. The third and the fourth measurements were carried out on 
19 Oct. 1990. Sieving analyses was carried out to obtain the 
concentration profiles of several grain sizes of the suspended 
sediment. In addition, one direct sample used 2000cc polyethylene 
bottles has been taken by diver during the first observation. 

3. Data analysis 

Data set of grain size distribution of sea bed materials, grain size 
distribution of suspended materials, the concentration of several 
grain sizes which compose suspended sediment and total concentration 
have been taken. 

3.1 Grain size distribution 

Grain size distributions of suspended material obtained at several 
depths were sieved, first. In addition, grain size distribution of sea 
bed material at the measuring station was also obtained to compare 
with the composition of suspended materials. The grain size 
distribution from the third measurement is shown in Fig.4(a). The 
composition of suspended material is smaller than the original sea bed 
material. As can be seen Fig.4(b), the representative grain size of the 
bed material does not directly correspond to that of the suspended 
material in a calm wave condition. Unfortunately, data under severe 
wave condition is not available. 

It   is   reassured   that  small  waves   of  short  periods   do  not  cause 
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suspension of the entire original bed material, but only cause 
suspension of finer sea bed material. Under this condition, the 
composition of suspended materials are smaller than that of the sea 
bed material. 

3.2 Suspended sediment concentration of several grain sizes 

The concentrations of several grain sizes are obtained. The results 
are shown in Fig.5, where, the value of each grain size shown 
represents the average size of sieve size. The 0.34 mm material which is 
close to the mean grain size(dao) of the sea bed material contributes 
nearly 50% of the suspended material at 5cm from the sea bed level. The 
0.18mm, 0.63mm, 0.09mm material contribute, in respective orders, lesser 
amount. This order of contributions also holds in the upper layer in 
the third measurement. 

The vertical distribution of concentration at each grain size is 
assumed to follow an exponential form as shown by eq.(l) (due to Dally 
et al. 1980). 

C(z)  = Ca • exp(F(z-za)> (1) 

while, 

F = ^VTf/pT (2) 

where, C(z) is the suspended sediment concentration at depth(z), Ca is 
the concentration at the reference level (zn), z is a height from the 
sea bed, h is a water depth and V(f/p) is a shear velocity. The shear 
velocity V"(T/P), is computed by two different methods Noda(1968) and 
Dally(1980); They are : 

nH 
^^-^^'T^m (3) 

yTF7p7 =  (fH3g/16h)°-s (4) 

where p is the density of water, T is the wave period, H is the wave 
height and v is the coefficient of kinematic viscosity set to be equal 
to 0.01 cm2/sec (20 c) in this case. 

The concentrations calculated by eq.(4) are also shown in Fig.5. These 
concentration curves fit quite well to the data in the lower position 
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(i.e., 5cm, 10cm, 15cm), but there Is disagreement between the 
exponential curve and the data in the upper position(z=30cm) for the 
case of 0.34mm. Combining the calculations of suspended sediment 
concentrations for several grain sizes, the total concentration of 
suspended sediment is calculated and is compared to the field data. 
This total concentration is defined as the sum of concentrations of 
individual grain sizes, i.e., 

C**u M = £ C*i ' exP^i <*-*,)> (5) 

where, the subscript i refers to the ith grain size. The total 
concentration based on 
the mean grain size(dso) is also calculated, shown as dotted line in 
Fig.6. The data from the third measurement is also shown in the figure 
as black circles. It is seen that the concentration calculated by eq.(5) 
is slightly smaller than that derived from dso in lower regime, and is 
higher in the upper regime. However, their difference is small. This 
might be due to the fact that the waves were small in this measurement, 
only in the order of 20cm. For large waves, their difference could 
become larger. 

4. Numerical simulation of beach evolution. 

In this section, simple numerical simulations of beach evolution were 
carried out to illustrate the effect of the composite of sea bed 
materials by comparing the results with the ones obtained by a 
conventional approach which assume single grain size(dBo) composition 
of beach material. Two types of beach profile storm and normal 
profiles, or bar and berm profiles are used. 

The composite characters of sea bed materials used for numerical 
simulation are shown in Fig.7. Case 1 assumes that the beach is 
composed of single size grain which is represented by mean grain 
size(dso) set to be 0.2mm. The mean grain sizes of case 2 and 3 are also 
0.2mm, but the sorting coefficient of two cases are chosen to be 1.47 
and 2.40 respectively; thus the beach is composed of composite sand 
size. Case 4 assumes a single grain size composition of beach material 
with mean grain size equal to 0.6mm. The mean grain size of case 5 and 6 
are also 0.6mm, but again the sorting coefficients are chosen to be 1.45 
and 2.36 respectively. 

4.1 Basic equation 

The conventional beach evolution model proposed by Dally is applied 



SUSPENDED SEDIMENTS DISTRIBUTION 2303 

to the numerical simulation by taking into consideration the composite 
characteristics of the bed material. The suspended sediment transport 
is written as: 

fuW J-h 
r°    '        cU)dz (6) 
-h 

where, u(z) is a mean horizontal velocity of sediment particles which 
consists of components; an oscillatory component due to waves, and 
velocity component due to mean flow, c(z) is a concentration profile as 
expressed in eq.(l). To calculate the suspended sediment transport 
rate, the water column is divided into two layers; one is the inner 
layer lower than DF(=wT) and the other is the outer layer higher than 
DF, where, w is the settling velocity. This settling velocity is 
obtained by Rubey's law. 

^=N 

2lPg-P>    d x   36v2  _ j>v (7) 
3p d? d 

where, ps is the   density of sediment particle, g is the gravitational 
acceleration and d is the diameter of sediment particle. 

The calculated total suspended sediment transport rate is applied to 
the continuity equation given below to obtain the new beach profile. 

Q  =  -J—dQ .   . 
dt      1-X dx K   ' 

This new beach profile is used to revise the input wave condition for 
the next time step. 

The effect of sorting sea bed material due to waves and the silt 
component of bed material are excluded in the computation. 

4.2  Numerical results 

The numerical results of beach evolution for 0.2mm mean grain size 
material and 0.6mm mean grain size material are shown in Fig.8 and 
Fig.9, respectively. 

Based upon a fall velocity criterion proposed by Dean, the wave and 
sediment condition are expected to produce the storm profiles which 
are bar formation as shown in Fig.8 and normal profiles which are berm 
formation as shown in Fig.9. It appears that the size of the bar feature 
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diminish with the increasing of the range of the material size in Fig.8. 
The position of bar crest Is also located slightly shoreward for this 
wave condition. For the storm profile, the composite beach material 
appears to have a smoothing effect and the bar formation becomes 
lower and wider as the range of the sand size increase. For the normal 
profiles shown in Fig.9, it appears that the closure depth increases 
with the increasing of the range of the sand size. The cross shore sand 
transport for case 4 and 5 are onshore sediment transport while that 
for case 6 is consisted of onshore and offshore sediment transports to 
cause a different type of beach profile for this wave condition. 

Generally, the results for storm and normal profiles based on a 
single grain size assumption are similar to these profiles produced by 
a narrow range of beach material, while the profiles are different from 
the beach profiles produced by a wide range of sea bed material. 

5. Concluding remarks 

The conclusions are ; 
(1) The pumping system designed to obtain the suspended materials for 

grain size analysis worked well in the lower portion of the water 
column. In the upper portion of the water column, the data could not 
collect in this measurement, since the reduction of suspended sediment 
concentration. 
(2) The representative grain size of the suspended materials decreases 
with increasing elevation. The mean grain size of the suspended 
material is smaller than that of original sea bed material. 
(3) Concentration profiles of Individual grain size can be represented 

by the widely accepted exponential equation. 
(4) The total concentration defined as the sum of the individual grain 

size concentrations underestimates in the lower portion of the water 
column and overestimates in the upper region of the water column with 
reference to the concentration profile derived from single grain size 
assumption. 
(5) Numerical simulations of beach profile evolution taking into 

account the composite nature of the suspended material have been 
carried out for erosional and normal profiles. The results are 
different from the ones with the conventional approach of using a 
single grain size. For bar profile, the composite beach material 
appears to have a smoothing effect. So the bar formation becomes 
lower and wider as the range of sand size increases. For the berm 
formation, the profile change of composite beach material becomes also 
wider as the range of sand size increases. 

We   hope   that   the   further   observations   under   the   severe   wave 
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condition will provide additional information about the effect of the 
composition of sea bed material on beach profile evolution. 
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CHAPTER 177 

Bed Boundary Layers 
B.A. O'Connor1, J.M. Harris1, H. Kim1, 

Y. K. Wong1, H.U. Oebius2 , and J.J. Williams3. 

ABSTRACT 

The paper describes the development and application to 
laboratory and North Sea field data of a series of random 
wave and current computer models of bed boundary layer flows 
and associated suspended sediment concentrations. The 
EC-funded (MAST 1) work is part of a larger project, which 
also includes the laboratory testing of a new seabed shear 
stress meter (SSM) and the field collection of nearbed data 
using a special boundary layer rig (STABLE). Both 
two-dimensional (2DV) and one-dimensional (1DV) hydrodynamic 
models are described based on a mixing length closure but 
including simulation techniques to enable the inclusion of 
both long and short-crested random waves and steady currents. 
A 1DV suspended sediment model is also described with 
realistic boundary conditions to enable the simulation of 
vortex entrainment from seabed ripples. Application of the 
various models to the SSM and STABLE data shows realistic 
results. 

1. INTRODUCTION 

The present paper is concerned with the computer simulation 
of water and sediment movements over rippled seabeds in 
random wave and current conditions appropriate to the North 
Sea. It reports on one element of a larger multi-discipli- 
nary research programme involving engineers, oceanographers 
and geologists, who are studying the formation of nearshore 
sandbanks and their role in providing protection to adjacent 
coastlines. 

1. Department  of  Civil  Engineering,  University  of 
Liverpool, L69 3BX, England. 

2. Versuchsanstalt fur Wasserbau und Schiffbau, Berlin, 
Germany. 

3. Proudman Oceanographic Laboratory, Bidston Observato- 
ry, L34 7RA, England. 
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The research involves the field and laboratory testing of 
equipment to measure near-bed waves and currents and the 
associated sediment transport rates. In particular, staff 
from VWS, Berlin, have tested an improved seabed shear plate 
(SSM) to enable the direct measurement of seabed shear stress 
in waves and currents, Oebius (1992). Staff from the NERC's 
Proudman Oceanographic Laboratory have used a large bed 
boundary layer rig (STABLE) to provide field information on 
near-bed turbulence, waves, currents and sediment movements 
at the Brown Ridge Sandwave Site in the North Sea, Williams 
(1991). In addition, staff from the Department of Civil 
Engineering at Liverpool University have developed a series 
of hydrodynamic and sediment transport computer models to 
help with the interpretation of the data collected by both 
the SSM and STABLE rigs. 

2. MODEL WORK 

Four models have been developed: a two-dimensional (x, z) 
full-depth rough-turbulent hydrodynamic model (2DV) to study 
advective (mass-transport) effects on vertical mixing; a 
two-dimensional (x, z) bed boundary layer hydrodynamic model 
of wave-induced flow over bed ripples to assist with vortex 
entrainment ideas (2DV); a one-dimensional, rough-turbulent 
hydrodynamic model (1DV) to simulate wave-current interac- 
tions at arbitrary intersection angles in directional random 
waves; and an associated one-dimensional suspended sediment 
model (1DV) to study vertical sediment distributions in 
directional random waves and hence the effect of wave 
groupiness. 

2.1. 2DV Hydrodynamic Model 

The model solves simplified forms of the horizontal momentum 
and mass continuity equations for multi-frequency waves using 
a mixing length closure.  The model equations are given as:- 

pdu/dt + pudu/d-x. + pwdu/dz +  3p/3x "dr7,z/dz (la) 

3u/ax + dw/9z - 0 (lb) 

where u and w are the phase-point-average turbulent-me an flow 
velocities in the horizontal (x) and vertical (z) cartesian 
co-ordinate directions, respectively; p is pressure; p is the 
fluid density; and r is the horizontal component of the 
Reynolds stresses. 

The wave-induced boundary layer is assumed to be thin and the 
motion outside it is assumed to be irrotational so that the 
pressure gradient in equation (la) can be approximated by the 
equation:- 
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-3p/3x = pdu^/dt + pu„   3u„,/3x (2a) 

m 
with       u„   - u„     +2 Uj   cos   (iwt-ikx+^i ) (2b) 

i=l 

where ua is the wave-induced orbital velocity at the sea 
surface (mean water level); u,,, is a wave-period-averaged 
steady velocity component; v^ are velocity amplitudes of the 
m Fourier frequency components making up the wave signal; w 
is the wave frequency (- 2ny"T, T is the wave period); and k 
is the wave number (= 2JT/L, L is the wave length) . 

The Reynolds stress (r ) is approximated by a simple mixing 
length expression (pitdu/dz) , where i/t = K

2
Z
2
3U/3Z and K is 

Von Karman's constant (0.40). 

The set of equations is solved using an implicit 
Crank-Nicolson finite difference technique on a 
space-staggered grid using zero velocity at the seabed 
(z=zo), a zero velocity gradient at the water surface and 
repeating conditions for lateral boundaries, Kim (1993). 

2.2. 1DV Hydrodynamic Model 

The 1DV model also solves simplified flow equations using a 
mixing length closure. The model works for arbitrary-angled 
wave and current flows and uses simulation techniques 
involving surface wave spectra to produce appropriate model 
boundary conditions. The equations used in the model are 
given in tensor form as:- 

pd\xi/at  -  3p/3xl - 3rxzi/3z (3a) 

dv/d-x.i=p8usl/dt.  + pg3H/3xi (3b) 

rxzi =P"t3ui./dz'-   vt  = ^23V/3z; V = J(u2 + v2) (3c) 

^(=01,v) are the cartesian velocity components in the 
horizontal (x) and lateral (y) co-ordinate directions 
respectively; x1 are the co-ordinates x, y respectively; g is 
the acceleration due to gravity; dti/dKi is the mean water 
surface slope; Z is a mixing length (=«z) and Uj ^ are the u, 
v components at the top of the wave boundary layer, respec- 
tively . 

Equation 3 can be solved in terms of a shear velocity (p„ , 
rxz = pp*

2) - see Bakker (1974), Wong (1984) for the case of 
co-linear waves and currents. Alternatively, the vertical 
co-ordinate (z) can be transformed by a power law and the 
transformed equations solved directly for u± . 
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Both approaches have been used in the MAST 1 work. However 
the transformed co-ordinate approach is simpler to use for 
directional wave simulations. In this lattermost case the 
surface boundary conditions for the variation of velocity 
(UT) with time is obtained from simulation techniques, see 
for example, Ellis et al (1981). 

M     N 
UT - S     S 

m = 1 n - 1 

2»rf 

sinh (kmh) 
(4a) 

F - Vn cos (^^t + 4»> cosen <4b) 

where fm  is  the wave  frequency  (=1/Tm, Tm  is  the wave 
period); </>m   are random phase angles in the range 0 - 2JT ; k 
is the wave number: h is the water depth; t is time; and a 
is a wave amplitude obtained by integration of the direction- 
al wave energy spectrum. Thus:- 

S(fm. SJ - S(fm). G (f.,*,,) (5b) 

G<fm'
en>  ~ Go   cos2s(6n/2) (5c) 

G0  - 2Zs-1.Tz   (s + l)/(ir.r(2s+l)) (5d) 

where G0 is a constant dependent upon parameter s, which 
varies with peak spectral frequency and has a typical value 
of 20, Goda (1985); r is the Gamma function; 6 is a wave 
direction in the range ± 90u of the dominant wave direction; 
S(f , 6n) is any directional surface wave energy spectrum; 
S(fm) is a surface wave energy frequency spectrum; G(fm, 9n) 
is a spectral wave energy spreading function. A6n is the band 
width of the n-th directional wave angle obtained by dividing 
the range of wave angles (±90°) into n equal intervals and 
Afm is the bandwidth of the m-th frequency interval obtained 
from the co-cumulative energy spectrum by using equal energy 
bands, see Ellis et al (1981). 

A zero-velocity bed boundary condition is used (u-w»0) at 
z=z0. The value of z0 can be adjusted in random wave 
simulations using Madsen's (1990) approach, if desired. 

2.3. 1DV Sediment model 

In order to study the vertical distribution of suspended 
sediment over a rippled seabed, a one-dimensional sediment 
model has been used.  The model equations used are:- 

dc/dt + (w - wf)3c/3z =d(edc/dz)/dz (6) 
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where c is the phase-point-averaged turbulent-mean suspended 
sediment concentration; w is the vertical wave induced fluid 
velocity; wf is the effective vertical sediment diffusion 
coefficient. 

Previous work has generally ignored the effect of w, and has 
determined es during the wave cycle from the hydrodynamic 
shear stress determined by a lDV-type model, see for example, 
Davies (1990) . Such an approach does not include all the 
major processes contributing to vertical mixing, see for 
example, O'Connor (1991). The inclusion of extra mixing has 
usually been done in the past by taking a wave-period-average 
view of vertical sediment distributions and then using the 
sediment distribution itself to determine effective mixing 
coefficients see for example, Van Rijn (1989), In the MAST 1 
work, a different approach has been used. Sediment is 
released into the water column at two discrete times during 
the wave period (at t - T/16 and 9T/16 for a mono-wave) at a 
height of between one and two ripple heights above the mean 
bed level, as suggested by the 2DV model tests for a rippled 
bed, see O'Connor et al (1992). Shear-induced entrainment is 
also allowed during the wave period as dictated by the 1DV 
hydrodynamic bed shear stress, see Figure 1. Additional 
mixing due to mass-transport is allowed by using the 2DV 
"flat"-bed hydrodynamic model (see Section 2.1) to provide 
the es values. 

Solution of equation (6) is achieved by a number of 
intermediate steps. Firstly, a transformed vertical 
co-ordinate is used in order to resolve the large near-bed 
concentration gradients. The same approach was used for the 
1DV hydrodynamic equations. Secondly, a split operator 
finite difference approach is used to introduce the vortex 
entrainment concentrations into the water column at a height 
of 1.5 Ar above the mean bed level (z -0). Thirdly, the new 
equations are then solved sequentially using appropriate 
boundary conditions between the water surface (mean see 
level) and the sea bed z«zo ; the co-ordinate origin being 
located half a ripple height above a ripple trough. 

The necessary equations are given below:- 

3c/3t - wf 3c/3z - d   (<rs 3c/3z)/3z (7a) 

8c/dt +  w3c/3z = S(t) (7b) 

S(t)= Mv/(ArTv), for Ar < z < 2Ar, and (7c) 

5T/16  * t <3i/8,   or  »T/I6   < t< 7T/8 

T/2 

\  " S        Evdt (7d) 



2312 COASTAL ENGINEERING 1992 

Ev  -  (l-a)Et;   Et  =A 4-1•5;   Tv  - T/16 (7e) 

*    = rb(t)/((Ps-p)  g D5o) (7f) 

Where rb (t) is the bed (z = 0) shear stress from the 1DV 
model; ps is the sediment density; g is the acceleration due 
to gravity; D50 is the 50% finer grain size of the bed 
sediment; A, a are model constants determined by 
field/laboratory tests. 

Equation 7a is solved by an implicit finite difference method 
while equation 7b is solved as a second step using the method 
of characteristics. The model uses a zero flux condition (es 
dc/dz = -wfc) at the water surface and a surface entrainment 
condition at the seabed (esdc/8z = aEt at z=zo) . Values of 
es are obtained from the 2DV hydrodynamic model. 

3. MODEL APPLICATIONS 

3.1. 1DV Hydrodynamic Model Tests 

The ability of the 1DV model to reproduce conditions in 
mono- frequency waves was demonstrated using the oscillating 
tunnel data of Jonsson and Carlsen (1975), see Wong (1984). 
In addition, data from the VWS flume tests, Oebius (1992) 
were reproduced using a suitable plate roughness (2D50) and 
scale factor, see Figure 2. 

The ability of the Bakker version of the 1DV model to 
reproduce velocities near the top of the wave boundary layer 
(10 mm above the bed) with multi- frequency (3 components) 
waves, and waves and currents was demonstrated by using the 
small-scale flume data of Savell (1986), see Figures 3,4. 
Good agreement is apparent for maximum amplitude and phase. 
The velocity model's ability to reproduce long-crested random 
waves was tested for conditions approximated to those at the 
Brown Ridge Site (h = 30m; z0 - 0.01 m. Wave conditions were 
assumed to be described by a Pierson-Moskowitz (PM) spectrum 
with significant wave height of Hs = 2.5m (wind speed - 11 
m/s) and a peak energy period of Tm = 8.1 s. The PM spectrum 
was simulated by 60 frequency components and the velocity 
time series used to drive the model. 

The accuracy of the simulation process can be judged by 
Figure 5, which shows a compassion between the PM spectrum 
and the model spectrum obtained by subjecting the model 
surface elevation time series to a Fast Fourier Transform 
(FFT) analysis. 
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Typical bed shear stresses and orbital velocities from the 
model at the top of the wave boundary layer are shown in 
Figure 6 for a typical 64s time interval. The random nature 
of the results is clearly seen as is also the phase shift 
over the depth of the boundary layer. 

Figure 7 shows the root-mean-square (rms) and significant 
amplitudes of the wave-induced orbital velocities from a 
direct analysis of model time series for conditions at the 
Brown Ridge Site. These significant values can be directly 
compared with the results from the 1DV model operated with 
representative mono-frequency wave heights and wave periods 
-the 'design-wave' approach. Figure 8 shows the results for 
the mono-wave simulations using H , Tm„ and H , T . It is 
clear that the best comparison with the random wave model is 
obtained with H , T   and not with the more traditional H. , s '   m a x s 
T combination. z 

The 1DV model was next used to investigate the effect of 
short-crested seas. The Brown Ridge model with its PM 
spectrum was re-run with a Goda spreading function, equation 
5, s - 20. Figure 9 shows the u, v velocity components for a 
short length of record while Figure 10 shows the correspond- 
ing instantaneous wave direction vectors. The groupy nature 
of the wave signal is clearly seen as is also the lateral 
scattering effect of the short-crested sea. Such lateral 
movements will add significantly to the dispersal of both 
sediment and pollutant within the water volume. Similar results 
to the 1DV model have also been found with the STABLE data, 
see O'Connor et al (1992). 

In order to examine the 1DV model's ability to reproduce the 
correct magnitude and phase of velocities within the boundary 
layer, use was made of S4 current meter data collected during 
the STABLE deployment at the Brown Ridge Site, see Williams 
(1991) Field velocities for a 22 second period at 800mm above 
the seabed were used as the upper boundary condition in the 
model. Figure 11 shows the comparison of field results at 
800mm and 400mm with model results at 70mm. It is clear that 
the model reproduces the main features of the field results. 

3.2. 1DV SEDIMENT MODEL APPLICATIONS 

The ability of the 1DV model to reproduce suspended sediment 
concentrations during a wave period was tested using 
laboratory data of Bosman (1982). Figure 12 shows quite a 
good comparison considering the difficulty in obtaining such 
laboratory data. 

The need for the inclusion of extra mixing in 1DV models is 
illustrated by the wave-period-average results of Figure 14. 
Both the 2DV and 1DV hydrodynamic models were used for 
conditions appropriate to Bosman's (1984) laboratory studies, 
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and the wave-period-average mixing coefficient (€s) 
determined by period-averaging. The 1DV sediment model was 
then used with vortex and shear-induced entrainment to 
reproduce wave-period-average concentrations, Figure 13. It 
is clear that the extra mixing inherent in the 2DV model is 
essential for correct simulation of sediment profiles. 

Finally, the long-crested 1DV random wave model was used to 
simulate suspended sediment conditions at the Brown Ridge 
Site, see Figure 14. The influence of groupiness in the wave 
and shear records is clearly seen to influence suspended 
sediment concentrations with the larger groups having the 
greatest effects. Unfortunately, no comparable field data 
was obtained from the STABLE deployment and consequently, 
more field data is needed to test model ideas further. 

4. CONCLUSIONS 

A range of 1DV and 2DV bed boundary layer models have been 
developed to assist with interpretation of field data 
obtained from the Brown Ridge Sandwave Site in the Southern 
North Sea. Comparison of model results with mono-and 
multi-frequency laboratory data for both velocities and shear 
stresses shows good results. Realistic model simulations were 
also obtained for both long and short-crested random wave 
conditions when compared with measured field data. Use of 
the long-crested 1DV hydrodynamic model also demonstrates the 
importance of using the correct wave period when using the 
mono- frequency "design wave" approach to predict seabed 
velocities and shear stresses. 

An 1DV suspended sediment model was also developed with new 
boundary conditions which attempted to reproduce the 
influence of both vortex and shear-induced entrainment. Good 
comparisons were obtained with laboratory data. The 
importance of including enhanced mixing due to mass-transport 
currents in 1DV model simulations was also demonstrated as 
was the influence of wave groupiness on sediment concentra- 
tions at the Brown Ridge Field Site. 
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TIMESCALES OF BED RESPONSE IN A LOW ENERGY SURF ZONE 
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Norwich, NR4 7TJ, United Kingdom 

ABSTRACT 

Direct and nearly continuous measurements of bed position changes, near-bed 
velocities and suspended sand concentrations have been made at a single location on 
a macro tidal beach in the south west of England. The study was conducted in 0.5- 
2.25 m water depth under low-energy swell conditions with weak currents present. 
Bed positions and suspended sand concentrations were measured using the 3 

transducers of a multi-frequency acoustic backscatter sensor with 5 mm vertical 
resolution. Large (upto 10 cm) and rapid (upto 1.0 cm min-1) changes in bed 
elevation were observed in association with local hydrodynamic forcing, bedform 
development and bedform migration. Large-scale bedforms observed under breaking 
waves were highly mobile with measured migration rates of upto 2.2 cm min"1. 
Suspended sediment concentrations and transport rates are particularly sensitive to 
changes in bed position changes and subject to potentially large errors (upto 30 %) 
without compensation for bed elevation changes relative to sensor position. 

INTRODUCTION 

Bedforms generated by waves and currents on a sandy seabed play an 
important role in the sand transport process by modifying near bed flows, by 
enhancing the entrainment and resuspension of sediment, and by influencing the 
timing and spatial distribution of sand re-suspension. Observations suggest that the 
time-scales of bed formative processes are quite different from the time-scales of 
waves or wave groups which also control the suspension process (Vincent et al., 
1991; Vincent and Green, 1991). Therefore, knowledge of the ripple history, time- 

2321 
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scales of bed response and accurate positioning of instrumentation is required before 
the re-suspension and transport processes can be more fully understoood. 

High-frequency (> 1 MHz) Acoustic Backscatter Sensors (ABS) have been 
used occasionally for measuring small-scale (both spatial and temporal) changes in 
sea bed position for nearly two decades (see for example, Dingier, 1974; Dingier et 
al., 1977; Greenwood et al., 1984; Hanes et al., 1988; Vincent et al., 1991). 
Despite such efforts, our knowledge of seabed dynamics under natural wave 
conditions remains limited by a lack of continuous high resolution measurements 
from a wide variety of conditions. In this paper, we focus on the analysis of 
measurements of seabed position obtained with a multi-transducer ABS during the 
Bedforms and Suspension Experiments (BASEX) field programme. BASEX was 
designed to investigate the processes controlling sand re-suspension under non- 
breaking waves and currents, particularly the control exerted by bedforms. 
Measurements of bedforms, local bed elevation changes, together with suspended 
sand concentrations, near-bed velocities and water surface elevations, were obtained 
from a single location near the mid-tide position on a macro-tidal shoreface in the 
southwest of England. The measurements were taken over a 9 day period in August 
1991 during spring tides (range upto 5 m) with mild swell and low energy wind- 
wave conditions. Time-series of bed positions and reconstructed bed profiles are 
used to examine the timescales of bed response to changing hydrodynamic conditions 
and to calculate bedform migration rates. 

LOCATION OF STUDY 

Longsands Beach situated on Whitsand Bay, Cornwall (Figure 1) was chosen 
as a site for BASEX experiments for the following reasons: 

i) The beach is a macrotidal beach with up to 200 m of beach exposed at low 
tide during spring tides; this feature not only allowed access to the 
instruments at low tide but provided a range of water depths and wave 
conditions which could generate a variety of bedforms at a single 
measurement location even under relatively low energy summer swell. 

ii) The site is exposed to swell from the Atlantic Ocean with no major 
restrictions on wave approach. 

ii) The shoreface has a relatively simple morphology and sedimentology; the 
profile is essentially concave upwards with a slope of 1:15 near the mean 
high water mark and decreasing rather abrubtly to a broad uniform slope of 
1:70 at approximately 50 m offshore (Figure 2); sand samples from the latter 
slope were unimodal size distributions with grains ranging in size from 100 
to 600 micrometres and a uniform modal size of 212 micrometres (2.25 phi) 
when dry sieved at 0.25 phi intervals. 
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Figure 1.  Location of study. 

0- r^— 1 

0.5- 
\\ 

-1- \ 
1.5- \ 

-2-1 V 
2.5- ^-•-^^                            H-Frame 
-3- 

3.5- ^^^^-^    T 

-4- ^"""^""s^ 
4.5- ^^5**=- 
-5- ^"*^^X 

5.5- ^^v^ 
-6- 

20       40 60      80     100    120    140    160     180    200    220    240    260    280 
DISTANCE RELATIVE TO BASE OF CLIFF (m) 

August 5 August 8 August 10 August 13 

Figure 2. Profiles across Longsands Beach, Whitsand Bay during the experimental 
period. 



2324 COASTAL ENGINEERING 1992 

EXPERIMENTAL DESIGN 

Instrumentation, consisting of a 3 frequency acoustic backscatter sensor 
(ABS) (Pearson and Thomas, 1990) and a Valeport 3.2 cm diameter discuss head 
electromagnetic current meter (EMCM) were mounted on an H-frame at 
approximately the mid-tide position (Figure 3). Additional instrumentation 
consisting of electromagnetic current meters, optical backscatterance sensors, 
pressure sensors and mechanical syringe samplers were also deployed, however, in 
this paper the analysis has been restricted to the bed position information from the 
ABS and nearbed current information from the 3.2 cm diameter discuss head 
EMCM. 

SYRINGE SAMPLERS 

w%&. 

S TRANSDUCERS 

6     gr— LEI ,* o a—•-» 

Figure 3. Schematic of the instrumented H-frame. 

Local bed elevations were measured with a vertical resolution of 5 mm at 3 
horizontal positions approximately 0.10 m apart on a cross-shore transect using the 
3 ABS transducers. SCUBA divers also made measurements of the bed profile 
beneath the ABS transducers by means of a bedform measurement device (Osborne 
and Vincent, in prep) and took detailed notes on the bedform geometry, bedform 
migration and suspension characteristics throughout the high-speed data collection 
runs. Although an underwater camera was mounted adjacent to the ABS, no 
information on ripple migration could be obtained due to lack of visibility. 

The sensors were shore-connected and the data were recorded on a single PC- 
based data logging system. In order to satisfy the aims and objectives of the BASEX 
program there was a need for two separate approaches to computerized data 
collection within the same experimental design. In order to resolve the kinematics 
of the re-suspension process relative to wave motions and small scale ripple patterns 
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it was necessary to sample as rapidly as possible to achieve a high spatial and 
temporal resolution and also to keep runs short enough such that the bed topography 
did not change significantly relative to the sensors. In order to resolve the effects 
of different hydrodynamic conditions on bed response it was necessary to collect data 
over longer periods, more or less continuously, and over a number of tidal cycles. 
Therefore, two sampling modes were adopted for data collection during this 
deployment: 

1. Rapid sampling mode produced short duration data collection runs with 
relatively high temporal resolution. In this case 12 acoustic profiles initially 
sampled at 150 kHz were collected from each transducer and averaged to one 
profile per transducer. The data between 0.10 - 0.65 m range at 0.005 m 
intervals were stored together with a single digitised value from the EMCM 
channels. This scheme resulted in an overall collection rate of 4.22 Hz. 
Available storage space allowed the collection of 1050 profiles for a run 
duration of 250 s. 

2. In slow sampling mode run durations were increased to as much as 30 
minutes by averaging over a larger number of acoustic profiles (24-48) and 
storing a smaller vertical range (0.53-0.67 m) of the acoustic data. This 
scheme resulted in a slower overall collection rate of 1.1-2.1 Hz but enabled 
continuous observation of bed elevation changes over periods of 30 minutes. 

Measurements were made during daylight hours over half tidal cycles from high 
water down to low water or from low water up to high water. 

ACOUSTIC MEASUREMENTS OF SEA BED POSITION 

ABS detect the presence of the bottom boundary due to the change in material 
density between the fluid and bed which cause a strong acoustic reflection (Hanes 
et al., 1988). The position of the sea-bed is defined as the position of maximum 
recorded acoustic pressure. In most acoustic profiles of the water column, the 
bottom location is clearly identified by a sharp peak in the backscattered pressure. 
It is therefore relatively simple to produce an algorithm which detects the maximum 
acoustic return from each profile in order to produce a time-series of bed positions 
(Figure 4). 

Sampling the backscattered acoustic signal at a rate of 150 kHz and range- 
gating enabled the determination of bed position to +/- 0.005 m under ideal 
conditions. Clearly, there are random instantaneous variations in the maximum 
acoustic return above and below the true bed position in Figure 4 which reduce the 
degree of certainty about the actual bed position at any instant in time. However, 
these short-term deviations, which may be due to a combination of signal attenuation 
by suspended sediment and bubbles, and multiple echoes, may be removed relatively 
easily by a combination of de-spiking and smoothing.   More importantly, there are 
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also significant temporal trends which occur in the data. These variations in the 
series are interpreted as real changes in the bed position. The series in Figure 4 
suggests that 3-4 cm of erosion occurred over a period of 6 minutes followed by 2-3 
cm of accretion in the next 6 minutes. 

2000 

Figure 4.   Time-series of the position of maximum backscattered pressure after 
smoothing by Hanning 3 times.  Resolution of the ABS is 5 mm. 

CHANGES IN SEA BED POSITION DURING A TIDAL CYCLE 

Time series of bed positions were reduced to one representative value of bed 
position for each two minute segment of a data run. A series of reduced bed 
positions from one transducer, representative of a falling portion of a tidal cycle is 
shown in Figure 5 c. Burst-averaged zero-crossing periods of the cross-shore flow, 
water depths, cross-shore and shore-parallel velocities, and significant range of 
cross-shore flows associated with these bed positions are shown in Fig. 5 a and b. 
The two lines in the bed position series indicate the uncertainty in measured bed 
position due to sampling resolution (+/- 1 bin) of the ABS. The first 30 minutes 
of the series shows variations in bed position of no more than 2 cm. Over the next 
30 minutes, there is an accretion of 2.5 cm followed by erosion of 6 cm. During 
the final 15-20 minutes of the series there is a rapid accretion of 8 cm. 

In general, the high tide periods (depths 1.5-2.0 m in this experiment) were 
characterized by near-bed wave-orbital speeds of less than 0.75 m s4 and relatively 
small and gradual changes in vertical bed position (usually < 0.5 cm min1) (Figure 
6). In contrast, under rapidly rising and falling water levels (depths of 0.5-1.5 m 
in this experiment), particularly as waves are forced to shoal and break, wave orbital 
speeds were greater than 0.75 m s"1 and bed position changes were often 
substantially larger and more rapid (upto 1.0 cm min'1). 
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BED PROFILE RECONSTRUCTION AND BEDFORM MIGRATION 

Although the 3 ABS transducers were mounted in fixed positions it is possible 
to use bed position information together with the detailed diver measurements of the 
bed beneath the transducers to reconstruct bed profiles and calculate bedform 
migration rates. A time sequence of bed profiles has been reconstructed (Figure 7) 
from the ABS bed position measurements (Figure 5) and SCUBA diver observations 
during the falling tide. The sequence began with small symmetric, two-dimensional 
vortex ripples (height = 2.5 cm and spacing = 10 cm) and ended with large 
asymmetric landward lunate megaripples (height = 8 cm and spacing = 40-50 cm). 
This increase in both height and spacing with time is clearly visible in the profiles. 
The profiles between 40-65 minutes also indicate shoreward migration of the 
bedform at a rate of approximately 2.0 cm min"1. 

Time (min.) August 12 

Figure 5. Series of burst-averaged zero crossing periods of the cross-shore flow, 
Tzu, (a); water depths, h, cross-shore flows, u, shore-parallel flows, v, significant 
cross-shore velocity ranges, Us, (b); and reduced bed positions (c), representative 
of falling portion of a spring tide. 
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DISCUSSION AND CONCLUSIONS 

Large and rapid changes in bed elevation were observed during spring tidal 
cycles under low energy swell conditions with little or no mean currents present. 
The largest changes in bed elevation are associated with smaller depths when wave 
induced cross-shore flows are large and waves are either breaking or near breaking. 
Changes were associated with bedform development resulting from changes in the 
local hydrodynamic forcing as well as with bedform migration. These processes 
accounted for local bed elevation changes of upto 10 cm during a series of tidal 
cycles in which no significant local net erosion or accretion took place. 

2 
Water Depth (m) 

Figure 6.  Variations in the time-averaged rate of vertical bed position change as a 
function of water depth. 

Bedform migration rates of upto 2.2 cm min1 were associated with well- 
defined lunate mega-ripples (height = 8 cm; wavelength = 40 cm) under spilling 
and shoaling waves. Excluding sediment by-passing this represents a total load 
transport rate of approximately 0.7 gm cm"1 s1. Evidently, form.migration under 
these conditions represents a significant contribution to the net sediment transport. 
Bedform migration rates were 1 cm min"1 and less under the lower energy conditions 
associated with greater water depths at high tide. The observed bedform migration 
rates suggest that local bed elevation changes of upto 1.0 cm min"1 can be expected 
under large-scale migrating lunate mega-ripples, while rates of bed elevation change 
upto 0.6 cm min"1 can be expected under the small-scale three-dimensional and two- 
dimensional vortex type forms. 
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These findings have significant implications for measurement and 
interpretation of sediment transport rates in wave and current environments. As an 
example, Figure 8 shows time-series of de-spiked and smoothed bed position, 
suspended sediment concentrations at 2 cm above an arbitrary fixed bed position 
(indicated by the dashed line in Figure 8 a), suspended sediment concentrations at 
2 cm above the measured time-varying bed position, and cross-shore velocity. The 
uncompensated concentration series (Figure 8 b) is representative of the type of 
measurements which would be obtained by a fixed point sensor such as an optical 
backscatterance sensor or transmissometer. There is clearly a non-stationary trend 
in this series which is coherent with the rising bed position. The trend is absent 
from the series compensated for bed position change (Figure 8 c). Interpretation of 
sediment re-suspension processes and computations of sediment transport rates from 
point measurements of sediment concentration and velocity will be subject to 
potentially large errors without compensation for bed position changes relative to 
instrument positions when large and rapid bed elevation changes occur. In the 
example shown, the time-integrated cross products between velocity and 
concentration differed by 30 % for the compensated as opposed to uncompensated 
series. Furthermore, the presence of migrating large-scale bedforms under relatively 
gentle conditions suggests that spatial variability in sediment concentrations, near-bed 
velocity structure and sediment transport are likely to be significant. 
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Figure 7.  Time-sequence of reconstructed bed profiles during a falling tide. 
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Figure 8. Time-series of: a) smoothed and de-spiked bed position; b) suspended 
sediment concentration at 2 cm above fixed bed (dashed line in a); c) suspended 
sediment concentration at 2 cm above true bed position; d) cross-shore velocity. 



BED RESPONSE TIMESCALES 2331 

ACKNOWLEDGEMENTS 

The BASEX programme is a combined project involving the University of 
East Anglia, Bullard Laboratories, and the University of Plymouth. BASEX is 
sponsored by the Natural Environment Research Council. PDO also gratefully 
acknowledges the support of a Natural Sciences and Engineering Research Council 
of Canada Postdoctoral Fellowship. The authors wish to thank Drs. Malcolm Green, 
Mark Davidson, Paul Russell and Mr. Gareth Lloyd for their enthusiastic assistance 
while in the field. Particular thanks to Professor David Huntley for making the B- 
Band instrumentation available and for arranging access to the beach. 

REFERENCES 

Dingier, J.R. (1974) Wave-formed ripples in nearshore sands. Ph.D. 
Dissertation,  Univ. of California, San Diego, 136 pp. 

Dingier, J.R., Boylls, J.C. and Lowe, R.L (1977) A high-frequency sonar 
for profiling small-scale subaqueous bedforms.  Marine Geology, 24:  279-288. 

Greenwood, B., Dingier, J.R., Sherman, D.J., and Anima, RJ. (1984) 
Bedform dynamics and bedding genesis under waves, Pointe Sapin, New Brunswick: 
I Design, construction and testing of a high resolution remote tracking sonar 
(HRRTS). Canadian Coastal Sediment Study C2S2-7, National Research Council 
of Canada, Associate Committee for Research on Shoreline Erosion and 
Sedimentation, Ottawa, pp. 75-91. 

Hanes, D.M., Vincent, C.E., Huntley, D.A. and Clarke, T.L. (1988) 
Acoustic measurements of suspended sand concentration in a wave-dominated 
nearshore environment.  Continental Shelf Research, 6 (4):  585-596. 

Osborne, P.D. and Vincent, C.E. (in preparation) Bedform dynamics on a 
macro tidal beach. 

Pearson, N.D. and Thomas, M.R. (1990) A multi-frequency acoustic 
backscatter recorder for suspended sediment transport studies. Proc. Inst. Elec. 
Eng. Colloquium Monitoring the Sea, Digest no. 1990/182. 

Vincent, C.E. and Green, M.O. (1990) Field measurements of the suspended 
sand concentration profiles and fluxes, and of the resuspension coefficient over a 
rippled bed.  J. Geophys. Res., 95: 15591-15601. 

Vincent, C.E., Hanes, D.M. and Bowen, AJ. (1991) Acoustic measurements 
of suspended sand on the shoreface and the control of concentration by bed 
roughness.  Marine Geology. 96:   1-18. 



CHAPTER 179 

SHORELINE CHANGE AT 
OREGON INLET TERMINAL GROIN 

M. F. Overton (M)1, J. S. Fisher (M)2 

W. A. Dennis (M)3, and H. C. Miller (AM)4 

Abstract 

The Oregon Inlet Terminal Groin was completed in 1991. The 
groin was built to provide protection to the bridge crossing the inlet. A 
detailed monitoring program has analyzed shoreline position with the 
use of aerial photographs collected every two months. To date, no 
adverse impacts of the groin have been found on the shoreline within a 
6 mile distance downdrift of the groin. 

Introduction 

Oregon Inlet is located between Bodie Island and Pea Island on 
the North Carolina coast, Figure 1. These islands form a part of the 
barrier island system generally referred to as the Outer Banks. This 
inlet formed in 1846 during a major storm, and has remained open to 
the present. During this 146 year interval the inlet has gone through 
many changes in width and position, with a net migration to the south 
of approximately 2 miles. The inlet width has varied from a minimum 
of about 2,000 ft to a maximum of just over 5,000 ft. While there have 
been numerous discussions and plans to stabilize it with jetties, 
Oregon Inlet remains one of the largest unimproved inlets along the 
east coast of the United States. 

The inlet is spanned by the 2.4 mile long Bonner Bridge 
constructed in 1962, Figure 2. This bridge is located along the 
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Figure 1.  Location of Study Area 
(from Inman and Dolan, 1989) 



2334 COASTAL ENGINEERING 1992 

<75 

CROATAN 
SOUND 

BONNER 
BRIDGE 

1000    2000 

FEET 

ATLANTIC 
OCEAN 

TERMINAL 
GROIN 

1992 SHORELINE 
POSTION 

USCG 
STATION 

Figure 2. Detail of the Oregon Inlet Area. 



OREGON INLET TERMINAL GROIN 2335 

principal highway serving the Cape Hatteras National Seashore.  Peak 
summertime traffic is in excess of 10,000 cars per day. 

The navigation channel spanned by the Bonner Bridge provides 
an important marine connection between Croatan and Pamlico Sounds 
and the Atlantic Ocean. This channel is used by both commercial and 
sport fishing interests. The channel is maintained by the U. S. Army 
Corps of Engineers.  Maintenance dredging is done annually, with 
combined dredge volumes for the inner and outer channels in excess 
of 750,000 yd. The difficulty in dredging this channel has led to the 
consideration of an inlet stabilization project at this site.  Preliminary 
designs by the Army Corps of Engineers call for a pair of jetties 
approximately 10,000 ft long. 

The persistent migration of the inlet to the south has created an 
extreme erosion problem on the north end of Pea Island.  By 1988 the 
portion of this island facing the inlet was eroding at an annual rate of 
about 80 ft/yr (NCDOT, 1988). This high erosion rate created a threat 
to the future safety of the Bonner Bridge. The North Carolina 
Department of Transportation (NCDOT) was concerned that the 
erosion, if left unchecked, would eventually allow storm waves to 
impact directly on the bridge deck at the southern end where it 
connects with Pea Island. 

Several alternatives were considered to protect the bridge. These 
alternatives included beach nourishment, a series of short groins, and 
the selected choice of the single terminal groin (NCDOT, 1988). This 
latter choice was based upon the assumption that there was 
substantial local longshore transport to the inlet on the north end of 
Pea Island for the groin to trap. Thus, the groin would artificially 
reverse the erosion locally, and the resulting accretion would provide 
the needed protection to the bridge. The potential for this accretion 
was documented by a number of sediment budget studies undertaken 
as part of the evaluation of the proposed jetty project (Inman and 
Dolan, 1989). 

Once NCDOT selected the terminal groin as the preferred 
solution to protect the bridge, it was necessary to obtain both state 
and federal permits for construction. The site for the groin is located 
on a National Wildlife Refuge managed by the U. S. Fish and Wildlife 
Service.  In addition, the inlet is located along the Cape Hatteras 
National Seashore, managed by the National Park Service. These 
federal interests, as well as those of the North Carolina Division of 
Coastal Management necessitated unusual restrictions on the 
construction permit for the groin.  Specifically, NCDOT is required to 
insure that the groin does not result in an accelerated erosion of the 
downdrift shoreline. This requirement led to the initiation of a detailed 
monitoring program to evaluate shoreline change near the groin. The 
current results of this ongoing monitoring are presented in this paper. 
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Description of Groin 

The terminal groin was designed for NCDOT by the Wilmington 
District of the U. S. Army Corps of Engineers. The total length of the 
groin section is approximately 3,100 ft. At its seaward end the water 
depth is about 6 ft (mlw). The top width increases from 25 ft at the 
landward end to 39 ft at the seaward head.  Crest elevation is +9.5 ft 
(msl) at the head.  Side slopes are 2 on 1, except at the head where 
they are 3 on 1. The core material is covered by a layer of rubble 
ranging in weight from 4 to 2500 lb, with an armor layer of rock with 
weights from 0.75 to 11 tons. Toe protection on the inlet side of the 
groin is provided by a 43 ft wide single layer of the armor stone on top 
of a layer of core material (NCDOT Project 6051020 plans). 

Monitoring 

It was expected that a natural sand fillet would begin to form as 
soon as the groin construction to extended beyond the natural 
shoreline, and that eventually this fillet would extend to the seaward 
end of the groin. Thus, this accretion caused by the presence of the 
groin would result in a northern migration of Pea Island and would 
serve as the needed protection for the bridge. 

While the development of the sand fillet adjacent to the groin 
was the desired outcome of the project, the construction permit 
required monitoring to insure that this accretion at the groin did not 
come at the expense of the downdrift shoreline.  Specifically, the 
permit required that the six miles of shoreline just south of the groin 
be monitored (Overton and Fisher, 1992). 

The monitoring program includes the analysis of aerial 
photographs taken every two months as well as immediately after 
severe storms, and field surveys collected twice each year.  In a 
separate effort the Corps of Engineers is also collecting data to monitor 
the performance of the terminal groin. These data include beach and 
bathymetric surveys in the project area and wave height and direction 
in the inlet. 

The bimonthly aerial photographs are the principal data used to 
monitor shoreline change. The photographs are made as close to 
spring high tide as possible, with the shoreline defined as the position 
of the wet sand line. 

The analysis of the shoreline change follows a modification of a 
procedure developed by Dolan, et al., 1978. For each set of aerial 
photographs, the position of the shoreline is measured relative to a 
fixed baseline offshore. The distance from the baseline to the shoreline 
is determined every 150 ft over the 6 mile length of monitored 
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shoreline. The shoreline position is digitized from the aerial 
photographs by NCDOT using an Intergraph Intermap Analytic 
Stereoplotter Workstation. The distance from the baseline to these 
digitized shorelines is then determined on a computer. 

Historical Erosion Rates 

In order to determine if the terminal groin is causing accelerated 
shoreline erosion, a comparison is made of the measured shoreline 
position with the position predicted from historical rates.  If the 
analysis indicates that current rate of erosion exceeds the historical 
rate, then NCDOT has agreed to correct the excess erosion by beach 
nourishment. Thresholds for action have been established based upon 
the assumption that 1 sq ft of erosion determined from the aerial 
photographs is equivalent to 1 cu yd of volume loss from the beach. 
Two thresholds are being used; 250,000 cu yd over a 1 mile shoreline 
segment, and 500,000 cu yd over a 3 mile segment. The threshold 
must be exceeded for several successive bimonthly survey intervals 
before remedial action is required (Overton and Fisher, 1992). 

The dates selected to establish the project historical erosion 
rates are September 19, 1984, and October 9, 1988. The 1984 date 
was chosen because it is the earliest record available after the Corps of 
Engineers initiated large scale hopper dredging in Oregon Inlet.  Since 
this hopper dredging may have accelerated the erosion of the north 
end of Pea Island, earlier photographs would potentially bias the 
calculation to lower erosion rates. The more recent date, October 
1988, was chosen because it is the most recent date prior to a severe 
storm (March 1989) which caused major erosion, and therefore might 
bias the erosion rates to higher values. 

Figure 3 shows the annual historical erosion rate based upon 
the September 1984 to October 1988 interval.  Mile zero in this figure 
is the location of a United State Coast Guard (USCG) Station, Figure 2. 
This station is approximately 2,000 ft south of the terminal groin.  In 
general the erosion rate along this portion of Pea Island is relatively 
high, with a mean value of about 27 ft/yr. The portion of the shoreline 
nearest the inlet is clearly the area of highest erosion, as one would 
expect near the inlet.  In this area the erosion rate has a maximum 
value on the order of 100 ft/yr. These relatively high erosion rates 
near the inlet clearly document the need for the construction of the 
terminal groin. 

The state of North Carolina uses a long term shoreline change 
rate for shoreline management purposes. This rate is determined from 
aerial photographs with a method similar to that used to monitor the 
terminal groin (McCullough, 1988).  In this case the long term rate is 
based upon the interval from 1945 to 1986. This Long Term Rate for 
the project area is also shown on Figure 3. The higher erosion rates 
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near the groin (between mile 0.0 and 1.0) are further indication of the 
increase in erosion in recent years. Further south the two 
erosion rates appear to converge. The greater variability in the Project 
Historical Rate relative to the Long Term Rate is a typical difference 
between short and long records of shoreline change. 

Beach Nourishment 

The initial plans for the terminal groin did not include beach 
nourishment. However, the project area has benefited from the 
continued maintenance dredging of Oregon Inlet for navigation 
purposes. The spoil from this dredging is currently being placed on 
the beach with the terminal groin project area.  Since the groin was 
completed in March 1991 there have been three separate Corps 
projects where the beach near the groin was used as a disposal site for 
the dredging operations. Table 1 summarizes these nourishment 
events. 

Table 1 
Summary of Beach Nourishment Activities 

Date Volume Location 
(cu yd) (miles south of USCG) 

April 1991 282,600 0.4-1.2 
Sept. 1991 157,600 0.2-0.4 
Aug. 1992 1,078,000 0.8-1.8 

Severe Storms 

In addition to the bimonthly aerial photographs, the monitoring 
program includes the analysis of any severe storms that might have 
significant impact along the project. There have been a number of 
large storms since the construction of the groin.  One of these, October 
1991 (The Halloween Storm) is estimated to have been larger than the 
1962 Ash Wednesday Storm (Dolan and Davis, 1992). The average 
immediate post-storm erosion along the project was about 75 ft for 
this storm.  In general, the storm history since the construction of the 
groin has been one of the most severe on record. However, while there 
is usually considerable erosion caused by the high waves and surge, 
the beach appears to be able to recover most of the short-term loss 
during the post-storm periods (Overton and Fisher, 1992). 

Shoreline Change Near the Groin 

The shoreline change within the first 3,750 ft south of the groin 
is shown in Figure 4.  October 5, 1989, represents the shoreline 
position just prior to groin construction.  Groin construction began in 
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October 1989, and thus the most recent date, October 1992 spans a 
period of three years. As expected, during this interval there has been 
substantial accretion at the groin itself. The area of accretion above 
the mean high water line is estimated to be approximately 2 million sq 
ft. This figure clearly illustrates the effectiveness of the groin in 
causing the northern end of Pea Island to accrete to the inlet, thus 
providing the needed protection for the bridge. 

Shoreline Change Over the Six Mile Study Area 

Figure 5 compares the Project Historical Erosion rate with the 
Current Project Erosion Rate (defined as the erosion rate computed 
from October 1989 to the present date) along the six mile study area 
starting at the Coast Guard Station. For the two miles closest to the 
groin there has been almost a complete reversal from erosion to 
accretion.  Mile zero on this figure is approximately 2,000 ft of the 
groin, and thus this accretion is south of the fillet area shown in 
Figure 4. However, the most recent dredging operation spoiled over 
1,000,000 cu yd of sand within the first two mile stretch shown on 
Figure 5. Therefore, much of the accretion shown in this area can be 
assumed to be due to this nourishment activity. For the remaining 4 
miles of the monitoring area there is essentially no difference between 
the erosion rates prior to and after groin construction based on the 
October 1992 shoreline position. 

Conclusion 

On the basis of the record of shoreline change since the 
construction of the Oregon Inlet terminal groin, there has been no 
adverse impact of the groin on the downdrift shoreline, Figure 5.   The 
combination of the sand trapping of the groin and the three beach 
nourishment projects has resulted in substantial accretion near the 
groin.  Further south the erosion rates before and after groin 
construction are essentially the same. During the three years of 
monitoring the "excess erosion thresholds" have been reached three 
times, but the beach has recovered naturally by the date of the 
succeeding bimonthly surveys. Thus, NCDOT has not had to take any 
remedial actions to mitigate the impact of the groin. 
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CHAPTER 180 

Numerical simulation of sand in plunging breakers 

C. PEDERSEN1, R. DEIGAARD2, J. FREDS0E3 AND E.A. HANSEN4 

ABSTRACT 

A discrete vortex model has been applied to describe plunging breakers. The 
wave breaking is represented by a jet of water impinging on the surface in front of 
the wave crest. The suspension of sediment has been modelled by a mixed diffusion 
- convection scheme. Preliminary results in the form of vector plots of the flow 
field and concentration profiles are presented. 

INTRODUCTION 

The surf zone is important for the coastal sediment transport due to the intense 
production of turbulence and vorticity associated with the wave breaking. 

The surf zone is traditionally divided into two regions (Svendsen et al. 1978), the 
outer surf zone and the inner surf zone. This differentiation is in particular impor- 
tant for the plunging breaking case, where the flow structures in the two regions 
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'Professor, ISVA. 
4Senior research engineer, Danish Hydraulic Institute (DHI), Agern Alle 5, DK-2970 
H0rsholm, Denmark 

2344 



PLUNGING BREAKER MODEL 2345 

deviate distinctively. In the outer surf zone, the first often violent transformation 
of the waves takes place. The wave height is reduced rapidly, and the corresponding 
loss in wave energy is transformed partly into small scale turbulence and partly into 
kinetic energy in a series of coherent large scale eddy structures, which can stretch 
over the entire local water depth (see eg. Miller, 1976). In the inner surf zone, the 
first violent transformation has ceased and the waves migrate towards the shore as 
turbulent bores. Due to its complex structure, modelling of the flow in the outer 
surf zone is scarce. 

The shoaling process and the 
transformation of a wave until 
the initiation of breaking can be  
described    by   potential    flow ^ trapped air 
theory, and potential flow mo- 
dels are able to represent a plun-   7777777777^-^^^ 
ging breaker until the time when / 

the forward moving jet touches 
the water surface in front of the Fi8- l     Jet implement in plunging 
wave  crest,   fig.   1,   (Longuet breaking wave. 
Higgins & Cokelet, 1976). 

Outside the surf zone the turbulence is mainly generated in the near-bed boundary 
layer and the sediment transport can be described by the turbulent diffusion equation 
in connection with a model for the combined wave-current boundary layer, (Freds0e 
et al. 1985). 

In the inner surf zone, the bore-like broken waves generate turbulence and 
vortices. The variation in time and space of the turbulence and the suspended 
sediment can with some accuracy be described by a turbulence model which is 
coupled with a boundary layer model and the turbulent diffusion equation for the 
suspended sediment, (Deigaard et al 1986). 

The present work is dealing with the situation when the breaking wave plunges, 
i.e. from the moment when the description by the potential theory breaks down and 
before the quasi-steady bore approach has become valid. Two mechanisms are 
dominant for the production of turbulence and vortices. 

The flow pattern generated by the jet impingement on the surface in 
front of the wave crest, see fig. 2. 

The topologically generated vorticity, see fig. 3. At the instant the 
jet impinges on the water surface, the domain occupied by the fluid 
in a vertical section changes from being simply connected to being 
doubly connected. There is a circulation around the water enclosed 
core, leading to the formation of a vortex, (Battjes 1988). 



2346 COASTAL ENGINEERING 1992 

^r 

Fig. 2   Vorticity generated by 
impinging jet. 

Fig. 3  "Topologically generated" vortex. 

The mathematical model will concentrate on the first mechanism, describing the 
effects from the impinging jet. 

THE HYDRODYNAMIC MODEL 

General 

Despite a large interest in the plunging breaking process over the recent years, the 
consequent extensive experimental examinations of the mechanisms involved have 
not yet provided a generally accepted model for the physical process. There are 
numerous suggestions to how the flow-field develops from the moment of impinge- 
ment by the jet on the surface, ranging from complete deflection to total penetration 
of the jet, (Peregrine 1983). The entrainment in- and subsequent escape of air from 
the water column is accentuated as a main cause for turbulent mixing by some 
authors, while it is considered insignificant to the flow structure by others. 

The varying opinions may partly be due to the complexity of the flow and the 
accompanying difficulties in performing experimental investigations, but may also 
result from the fact, that the regime of breaker types are of a more continuous than 
discrete character. Plunging breaking ranges from the transition from spilling 
breaking to the transition to surging breaking, (Galvin 1968), spanning over large 
differences in the magnitudes of the processes involved. 

The present study is based on a "well developed" plunging breaking wave, where 
the jet is assumed to penetrate the water surface in front of the crest as found by 
Jansen (1986). Effects from the entrainment of air include variable density, 
buoyancy and compressibility of the fluid. This might be of considerable importance 
close to the surface, but towards the bottom, the influence is assumed to be less 
pronounced, and as a first approach it will be neglected, assuming the density of the 
fluid to be uniform throughout the domain. 
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The formation of large-scale vortices - "breaker vortices" is generally emphasized 
as one of the most important features in connection with the exchange of momentum 
and turbulence with the lower part of the water column (see e.g. Miller 1976). This 
makes the breaker vortices prime factors in the agitation and suspension of sediment. 
Nadaoka (1989) further points to the existence of "obliquely descending" eddy 
structures. For simplicity it has been chosen to treat the problem two-dimensionally 
in a vertical plane perpendicular to the incoming wave fronts - neglecting possible 
three dimensional effects in the long shore direction. The observed flow field in this 
plane comprises the breaker vortices, which are large scale, coherent, vortical flow 
structures embedded in a highly turbulent region, and therefore calls for a numerical 
model capable of providing a fine spatial resolution. 

Discrete vortex model 

The discrete vortex model (DVM) directly simulates the distribution of rotation 
in the fluid by modelling the rotation as "vorticity particles", which for each 
timestep are assigned convective and diffusive translations in space. This should 
fulfill the requirement of spatial resolution of the vorticity in the interior of the 
computational domain. A simple technique based on superposition of a jet on a non- 
breaking potential-theory wave has been implemented to simulate the free surface. 
The emphasis is put on the inner flow field composed of the wave orbital motion and 
the generation of vorticity due to the jet. 

The implemented version of the discrete vortex model is largely similar to the one 
described by Asp Hansen et al. (1992) and will only be described briefly here. An 
extensive review of vortex methods has been given by Sarpkaya (1988). The 
boundary conditions at the surface are unique to the present application of the model 
and will be described in further detail. The governing equations, which are found 
from the Navier Stokes equations for incompressible flow in two dimensions 
combined with the continuity equation, are the vorticity transport equation: 

(1) 
dw dto        3co        5(0 

=        + u    + V  
dt dt          dx         dy 

and the Poisson equation: 

V2^   =   w P) 

Here u and v are the velocities in x- and y direction respectively, v is the kinematic 
viscosity, o> is the vorticity given by: 

du       dv s^s. 
dy      dx 
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and \j/ is the stream-function given by: 

„ = i*   ;  V = - i* (4) 
dy dx 

The vorticity transport equation consists of a convective and a diffusive part: 

^wconv ..3(0      ..dw 

dt 

u^. - v^ (5) 

^(o (6) 

3f dx dy 

Numerically, the governing equations are solved by letting discrete vortex 
particles represent the vorticity. Each particle has a position in the (x,y) plane and 
a circulation strength r. Further, a finite difference grid is introduced and the cal- 
culations performed according to the "cloud in cell" method (Christiansen 1973, 
Stansby & Dixon 1983). This involves redistribution of the rotation, represented by 
the discrete vortex particles, to the grid, in which a finite difference version of the 
Poisson equation is solved. This leads to the stream function ^(x,y) and thereby the 
velocity in the grid points (equations 4). The velocity at the position of each particle 
is found from interpolation, and the convective movement of the discrete particles 
is performed. The diffusion is simulated by ascribing each particle a small dis- 
placement obtained through a random walk procedure. The displacements satisfy a 
Gaussian distribution, as required by equation (6). 

Advancing the solution of a given problem with certain boundary conditions one 
timestep basically involves the following steps: 

1. Solve Poisson's equation (gives ^(x,y)) 

2. Determine the velocity field from \p(x,y) 

3. Apply new rotation (discrete vortices) to satisfy boundary conditions 

4. Move the vortices convectively - equation (5), and approximate a 
solution to the diffusive transport, equation (6), by use of a random 
walk procedure 

This is a combination of a Lagrangian and an Eulerian description. The discrete 
vortices are tracked and moved in a Lagrangian fashion, while the Poisson equation 
is solved in an Eulerian mesh, making the method numerically effective. The cloud 
in cell method is especially beneficial for a large number of vortices, which is 
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essential to satisfy boundary conditions and resolve the flow accurately. 

The model is implemented in a curvilinear grid, which is generated by solving the 
Laplace equation for a specified flow through the computational domain. 

Boundary conditions for stream function 

To solve the Poisson equation (2) in a grid, the stream function \p needs to be 
specified along all boundaries of the domain. In the curvilinear grid, the bottom is 
itself a streamline, implying that t/wom is constant. 

At the surface, the problem of representing a plunging breaking wave in a fixed 
grid has been approached by splitting the plunger into two parts: An irrotational 
"basis wave" and a "jet" of water. The two components are calculated separately 
based on the mean water level and subsequently superimposed in the model, see fig. 
5. 

The boundary conditions corresponding to the basis wave - a non-breaking 
progressive wave - are computed by employing an irrotational formulation of the 
present model, including a linearized free surface, to the domain and then simulate 
a wave flap at one side. The "free surface" is established on the basis of the 
kinematic (7) and the dynamic (8) boundary conditions: 

dy  =   *±dt+^dx (7) 
dt       dx 

du     du     du _ _J_ 3p (Q\ 
dt+Udx+Vdy~    p dx Fig. 4 Definition sketch 

Introducing the stream function (4) in the kinematic condition (7) yields: 

_ 3i|r    _    dr\       dijf ch\ 
dx dt       dy dx 

(9) 

Linearizing the dynamic condition (8) eliminates the two convective terms: 

du I dp 
dt p dx 
du_     1 dp (1Q) 



2350 COASTAL ENGINEERING 1992 

Using shallow water theory (hydrostatic pressure distribution) the horizontal pressure 
gradient is determined by the change in surface elevation: 

£    =   P^ (ID dx ax 

which introduced in (10) together with the stream function (4) leads to: 

4<£> = -*%• (12) 
dt  dy ox 

Cross diffentiating and combining the kinematic and the dynamic conditions yields: 

1^^   =   l± (13) 
g dt2   dy dx2 

which has been integrated over the depth and implemented in a discrete version in 
the model. 

When the boundary conditions (</<) corresponding to a non-breaking wave have 
been determined, breaking is simulated by decreasing the wave height from the point 
of breaking and superimposing a jet on the surface in front of the wave crest. The 
jet (or pulse) is specified as a vertical velocity component and is moved shoreward 
with the wave celerity (see fig. 5 & 6). The width, velocity and area of impinge- 
ment of the jet are specified as functions of time. To satisfy the continuity equation 
at any time, the water flux introduced in the jet is taken at the crest region, see fig. 
5. 

Fig. 5   Velocity components introduced to simulate       Fig. 6    Vorticity is intro- 
jet and satisfy continuity. duced between A and B. 

The sketched method is obviously quit crude, neglecting effects like the 
entrainment of air and the formation of a turbulent bore. Since the main interest is 
not the surface features, but rather the convection/diffusion of vorticity into the flow 
and the eventual effect on the bottom, the technique can serve as a first approach. 
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Generation of vorticity. 

The vorticity can only result from shear layers due to forced velocity gradients at 
the boundaries. At the bottom, the no slip condition has to be satisfied, while at the 
surface, the jet is introduced as a velocity field forced upon the initial potential flow 
field arising from the migrating wave. At the surface, the definition of the vorticity: 

„    =    *!-.£ (14) 
dy       dx 

is used to specify the circulation. The horizontal gradient in v has already been 
specified through \j/, while the vertical gradient in u determines the angle of intrusion 
of the jet. The flux of vorticity during each timestep is calculated through the infor- 
mation about the production of vorticity and the vertical velocity. It is introduced 
as discrete particles at the position of the jet (from A to B in fig. 6). 

At the bottom, the approach by Asp Hansen et al. (1992) has been implemented. 
Vorticity is introduced based on a calculation of the flux of vorticity in the boundary 
layer. The production of vorticity only depends on the velocity U0 at the outer limit 
of the boundary layer, while the distribution over the depth depends on the velocity 
profile and boundary layer thickness. Based on simplifying assumptions (a logarith- 
mic velocity profile in the boundary layer; onset and development of a new boundary 
layer every time the flow reverses; only slight curvature of the boundary), the 
boundary layer thickness 5 and the friction velocity Uf are found from an approach 
introduced by Freds0e (1984) to solve the momentum equation for the boundary 
layer as derived by Von Karman: 

6 8 6 

—dy + —lou2dv - un—foudv   =   -o-£ - T„ (15) /pi^ + Tx[
pu2dy ~ u°Txlpudy = "6 

ax    T° 

The outer velocity U0 is as a rough approximation taken at a fixed level above the 
bottom. 

SEDIMENT TRANSPORT 

A widely used method to model suspended sediment is by applying a diffusion 
equation in the vertical direction. This requires knowledge of the vertical 
distribution of the turbulent quantities of the flow, e.g. represented by the eddy 
viscosity vt, which in the present case has a highly non-uniform character. Close to 
the plunging point, the convection in the vertical direction due to the large scale 
vortical structures is expected to be dominant, for which reason the diffusion-model 
is not feasible. 
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To take full advantage of the spatial resolution of the flow provided by the 
discrete vortex model, the sediment is represented by a Lagrangian model when it 
has been brought away from the bottom. Because it is impossible to trace every 
single grain, the sediment brought into suspension is modelled as "concentration 
particles", each representing a certain amount of sediment - much like the case for 
the discrete vortex particles. In the outer flow, the concentration particles are 
relocated on a pure convective basis with a fall velocity added. The diffusion due 
to the small-scale turbulence, which is not resolved in the hydrodynamic model, is 
assumed negligible compared to the convective transport. 

In the near-bed boundary layer the small scales of turbulence are important for the 
vertical transport of sediment through diffusion. This cannot be resolved by the 
hydrodynamic model, as it would require a grid with mesh-size in the order of the 
diameter of the sediment grains. Instead, a boundary layer description based on a 
diffusion process developed by Asp Hansen et al. (1992) has been employed. 

The near-bed concentration of sediment <\ is required as a boundary condition for 
the diffusion model. The approach by Engelund and Fredsge (1976), relating the 
sediment concentration at a distance of twice the grain diameter above the bed to the 
Shields parameter has been employed.  The Shields parameter 0 is defined as: 

6   =        Uf (16) 
(s-l)gd 

in which s is the relative density of the sediment, g is the acceleration of gravity, d 
is the grain size and Uf is the friction velocity obtained from the boundary layer 
model. 

For each timestep the flux of sediment through the level 2d is calculated as 
function of x and introduced in the model as "concentration particles". From the 
time it is introduced till it settles on the bottom, each particle is tracked in a 
Lagrangian fashion. In the boundary layer a Monte Carlo simulation is used to 
simulate the diffusion. This is performed in a similar way as for the vortex particles 
by use of random displacements following a Gaussian distribution. 

RESULTS 

The examples of output pre- 
sented are based on the domain    i 
shown in fig. 7.   The shoaling 
waves   are   propagating   from /777777^77777////7 

right to left.   Breaking is simu- " IFV 
lated from the point where H/D 
reaches 0.8, which occurs Fig. 7 Model domain 
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Fig   8     Vector plot of velocity field from waves migrating through the model 
domain. The time between each picture is 1.5 s with a wave-period of 6.55. The 
black dots superimposed on the vector plot represents suspended sediment. 
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at a water depth of 1.3 m. The wave period is 6.55 sec, the sediment is uniform 
with a grain size of d=0.2 mm., a relative density of s=2.65 and a settling velocity 
of ws=0.022 m/s. 

Fig. 8 shows vector plots illustrating the velocity field at various stages. Suspended 
sediment, represented by concentration particles, is shown as dots. The surface 
profile represents the wave without the effect from the jet. Picture "a" is a situation 
before breaking of the first wave, while breaking is occurring in "b". Suspended 
sediment is still confined to the near-bed region. In "c" one major vortex structure 
has formed together with weaker disturbances, and in picture "d" these have started 
convecting sediment into the upper reaches of the flow field. This process develops 
further in "e" and "f", where the next wave enters the domain. 

a) 

_i l 
-8.0     -7.0     -6.0     -5.0     -4.0     -3.0     -2.0     -1.0      0.0        1.0        2.0        3.0        4.0        5.0 

X   (m) 

Fig. 9 "Frozen" picture after 10 waves, a) Velocity vectors and particle positions, 
b) Contours of concentration in the domain. 

Fig. 9.a depicts a situation after several waves have passed the area. The 
suspension of sediment is clearly associated with the large-scale vortex structures in 
the flow and occurs as plumes of high concentration. This is also seen in fig. 9.b, 
which shows a contour plot of the concentration at the same moment as 9.a. The 
plunge point is situated at x=0, and the mean water level is at y=0. The 
concentration close to the bottom is not resolved accurately in the plot because of the 
very high concentrations in the thin boundary layer. The concentration in the 
plumes reaches values of up to 7 g/1 («2.6*103 nvVm3). 
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-2.0     -1.0      0.0 

Fig. 10 Concentration averaged over 5 wave periods 

Fig. 10 shows a contour plot of the time averaged concentration. The time avera- 
ged concentration is highest between 3m and 4m inshore of the plunge point. This 
coincides with the position where the major vortex formed at breaking reaches the 
bottom, as seen from fig. 8. The concentration in fig. 10 has been averaged over 
5 wave periods after a "quasi-steady" state has been reached with balance between 
sediment brought into suspension and sediment settling to the bottom. A more 
uniform distribution could possibly be obtained by averaging over a higher number 
of periods. The concentration close to the side boundaries of the domain is 
underestimated because particles are allowed to be convected out of the domain 
through the boundaries under the influence of the orbital motion of the fluid, while 
no sediment is reintroduced through the boundaries when the flow is directed into 
the domain. 

* * H- *-* x~ — 6.5 
DDDOP   X = ~3.5 
AdAM  x^ —0.5 
00000 x=   2.5 

0.10     0.20     0.30     0.40 0.50     0.60 
C   (g/l) 

O.OE+000 1.0E-004 2.0E-004 
C   (volume) 

3.0E-004 

Fig. 11  Time averaged concentration profiles at selected positions relative to the 
plunge point. 
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Fig. 11 shows the concentration plotted as function of the dimensionless position 
above the bottom (y/D) for selected distances relative to the plunge point. The 
profiles differ distinctively from the "usual" diffusion profile, which can be 
contributed to the dominating role of convection. 

CONCLUSIONS 

The discrete vortex model is capable of resolving the major vortex structures of 
the flow, which by convection brings sediment from the near-bottom region to the 
upper reaches of the water column. The small-scale turbulence in the boundary 
layer cannot be resolved by the discrete vortex model, as this would require too fine 
discretization in space and time. Instead a diffusion model has been used to simulate 
the suspension of sediment in the boundary layer. 

Under the influence of the wave motion and the vortex structures created by the 
wave breaking, the sediment is converted through the model domain as unevenly 
distributed plumes. Preliminary results show, that with waves breaking at a water- 
depth of 1.3 m and sediment represented by a grain size of 0.2 mm., a relative 
density to water of 2.65 and a settling velocity of 0.022 m/s, the concentration in 
the plumes may reach values of 7 g/1 (=2.6*10"3 m3/m3). The time-averaged 
concentration away from the bottom reaches a value of 1 g/1 at a position approxima- 
tely 2 times the local water depth in-shore of the plunge point, and decreases 
towards both sides. 

ACKNOWLEDGEMENT 

This work was undertaken as a part of the MAST G6 Coastal Morphodynamics 
research programme. It was founded jointly by the Danish Technical Research 
Council (STVF) under the programme "Marin Teknik" and the Commission of the 
European Communities, Directorate General for Science, Research and Develop- 
ment, under MAST contract no. 0035-C. 

REFERENCES 

Asp Hansen E., J. Freds0e, R. Deigaard, 1992, "Distribution of suspended sediment 
over wave-generated ripples", submitted for publication. 

Battjes J.A., 1988, "Surf-zone dynamics", Annual Review of Fluid Mechanics, 
1988, Vol. 20, pp. 257-293. 

Christiansen J.P., 1973, "Numerical simulation of hydromechanics by the method 
of point vortices", Journal of Computer Physics, Vol. 13, pp. 363-379. 



PLUNGING BREAKER MODEL 2357 

Deigaard R., J. Fredsoe, I. Broker Hedegaard, 1986, "Suspended sediment in the 
surf zone", J. of Waterway, Port, Coastal and Ocean Engineering, ASCE, Vol. 112, 
No. 1, pp. 115-128. 

Engelund F. and J. Freds0e, 1976, "A sediment transport model for straight alluvial 
channel", Nordic Hydrology, Vol. 7, No. 5, pp. 293-306. 

Fredsoe J., 1984, "Turbulent boundary layer in wave and current motion", J. of 
Hydraulic Engineering, ASCE, Vol. 110, No. 8, pp. 1103-1120. 

Fredsoe J., O.H. Andersen, S. Silberg, 1985, "Distribution of suspended sediment 
in large waves", J. of Waterway, Port, Coastal and Ocean Engineering, ASCE, Vol. 
Ill, No. 6, pp. 1041-1059. 

Galvin C.J., 1968, "Breaker type classification on three laboratory beaches", Journal 
of Geophysical Resources, Vol. 73, pp. 3651-3659. 

Jansen P.C.M., 1986, "Laboratory observations of the kinematics in the aerated 
region of breaking waves", Coastal Engineering, Vol. 9, pp. 453-477. 

Longuet-Higgins M.S. and E.D. Cokelet, 1976, "The deformation of steep surface 
waves on water I, a numerical method of computation", Proc. of the Royal Society, 
London, A 350, pp. 1-26. 

Miller R.L., 1976, "Role of vortices in surf zone prediction: Sedimentation and 
wave forces", Beach and Nearshore Sedimentation, SEPM Spec. Pub. 23, pp. 92- 
114. 

Nadaoka K., 1989, "Structure of the turbulent flow field under breaking waves in 
the surf zone", J. Fluid Mechanics, Vol. 204, pp. 359-387. 

Peregrine D.H., 1983, "Breaking Waves on Beaches", Annual Review of Fluid 
Mechanics, 1983, Vol. 15, pp. 149-178. 

Sarpkaya T., 1989, "Computational methods with vortices - the 1988 Freeman 
Scholar Lecture", J. of Fluids Engineering, Vol. Ill, pp. 5-52. 

Stansby P.K., A.G. Dixon, 1983, "Simulation of flows around cylinders by a 
Lagrangian vortex scheme", Appl. Ocean Res., Vol. 5, No. 3, pp. 167-178. 

Svendsen I.A., P.A. Madsen, J.B. Hansen, 1978, "Wave characteristics in the surf 
zone", Proc. 16th conf. on coastal eng. 1978, pp. 520-539. 



CHAPTER 181 

Shingle Beach Profiles and Wave Kinematics 

Keith A. Powell,1 Paul A. Quinn,2 and Clive A. Greated3 

Abstract 

An extensive experimental project has been undertaken, in two parts, to mea- 
sure both the formation of shingle beach profiles due to wave attack and the wave 
velocity fields using the technique of Particle Image Velocimetry (PIV). The for- 
mer was achieved with moveable beach experiments carried out in the wave basin 
at HR Wallingford, and the latter on models in the 9.75m wave flume in The 
University of Edinburgh. Waves of several JONSWAP spectra, reflecting storm 
conditions, were allowed to impinge normally on an initial slope of 1:7, the re- 
sulting profiles were found to reach dynamic equilibrium after about 3000 wave 
periods. These profiles were modelled at The University of Edinburgh for the 
wave velocity measurements using the relatively new technique of PIV. This tech- 
nique has the benefit of providing very accurate, full-field, instantaneous velocity 
data. In these experiments monochromatic waves were measured on smooth, im- 
permeable beaches although the extension to multi-frequency waves on rough, 
permeable beaches is planned for the near future. The effect of the increased 
backwash component typical of these steeper beaches is dealt with in some detail. 

Introduction 

The stability of beach profiles, especially under storm conditions, is an impor- 
tant factor in coastal defence and environmental issues. One of the fundamental 
requirements for a better insight into such coastal processes, is the accurate mea- 
surement of the velocity fields of waves breaking on such beaches. In this study 
the relatively new technique of Particle Image Velocimetry (PIV) has been used 
to realise the latter. The project has been carried out in two parts. Firstly at HR 
Wallingford moveable beach experiments were carried out to measure the profile 

'Group Manager, HR Wallingford, Wallingford, Oxon, OX10 8BA, U.K. 
2Research Associate, Fluid Dynamics Unit, Physics Department, The University of Edin- 

burgh, Edinburgh, EH9 3JZ, U.K. 
3Director, Fluid Dynamics Unit, Physics Department, The University of Edinburgh, Edin- 

burgh, EH9 3JZ, U.K. 
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change in the beach from an initial 1:7 plane slope, which is typical of the shingle 
beaches being modelled. The second part of the experiments, to measure the 
velocity fields of the breaking waves, was carried out in the 9.75m wave flume 
at Edinburgh University which has been custom built for PIV measurements. 
Shingle, or gravel, beaches are common around the U.K. coastline and as the 
material has a much larger diameter than sand (typically 10-50mm D50), it can 
tolerate steeper beach slopes and provides a good defence material (Powell, 1988). 

In general, under storm conditions, the beach profile adopts a formation with 
a bar at the breaking point, a relatively flat breaking zone and a steep scarp 
formed by the run-up, just above the Still Water Line (SWL). The length of the 
relatively flat breaking zone is related to the energy of the incoming wavefield. A 
typical beach profile is shown in Figure  1. 

Scarp 
~yr Breaking Point 

"' X / SWL 
^s   0.0- 
E 
x: 

•0.5- 

I I I I I I I I I I I I I 1 I I I I I I I 1 I I I I I I I I I I I I I 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 

Length(m) 

Figure 1: General shingle beach profile formed in a storm 

Beach Profile Experiments 

Experiments were carried out in the wave basin at HR Wallingford to mea- 
sure the beach profile change in response to many wave conditions. The beach 
consisted of coal particles approximately 3.2mm D50, chosen to ensure the correct 
sediment response at the model scale of 1:17. The beach was initially inclined at 
1:7 for each experiment, and waves of various JONSWAP spectra were incident 
normal to the beach. Waves were created by three 5m absorbing wave boards. 
The beach profile was measured every 500 waves to establish beach stability and 
evolution. It was found that after 3000 wave periods the beach had reached dy- 
namic equilibrium, and was therefore effectively stable. 

The beach profile was measured automatically by a computer driven tactile 
probe which was mounted on a rig positioned above the wave basin. The rig was 
stepped in an offshore direction and at each step the probe was lowered until 
it touched the beach when the height was recorded.  It was then retracted and 
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stepped onto the next position. 

Four profiles were selected for the PIV experiments to be carried out in Ed- 
inburgh. These correspond to the profiles obtained from the wave spectra shown 
in Table 1. 

Profile Haig (m) •* mean [8/ •* peak {S) Steepness 
1 0.106 1.17 1.35 0.05 
2 0.085 1.16 1.33 0.04 
3 0.068 1.20 1.38 0.03 
4 0.105 1.57 1.81 0.02 

Table 1: Wave Parameters for Profiles to be used in PIV tests. 

Figure 2 shows three of the four profiles to highlight the effect of the different 
wave conditions. In particular one should note that the size of the scarp increases 
with wave energy and tends to move quite significantly in an offshore direction, 
making the relatively flat breaker zone shorter with increasing wave energy. 
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Figure 2: Different profiles formed from the various wave conditions. 

Wave Velocity Measurements 

The wave velocity fields were to be measured using the technique of Parti- 
cle Image Velocimetry (PIV). This method obtains very accurate, instantaneous, 
full-field velocity data of the flow to be measured. It is an optical method and 
therefore non-intrusive. It is beyond the scope of this paper to discuss this tech- 
nique in detail, however Adrian (1988) gives a good introduction and the follow- 
ing papers deal more specifically with hydrodynamic applications, in particular 
Greated et al (ICCE '92), (Gray k Greated, 1988; Quinn et al, 1991). As this is 
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a relatively new technique a brief outline of PIV is included. 

PIV is a two stage process involving initially photographing the seeded flow 
which is illuminated stroboscopically. The shutter of the camera is held open for 
several light pulses so that multiple images of the seeding particles appear on the 
film. The developed negative is then analysed point-by-point on an automated 
system to measure the average displacement of the particles at each point. This, 
coupled with the knowledge of the light pulse period, yields the velocity at each 
point in the field. The pulsed illumination is provided by a scanning beam system. 
The beam of a 15W Argon ion laser is scanned by a rotating octagonal mirror 
along a parabolic mirror which reflects the light in a vertical "sheet" up into the 
tank. This method of illumination has proved to be the best for hydrodynamic 
flows (Gray et al, 1991). 

The analysis method used is the so-called "Young's Fringe" method. The 
developed negative is probed systematically by a low power He-Ne laser with a 
beam diameter of about 1mm. The multiple images of the seeding particles cause 
interference of the laser beam and the light field transmitted by the negative is 
focussed by a lens forming Young's fringes on the array of a ccd camera. This 
is transferred to a microcomputer via a frame-grabber and a second mathemati- 
cal Fourier transform is performed to obtain the autocorrelation plane, the first 
Fourier transform having been performed optically by the lens in front of the ccd 
camera. Peaks formed by the autocorrelation of a particle with its nearest image 
are located using a peak detection program, yielding the average displacement 
in that small interrogation region. As the illumination scan time is known the 
velocity at this point is obtained. The computer then steps the translation stage 
holding the negative onto the next position and the process is repeated. 

The inherent accuracy of this technique is one of its main advantages, typical 
errors range from 1.2% for velocities with small velocity gradients across the in- 
terrogation region in the centre of the imaged flow field, to 5.9% for high velocity 
gradients at the edge of the imaged flow field. It is the velocity gradient across the 
interrogation region which causes the greatest loss of accuracy, and in extreme 
cases can cause signal drop-out (Quinn et al, 1991). 

One practical requirement for PIV experiments is the large degree of optical 
access. The wave flume at Edinburgh University was designed specifically for PIV 
experiments and has glass walls and bottom. It is 9.75m long, 0.4m wide and 
1.0m deep with a SWL of 0.75m. The waves are created by a computer driven 
hinged, absorbing wave maker (Salter, 1982). The laser beam illumination enters 
through the bottom of the tank and can illuminate a region up to lm in length. 
A consequence of this is that the laser beam has to pass through the beach in 
order to illuminate the wave field. This is achieved by building the beach in two 
halves, with a 10mm gap running longitudinally down the middle. This gap is 
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covered by thin transparent plastic to maintain the shape of the beach and the 
optical access required. A section of the tank with the scanning beam system 
and measurement zone is shown in Figure 3. 

Free Surface .Beach Profile 

Adjustable 
Supports 

l-Beams 

Figure 3: The wave tank, beach and illumination system 

As several beach profiles had to be made an elaborate supporting system was 
designed enabling all the profiles to be made with the same apparatus. Two 
pairs of fibre-glass "I"-beams provide the main support for the beach, individ- 
ually adjustable supports are attached to this to hold the beach surface in the 
correct position. These supports can be located discretely along the length of 
the "I"-beams and continuously adjusted vertically. The beach surface is made 
from 10mm thick "Coplast" plastic sheet, except for the breaker region where 
3mm thick perspex sheet is required to adopt the more complicated profile. A 
photograph of the structure of the beach is shown in Figure 4. 

PIV Experiments 

As the area of interest of the beach was seaward of the scarp, it was possible 
to work at a larger scale of 1:10 than the experiments at HR Wallingford. The 
waves chosen for the present study were monochromatic waves whose frequency 
matched the mean frequency of the appropriate spectrum and whose height was 
derived from the significant wave height according to the relations given by: 

H = V%H„ Hr< 4 

The use of monochromatic waves may seem unjustifiable at first, however, this 
choice was made mainly due to the fact that PIV produces a spatial distribution 
of the velocity field at an instant, and so measuring a constantly varying wave 
field as in a JONSWAP spectrum, would provide results of dubious value. One 
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Figure 4: The beach structure 

further consideration is that although the beach still reacts to individual waves, 
the average effect of the spectrum has resulted in a stable profile, hence our use 
of the mean wave frequency. It is intended, however, to measure bi-chromatic 
and possibly tri-chromatic waves in the future to represent the original spectra 
more accurately. This is important as the use of monochromatic waves excludes 
the significant effects of wave grouping and surf beat. 

The wave conditions now Froude scaled in the ratio 1:10 are shown in 
table 2. 

Profile Frequency(Hz) Wave Height(mm) 
1 0.655 63.72 
2 0.660 50.10 
3 0.640 40.80 
4 0.490 63.10 

Table 2: Wave Parameters used in PIV tests. 

Measurements were made all along each beach for all of the above wave con- 
ditions. At each measurement position four phases of each wave were recorded. 
In this way a complete flow field all along the beach could be obtained for four 
phases of all of the waves. 
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Results 

Some examples of vector plots and PIV photographs of waves measured on 
the first two profiled beaches are shown. The main points to note are the detail 
of the PIV measurements and the shape of the breaking waves. 

Figures 5, 6 and 7 show vector plots of the three positions near the breaking 
point on beach profile 2. Figure 7 shows a surging breaker is formed on this 
beach. Figure 8 shows the same position with the phase changed by 7r radians. 
The maximum velocity in Figure 7 is 0.35ms-1 which is considerably less than 
the maximum velocity in the backwash, shown in Figure 8, which is 0.74 ms-1. 
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Figure 5: Profiled Beach 2, /=0.66Hz, #=50.1mm, Posn.: 3 

The photographs in Figures 9 and 11 and the vector plot in Figure 10 show 
three different frequency waves breaking on beach profile 1. This has a longer 
breaking zone than profile 2 and a less steep scarp. In all cases plunging breakers 
are observed. 

Discussion 

One of the most significant properties of steep beaches is the increased back- 
wash component, which is further emphasized by the length of the relatively flat 
breaking zone and the formation of a steep scarp just above the SWL. The effect 
of this scarp is to rapidly halt the run-up. This, coupled with the fact that for 
the higher energy waves the length of the breaking zone is shorter (Figure 2), 
results in the backwash being formed very quickly after the wave has broken. 
The returning flow can suppress the degree to which a plunging breaker is formed 
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Figure 6: Profiled Beach 2, /=0.66Hz, tf=50.1mm, Posn.: 2 

to the extent that for the case of the second beach profile surging breakers are 
evident (Figure 7). In the case of a relatively long breaking zone or a plane beach, 
the increased length of run-up gives time for the incoming wave to break before 
the backwash is completely formed. This is evident from Figures 9, 10 and 11 
on profile 1 where plunging breakers are still formed. 

With a wall-like scarp just above the SWL a "standing-wave" is formed in the 
breaker zone with the almost total reflection being driven by the incoming waves. 
Obviously this effect is emphasized in these experiments as only monochromatic 
waves are being measured on an impermeable slope, however, this is perhaps the 
effect the beach is "trying" to achieve in order to absorb the most energy. 

The formation of a "standing wave" in the breaker zone will be affected greatly 
by multi-frequency waves, not only because they all by definition have different 
periods, but also because they will break at different positions. In addition to 
this the permeability of shingle beaches is particularly important due to the large 
material size. There is significant flow into the beach above the MSL and also 
within the beach itself. This "draining" of water from the run-up will affect the 
amount of water returning in backwash. 

Conclusion 

Experiments to measure the profiles of shingle beaches formed in simulated 
storm conditions by waves of various JONS WAP spectra have been carried out. 
The modelling of these beaches for wave velocity measurements using PIV has 
also been successful. The detail of the results obtainable from this measurement 
technique has been shown for the case of monochromatic waves on impermeable 
beaches. Whilst it is hoped that these results can be used for comparison with 
numerical models, the extension to measuring multi-frequency waves on imper- 
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meable slopes would seem the obvious next step. 
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Figure 7: Profiled Beach 2, ,/=0.66Hz, #=50.lmm, Posn.: 1 
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Figure 8: Profiled Beach 2, ^=0.66Hz, fl=50.1mm, Posn.: 1 

Figure 9: Profiled Beach 1, /=0.655Hz, tf=63.1mm, Posn.: 1 
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Figure 10: Profiled Beach 1, /=0.66Hz, fl=50.1mm, Posn.: 1 
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Figure 11: Profiled Beach 1, /=0.64Hz, #=40.8mm, Posn.: 1 



CHAPTER 182 

Beach Changes and Sediment Movement in the Surf Zone 

Zbigniew Pruszak & Ryszard B. Zeidler 1 

Abstract 

The South Baltic Sea coastal zone investigated in the years 1983-1989 belongs 
to multi-bar dissipative ones, with an average slope of 1.5% and sand grain size 
.050=0.22 mm. EOF have exhibited the most common locations of bars (e2x) 
and the most intensive bed changes (e3x). Particularly conspicuous are the bed 
changes about the inner bar (depths about 3 m). Radioisotopic irydium glass 
tracers have been employed in three different subzones of the shore profile; 
50-60 m from shoreline (depths h of 0.8-1.2 m), 200-250 m (ft=2-3 m), and 
some 350-450 m (ft=4-5 m), respectively. 

During storms the most intensive sediment motion occurs in the second sub- 
zone, where the longshore sediment transport rate q reaches 40 to 100 kg/(mh). 
Closer to shoreline (first subzone), the transport rate ranges from 15 to 40 kg/ 
(m-h), while the smallest rate (q « 3.5-20 kg/(m-h)) is encountered in the third 
subzone. Under conditions of weak or moderate oblique waves (e.g. mean wave 
period and height T < 3-4 s and H < 0.2 m in the second subzone), the long- 
shore mode also prevailed but the ratio of longshore to cross-shore rate was 
lower, about 1.7:1 (13.5 versus 8 kg/(mh)). 

Core samples of tracer sand have provided estimates of the vertical extent 
and distribution of transport rate in the bed layer. It has been found that the 
thickness of the bed sublayer in which all grains move in bulk reaches 6 « 2-5 cm 
during storms, versus a few grain diameters to 1.5 cm under weak and moderate 
waves. 

1  Introduction 

Most engineering activities take place in coastal areas shallower than 10 m. At 
the same time, these areas create most practical and scientific problems, and 
their exploration is still far from complete. Field measurements are usually a 

^ssoc. Prof. & Professor; Polish Academy of Sciences' Institute of Hydro-Engineering, 
IBWPAN, 7 Koscierska, 80-953 Gdansk 
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Figure 1. Location Plan of Investigation Site 

prerequisite to conduct such activities. To comply with that challenge, at least in 
some respects, the Authors have initiated an experimental project throwing light 
on nearshore sediment dynamics. The paper presents results of field studies and 
analysis of field data relating to sediment movement and beach changes in the 
South Baltic Sea in the years 1983-1989. 

2 Site Conditions 

The investigations were conducted at IBW PAN Coastal Research Station at 
Lubiatowo, some 75 km NW of Gdansk (Fig. 1.). The coastal zone belongs to 
multi-bar dissipative ones, with an average slope of 1-1.5% and sand quartz 
grain size JD50=0.22 mm and density />s=2650 kg/m3. Usual maximum storm 
waves have Hs=3.5-4.0 m and Ts=7-8 s at the seaward boundary of the surf 
zone (h « 7 m), primarily from N-NW sector. 

Routine measurements of topographic features have been conducted since 
1983 on a 2.7-km beach and nearshore zone extending some 800 m from shore- 
line. The beach profiles have been arranged every 100 m. The systematic mea- 
surements have permitted an insight into the variability of coastal features in 
space and time. By the use of empirical orthogonal functions (EOF) we identi- 
fied the areas of most intensive dynamics, and tracer studies were carried out in 
such areas of pronounced bed changes (I, II and III in Figure 2), clearly coupled 
with underwater bars. 

Radioisotopic irydium glass tracers have been employed to track the sediment 
movement in the three different areas of shore profile. The 192Ir isotope of 
74.4-day half-time had the grain diameter D=0.015-0.025 mm and density of 
2668 kg/m3, thanks to its composition (48% Si02, 17% A1203, 6% MgO, 5% 
SiQ2, 5% Ti02, 5% K20 and 0.25% Ir02), thus close to natural sand. 
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Scale   1:5000 
50 m 

Figure 2. Bed Topography at IBWPAN Coastal Research Station at Lubiatowo 

The movement of the tracer sand was tracked automatically, if within a special 
10 x 10 m steel framework (referred to as 'Spider'), or from boat if far away from 
shoreline. The quantity of the tracer used was 100 g (area I) up to 1 kg (area 
II). Calibrated scintillation probes were employed to record the concentration 
of sand. 

Measured simultaneously with changing bed topography and sand concentra- 
tion were parameters of the controlling dynamics, i.e. wind, waves and currents. 
At least two series of bed topography measurements (beginning and end of 
tracer test) were executed. Wind was measured at an altitude of 5 m above 
MSL. Waves were recorded at a few locations along the shore profile. A wave- 
rider was deployed on a depth of 7 m, and resistance-type wave probes were 
installed on shallower measuring posts. Electromagnetic current meters (In- 
terocean and Colnbrook) were placed at a few spots, primarily the stationary 
framework ('Spider'). Examples are shown in Figure 3. 

Even a casual glance at the measured hydrometeorologic data shows a consid- 
erable nonstationarity of the factors controlling the sediment movement. Peri- 
ods of intensive dynamics are preceded and followed by 'dormant' or 'stagnant' 
waves and currents, thus sediment transport as well. Since we have been unable 
to log sediment and bed characteristics at every single instant, we have focused 
attention on average hydrodynamical factors for some typical situations labelled 
'storms' (case A) and 'medium sea' (case B). An arbitrary definition has been 
adopted in which 'storm waves' have Hs > 0.6-0.7 m on depths h « 2-3 m. 
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Figure 3. Examples of Measured Time Series of Wind, Waves and Currents 

3  Results 

3.1 Nearshore Bed Changes 

Shore profile changes can be employed for reliable description of sediment 
movement. The profile can be presented as a sum of a certain mean component 
of Dean type, y = Ax2'3, and disturbances coupled with bars, shoals, troughs 
etc (cf. Pruszak 1992). Such a decomposition permits identification of locations 
with intensive changes in bed and sediment features, judged from the variation 
of the disturbances (Fig. 4). 

Empirical orthogonal functions prove to be an effective tool in analysis of 
coastal processes. The first three one-dimensional eigenfunctions e^l), e2(x) 
and e3(x) have exhibited the areas where the bed phenomena were most active. 
These areas (I, II and III) are tightly correlated with underwater bars — as seen 
from e2(x) — and substantial sediment transport, coupled with concpicuous 
erosion and accretion, displayed in local extrema of e3(x). Major bed changes 
in our study area occur on water depths up to 5-6 m, while seasonal changes 
are encountered on slightly deeper water (6-8 m). 

The results depicted in Figure 5 are typical of all distributions obtained within 
our study. Therefore it has been interesting to examine the locations of high 
dynamics by other tools. Accordingly, we have harnessed radioisotope sand 
tracers to shed more light on sediment dynamics. 

3.2 Sediment Movement 

Radioisotopic irydium glass tracers have been employed to track the sediment 
movement in three different subzones of the shore profile. Thefirstone(Areal) 
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Figure 5. Eigenfunctions Computed for Lubiatowo, 1987-1989 
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Table 1. Sand and Water Velocities 
Wave Area Bedload Surf. Vel. Bulk Vel. Longsh. 

Conditions (Fig. 2) Thickness 8 v°, cm/h vs, cm/h v, cm/s 
(A) 'Storm' I a few grain 120-150 «50 «40 
fl>0.4m II dia (surface) 250-300 100-150 «50 
ft=2-3 m III to 2-5 cm 

under storm 
80 wl5 - 

(B) 'Med. Sea' I 90-100 25-30 10-15 
H fa 0.2-0.3 m II conditions 100-120 30-40 w20 

ft=2-3 m III - 2-10 - 

was spaced 50-60 m from shoreline (depths ft of 0.8-1.2 m), between the steady 
inner bar and the ephemeral bar. Area II occurred 200-250 m from shoreline 
(ft=2-3 m), at the outer bar, most conspicuous and lasting. Area III was most 
distant (some 350-450 m and ft=4-5 m), encompassing the outermost bar, which 
delimits the seaward boundary of the surf zone. 

3.2.1 Tracer Advection Velocity 
Our measurements have confirmed that sediment transport usually occurs in 
two layers having different thicknesses and very different speeds. In situations 
with intensive waves (storms), slower motion some centimetres below static bed 
line is accompanied by much faster movement on the bed surface, measured 
in a few grain diameters (Fig. 6). Let alone for their position and weaker in- 
terlocking, the surficial grains are much more mobile, and their average speed 
is two or more times higher than its counterpart in the lower layer. As a re- 
sult of such a double-layer transport, the tracer plume is smeared, the grains 
at the surface leading before slower cores some centimetres deeper in bed. An 
example illustrating this phenomenon in Area II is presented in Figure 7. Under 
lower waves ('medium sea'), the sediment movement is confined to the surface 
layer. The chief quantities measured in the three areas, including sand speed, 
are summarized in Table 1. 

The sediment grain speeds have been computed for the effective duration of 
wave action, i.e. that above the incipient transport threshold. From the computed 
data one can see that sand speed vs is 1000 times smaller than the water velocity 
v, that is one order of magnitude less than postulated by Kraus et al. (1982) and 
Drapeau et al. (1990) for oceanic coast. It should be noted that our figures 
have been obtained in numerous experiments executed in various years. The 
difference can be attributed to dissimilarities in wave and tide conditions (the 
Baltic Sea is known as nontidal), number of underwater bars, wave breaking 
etc. First and foremost, however, the duration of effective driving forces was 
defined differently. The values given in Table 1 characterize mean conditions 
of a certain category ('storm' or 'medium sea'), averaged over lapses of time 
with waves above the threshold corresponding to the incipient velocity of water, 
estimated as 8-10 cm/s by Pruszak & Zeidler (1988). 
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Figure 6. Schematic Sand Advection (top) 
Figure 7. Distribution of Radioactive Sand Tracer fom 14th to 21st September 1989 

(center) and from 21st September to 7th October 1989 (bottom). 
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3.2.2 Mixing Depth 
The thickness of the bedload layer 8, in which all grains are assumed to move, 
has been found to vary from a few grain diameters to 2 cm under 'medium sea' 
conditions and 5 cm during storms. Since sand cores were cut out for analysis 
in layers 2 cm thick, it has appeared impossible to make finer distinctions. 

Analysis of the measured data shows that sediment usually moves in a rela- 
tively thin layer (below 2 cm) if due to 'medium sea'; that thickness might be 
even smaller in view of the accuracy of the measurements. On the other hand, 
the thickness might increase in view of the intersecting paths of grains travel- 
ling in different directions and at different speed. This is particularly true for 
Area I, where meandering of longshore current brings about clear diversification 
of sediment movement. Further away from shoreline, the thickness 8 is much 
greater, from several to a few tens of centimetres, respectively for 'medium sea' 
and 'storm' (Fig. 8). 

Upon comparison with Kraus et al. (1982) and Drapeau et al. (1990), illus- 
trated in Figure 9, the agreement is visible with the former, thus supporting the 
empirical correlation 

8 = 0.027#6 (1) 

3.2.3 Sediment Transport Rate 
Most experiments took place upon oblique wave incidence. During storms long- 
shore current prevails, while under case B conditions the longshore and cross- 
shore modes are equally important. For instance, in case B Area II, the cross- 
shore to longshore sediment transport rate can be estimated at 1:1.7, in absolute 
terms roughly 8:13.5 kg/(mh). Incidentally, the cross-shore transport in case B 
situations is usually onshore (Fig. 5). 

The sediment transport rate is computed from the formula 

9i = {Ps - p)vsS (2) 
in which 

qi = transport rate in Areas I, II and III (i = l, 2, 3), 
8 - thickness of sediment motion layer, 
vs = mean sediment speed in bed layer. 

The ranges of 8 along the shore profile are illustrated in Figure 6. 
As could be expected, the highest transport rate takes place in Area II. During 

storms, the longshore rate reaches <7=3.5-20 kg/(m-h) in Area III, 40-100 kg/(mh) 
in Area II and 15^10 kg/(mh) in Area I. These figures become about five times 
smaller at 'medium sea', when only two times greater than the cross-shore rate. 
The gross longshore transport rate across the shore profile stretching from shore- 
line 700 m off shore is given in Table 2, for various external factors. 

Both vs and 8 vary in time and space in the two cases A and B. 
Finally, one can put forth 

q = qiAh(Ap)-1 (3) 
in which 

Al,:=width of area (I, II or III) measured along shore profile. 

The total longshore transport rate in surf zone of width / varies from 1.95-6.0 m3/s 
in storms to 0.35-1.95 nr/s in medium sea. 
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Figure 9. Depth of Mixing 

Table 2. Gross Longshore Transport Rate 

Case Area Bulk Vel. S             Computed Hlv Note 

(Fig. 2) v„ cm/h cm          10_3g, m3/s 

(A) I 
II 
III 

50 
100-150 
10-15 

2-5             1.95-6.0 0.015-0.018 (a) 

(B) I 25-30 a few          0.35-1.35 0.025-0.026 (b) 
II 30-40 grains 
III 2-10 to 2 cm 

(a) Gross transport across /=700 m; (b) at 'medium sea' wave breaks close to point I; 
Ht « 0.5 m. During storms, Hi, =0.6-1.5 m in surf zone. 
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Figure 11. Volumetric Transport Rate; Global Rate, q ~ K{Hb
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4 Comparison with Other Studies 

Similar investigations have been carried out by Kraus et al. (1982) and Drapeau 
et al. (1990). Sediment properties (D and ps), bottom slope /3, wave breaking 
index Hb/hb etc have been encountered by us and Kraus et al. while those of 
Drapeau et al. were different in some respects. The difference is thought to 
bring about the divergence visible in Figure 11. 

Major disparity arises in the proportionality factor K put forth by Kraus et 
al. : 

3.8 • IP'4, 
76 tan / 

(H2v) = K(H2
bv)   m3/s (4) 

Kraus et al. give K=0.024 while Drapeau et al. suggest 0.278. We have estab- 
lished that K depends on the intensity of wave action, and becomes 0.015-0.018 
in medium sea and about 0.025-0.026 under storm conditions. The dissimilarities 
may be attributed to various factors controlling sediment transport phenomena 
such as deeper penetration of wave motion during storms and the decreasing 
mobility of sediment grains with depth in sea bed. Energy dissipation mecha- 
nisms, different in cases A and B, are also responsible for the scatter of K. 
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5 Discussion and Concluding Remarks 

Aside from the grain speed vs, the thickness of bedload layer 5 is difficult to 
measure. The magnitude 6 « 10-60 cm given by Drapeau et al. (1982) seems 
overestimated. If one defines 6 as the thickness of all n grain diameters in 
motion, then 6 varies from a few Ds0 to 5 cm, depending on the intensity of 
wave motion. 

Another problem can be seen in the identity of the movements of native 
sediment and tracer sand. It appears that the identity is complete over short 
spans of time (minutes or hours at most), whereupon the tracer speed can be 
deemed equivalent to the instantaneous sand speed. In longer time scales (days 
and weeks), the average velocities are usually smaller, roughly by one order of 
magnitude in our experiments. This is due to the random nature of grain motion. 

The maximum sediment transport rate occurs in the active zones exhibited by 
EOF, i.e. usual wave breaking areas. Under storm waves, the longshore sediment 
transport rate grows locally up to 100 kg/(mh), about five times more than 
its 'medium sea' counterpart. The gross transport rate across the entire shore 
profile, averaged over days, approaches 4 m3/s during storms or 0.85 m3/s in 
medium sea. These quantities refer to average conditions of mild slope (1-2%), 
multiple wave breaking, and medium sand (D50=0.22 mm, /?s=2650 kg/m3). 
Since such figures are quite common throughout the world, they can be suggested 
as general rough estimates for similar environments and time scales of days. 

The coefficient of proportionality K = ^ has been found to vary from 
0.025-0.026 in case B events to 0.015-0.018 in case A, thus in the range outlined 
by Kraus et al. (1982). Hence our field findings agree well with the earlier data 
by Kraus et al. (1982) but are in disagreement with the results published by 
Drapeau et al. (1990), inter alia their method of computing the total sediment 
transport rate. It is hoped that our results can modify and improve the engi- 
neering estimates of sediment transport. 
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CHAPTER 183 

Velocity measurements close to rippled beds 

K.I. Mahesha Ranasoma 1 and J.F.A. Sleath 2 

Abstract 

Velocity measurements have been made with a Laser Doppler Anemometer 
in oscillatory flow over rippled beds. The ripples were naturally formed in an 
oscillating tray rig and then stabilised. 

Both large-scale mixing, repeatable from cycle to cycle, and turbulence were 
found to have a significant effect on the velocity profile. Large-scale mixing, 
which is associated with vortex formulation and ejection, was seen to dominate 
in the immediate vicinity of the bed but turbulent mixing appeared to be more 
important at large height. The variation in turbulence intensity with height was 
found to be qualitatively similar to that previously observed with three- 
dimensional roughness in oscillatory flow. Time-mean velocities are not well 
predicted by existing theory. The present measurements show only two re- 
circulating cells per ripple wavelength. 

Introduction 

The sea bed is frequently covered with ripples. Although much progress has 
been made in recent years there is still relatively little information about the 
way in which bed geometry changes the velocity distribution. It is the aim of 
the present investigation to provide more data. The results are relevant to 
problems such as sediment transport by waves, wave height attenuation and 
dispersion of pollutants in the sea. 

Experimental apparatus and test conditions 

The measurements were made in the apparatus described by Lee-Young 
and Sleath (1988). This consists of a steady flow flume with a section of bed 
which can oscillate with simple harmonic motion. In the present experiments 

1 Graduate Student, Cambridge University Engineering Department, 
Trumpington Street, Cambridge CB2 1PZ, England. 
2 Reader, ditto 

2383 



2384 COASTAL ENGINEERING 1992 

the steady flow waszero.The oscillating bed is 0.81m wide and 2.13m long. 
Disturbances generated by the ends of the bed are restricted by vertical 
baffles which effectively reduce the length of the working section to 1.17m. In 
the centre of the oscillating bed there is a sunken tray 0.70m wide x 0.70m 
long x 0.04m deep. Sand of medium diameter 0.41mm was placed in this 
tray. When the bed was oscillated at the chosen amplitude and period 
ripples formed on the sand. These ripples were stabilise by sprinkling with a 
thin coating of cement. 

The velocity measurements were carried out with two different rippled beds. 
Bed 1 was formed by oscillating the tray with amplitude 78mm and period 
2.45 sees. The ripples were of length, L, 100mm and crest-to-trough height, h, 
18.4mm. Bed 2 was formed with amplitude of oscillation 40mm and period 
1.25 sees. Ripple length was 50mm and height 9.1mm. 

Fluid velocities were measured with a one-component DANTEC fibre-optic 
Laser Doppler Anemometer operated in backscatter mode. At each position 
the velocity was sampled 100 times per cycle for 50 cycles. Ensemble- 
average and root-mean-square velocities were then determined at each 
phase. At each position, horizontal velocity was measured first and then, by 
rotating the probe, the vertical velocity. Measurements were made at various 
vertical heights above the bed and at 11 horizontal positions (equally spaced 
over one wavelength of the ripple profile). The depth of water was 0.27m 
throughout. 

Table 1 shows the test conditions. In this Table U? is the amplitude of the 
velocity of the bed, T is the period of oscillation, a is the amplitude of 
oscillation, v is kinematic viconsity and b relates to the turbulence intensity (see 
below). Further details of the apparatus and test procedure are given by 
Ranasoma(1992). 

Velocities 

Fig 1 shows an example of the ensemble-average velocity vectors at various 
phases. The velocity of the bed is maximum at K/t=0°, 180° and zero at 
a/t=90°, 270°. The ripple profiles in this Figure and in Fig 8 are not to scale. 
They are shown only to indicate position relative to crest and trough. 

Measurements were only made above the level of the crests. Even so, the 
vortex in the ripple lee is clearly shown in Fig 1(a). As the direction of the 
plate reverses (Fig 1 (b)), we see that the lee vortex expands and then is 
carried back over the crest and into the trough beyond (Figs 1 (c) and 1 (d)). 

As might be expected, the vortex dynamics have a significant effect on the 
velocity profiles. Fig 2 is an example of the horizontal defect velocity at 
various values of x and y and Fig 3 shows the corresponding curves for the 
vertical velocity. The broken lines in these Figures represent the theoretical 
velocity which would be found with this bed profile if the flow were inviscid.   In 
Fig 3 we see that there is an upward surge in velocity, in comparison with the 
inviscid solution for 0<o/t<90° at x/L=0.4 (i.e just to one side of the crest). At 
the same time and position Fig 2 shows a decrease in horizontal velocity. 
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These changes are clearly association with the formation and ejection of a 
vortex on this side of the ripple crest. In comparison, the change in vertical 
velocity during the other half cycle (for 180°<a*/t<2700) is insignificant because 
the vortex is then on the far side of the crest. Over the crest (x/L=0.5) and 
trough (x/L=0) the variations in vertical velocity are more or less the same in 
the two half cycles because these positions are affected equally by vortices 
formed on either side of the crest. 

Large-scale mixing 

Because of the clear influence of vortex formation and ejection on the velocity 
records it is to be expected that the large-scale exchanges in momentum 
associated with the vortices would have a dominant effect on the velocity 
profile. Since vortex formation and ejection repeats from cycle to cycle we will 
analyse this effect in terms of the ensemble-average components of velocity, 
u and v. 

In order to facilitate comparison with the spatial-mean velocity, the spatial- 
mean value of uv has been Fourier analysed. Fig 4 shows how the amplitude 
of the fundamental (i.e. the coefficient of cos vA) varies with height. A mean 
line has been drawn through the experimental points in Fig 4. The equation of 
this line is 

* -1.76ky 
uv = 0.09e -(1) 
Uo2 

The origin for y is mid-height between crest and trough and k=2n/L. 

There is also a variation in the phase of this fundamental component with 
height. If we draw a mean line through the experimental points for phase we 
obtain 

_ -1.76ky 
uv = 0.09e Cos(a/t-0.46ky-0.94)    -(2) 
Uo2 

If momentum exchange due to large-scale mixing were the only important 
effect (in other words, if viscosity and turbulence were negligible) we would 
have 

au = -a(uv) -(3) 
at   ay 

Where the overbar indicates the spatial-mean value (averaged in the 
horizontal direction). Making use of Eqns (2) and (3) we find that the variation 
with height of the spatial-mean velocity would be 
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-1.76ky 
u=1.03ae cos (o/t-0.46ky-2.25)     -(4) 
U0        L 

Fig 5 shows how the amplitude of u varies with height. Clearly Eq(4) 
significantly underestimates the measured values at large heights although the 
agreement is better as ky -> 0. The phase measurements in Fig 6 also show 
poor agreement with Eq(4). 

We conclude that although large-scale mixing produced by the vortices may 
be the dominant effect at very small values of ky, other effects are more 
important further out. Since the flow was fully turbulent, viscous diffusion of 
momentum is negligible at large y. We must consequently examine 
turbulence. 

Turbulence 

Fig 7 shows how the root-mean-square components, u'and v', of the 
horizontal and vertical fluctuations in velocity vary with height. These are the 
mean values, averaged in the horizontal direction and in time. Sleath (1991) 
found that for three-dimensional bed roughness the turbulent intensity in 
oscillatory flow was inversely proportional to height y-i, above the bed, in the 
same way as for grid-generated turbulence. In other words, with suitable 
choice of origin for yi, 

JL = by, -(5) 

Where b is a constant for any given test. 

Fig 7 shows that reasonable straight lines can be drawn through the 
experimental points at vaues of ky greater than about 1 or 2. However, there 
is significant divergence from the straight line closer to the bed. The apparent 
origin for the straight lines is at ky=-0.58, which is the level of the troughs. 
Values of the coefficient b obtained from the slope of the experimental curves 
are shown in Table I. 

The present tests do not cover a sufficient range of values of a, T and ks, 
where ks is the bed roughness length, for it to be possible to investigate 
whether b varies in the same way as for three-dimensional roughness. 
However, if we take ks in the present tests equal to 4h the values of b in 
Table I are significantly smaller than corresponding values for three- 
dimensional bed roughness. This is hardly surprising in view of the difference 
in bed geometry. 

In order to assess the effect of this turbulence on the velocity profiles we need 
to make some simplifying assumptions. Following Sleath (1991), we assume 
that the eddy viscosity is given by 

EW = V'I -(6) 
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where the mixing length I is given by 

l = 0.1yi -(7) 

and yi has the same origin as in Eq(5). Substituting Eqns (5) and (7) into Eq 
(6) we see that ew does not vary with height. If momentum exchange due to 
turbulent mixing is the dominant effect we have 

du = ewdju -(8) 
at dy2 

consequently 

u = A e -IV cos (cot-Piy - B) -(9) 

where A and B are constants and 
PT = (o)/2ew)i« = (5oob)1/2 -(10) 

Making use of the values of b shown in Table I we obtain: 

falk = 1.37 for tests 1,2,3,4 

$i/k = 1.86 for tests 5,6,7 

Pi/k = 1.11 for test 8. 

The corresponding curves obtained from Eq (9), assuming arbitrary values of 
the constants A and B, are shown in Figs 5 and 6. It is clear that the slope of 
the curves for amplitude and phase obtained from Eq (9) is in reasonable 
agreement with the measurements. Unfortunately we do not have any 
independent estimate for the values of A and B. Nevertheless, it seems 
reasonable to conclude that turbulence is the dominant effect on the spatial- 
mean velocity profile at large ky. 

Time-mean velocity 

So far we have been concerned with the oscillatory component of velocity. 
Fig 8 shows the time-mean Eulerian velocity vectors. As expected from the 
theoretical studies of Blondeaux and Vittori (1991) and others, we see re- 
circulating fluid cells associated with each ripple wavelength. However, for the 
relatively large values of pi_ in the present experiments the theory predicts 
four cells per ripple wavelength instead of the two seen in Fig 8. Of course, 
there might be two cells below the lowest measured level. This is unlikely 
because these lower cells would be in the wrong direction for ripple formation 
and both inner and outer cells would be in directions opposite to those 
predicted by the theory. Equally, there might be re-circulating cells at larger 
values of y than shown in Fig 8 but the measurements of Sato et al (1984) 
and Horikawa and Ikeda (1990) show that this is not the case. 
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One possible reason for this discrepancy between theory and experiment is 
that the Reynolds numbers in the present tests are much larger than those for 
which theoretical mean streamlines have been calculated. Another possible 
reason is that, because of turbulence, the effective viscosity is much greater 
than the kinematic viscosity. Consequently, the effective value of pL is much 
smaller than the calculated value. For small pi_ the theory does indeed predict 
only one pair of re-circulating cells with directions of rotation similar to those in 
Fig 8. 

The time-mean velocity is periodic in x. Fig 9 shows that the fundamental 
Fourier component (i.e. the term in cos kx) is dominant at all values of y for 
both the horizontal velocity ue and the vertical ve. The way in which the 
amplitude of this fundamental component varies with height is shown in Fig 10. 
Also shown in Fig 10 is the line corresponding to % « exp (-ky). The fact that 
the experimental points for a given test lie almost parallel to this line at large y 
is not surprising since L is the largest length scale and is consequently 
dominant far from the bed. 

It will be seen from Table I that h/L is almost the same for all tests and, apart 
from Test 8, so is a/L Consequently, the fact that the points do not lie along a 
single curve in Fig 10 is an indication that either Reynolds number or pL (or 
both) have a significant effect on the time-mean velocity. 

Vorticitv contours 

Fig 11 shows vorticity contours calculated from the velocity measurements in 
Test n°2. Fig 11 (a) shows the lee vortex soon after maximum bed velocity. 
As the velocity reverses (Fig 11 (b)) the vortex is forced out into the flow, 
carried over the crest (Fig 11 (c)) and then on over the trough (Fig 11 (d). 

One interesting thing to emerge from these measurements is the relatively 
short life of the lee vortex once it has been pushed out from the bed by the 
reversing flow. In Fig 1 (a), half way through the new half cycle, it is just 
possible to detect the old vortex to the right of the ripple crest but it is clear 
from Fig 11 (a) that it is already very weak. This observation appears to 
contradict Bagnold's (1946) well-known photographs of vortex formation over 
rippled beds. In reality there is no contradiction. Bagnold's photographs 
show the trace left by the vortex in the aluminium powder on the water 
surface. Such a trace can remain long after the vortex which produced it has 
decayed to zero. 

Conclusions 

The velocity measurements close to rippled beds in oscillatory flow show the 
following results: 
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(1) The flow patterns are strongly influenced by vortex formation and 
ejection. Nevertheless, the measurements show that the exchanges of 
momentum which are repeatable from cycle to cycle (i.e. not random) 
are not sufficiently large to explain the observed velocity profile, except 
in the immediate vicinity of the bed. 

(2) It is concluded that at large distances from the bed the flow is dominated 
by turbulence. For large y, turbulence intensity appears to be inversely 
proportional to height, in the same way as for three-dimensional bed 
roughness in oscillatory flow. A simple turbulence model shows 
reasonable agreement with the trend of the velocity measurements at 
large y. 

(3) Time-mean velocities are not well predicted by existing theory. The 
present measurements show only two re-circulating cells per ripple 
wavelength. 

(4) Patterns of vortex formation and ejection are similar to those described 
by other investigators. However, once the vortex has been ejected 
from the lee of the ripple into the flow above it appears to decay much 
more rapidly than is suggested by Bagnold's (1946) photographs. 
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Test Ripple h/L a T y<2§ b Symbol 
Length mm sec V sec/m2 
mm 

1 100 0.184 78 3.90 9320 935 o 
2 100 0.184 78 2.41 14040 578 • 
3 100 0.184 78 1.70 19760 408 A 
4 100 0.184 78 1.88 20480 451 O 
5 50 0.182 40 1.25 6680 2170 + 
6 50 0.182 40 2.47 3380 4290 X 
7 50 0.182 40 1.80 4700 3130 * 
8 50 0.182 80 2.45 14210 1520 • 
9 100 0.184 80 1.53 23900 358 e 
10 100 0.184 80 2.00 18300 468 B 
11 100 0.184 80 3.02 12100 706 Q 

Table 1. Test conditions 

Height 
(mm) 

20-- 

10-- 

*      \     I    f   ' ^ 
»      I,     f      / 

(c)   oot =108" Id) wt = 1/.«- 

oc/L x/L 

Fig. 1        Defect velocity vectors. Test no.5. (Ripple profile not to scale) 
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Fig. 2       Horizontal velocity. Test no.5. 
theory. 

. measurements;— inviscid 
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0    90   180  270  360   90   180  270   360   90   180   270   360 

ut  (d«g) ut  (d«g) ut  (dag) 

Fig. 3       Vertical velocity. Test no.5. Curves as for Fig. 2 



2392 COASTAL ENGINEERING 1992 

> 

Fig. 4 

10  -'•= \           0 -= 

>? o - 

10-2- 

Vo /Eqd) 
^ 

10 -3-= 
X 

\.    * • : 

io-*-= 

i     i 1 

X 

1            1 

N^ 

2 
ky 

Variation with height of the amplitude of the fundamental component 
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Fig. 5       Variation with height of the amplitude of the fundamental component 
of the spatial-mean velocity u. Symbols as in Table I 
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Variation with height of thephase of the fundamental component of 
the spatial-mean velocity u. Symbols as in Table I 

Fig. 7       Variation of turbulence intensity with height; (a) horizontal (b) vertical. 
Symbols as in Table I 
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x/L 
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Fig. 8       Time-mean velocity vectors; (a) Test no.5 (b) Test no.2. (Ripple 
profiles not to scale). 



RIPPLED BED VELOCITIES 2395 

*0-25 

x/L 
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Fig.9        Spatial variation of the time-mean velocity. Symbols as in Table I 
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Fig. 11       Vorticity contours for Test no.2; (a)uA=7° (b) a/t=94° (c) «/t=l400 (d) 
wt=157° 
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0.01  - 

0.1  - 
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Fig. 10 Variation with height of the amplitude of the fundamental component 
of the time-mean velocity; (a) horizontal velocity (b) vertical velocity. 
Symbols as in Table I 



CHAPTER 184 

FIELD OBSERVATION OF 
WAVE-INDUCED POREWATER PRESSURES 

T. Sakail, M. ASCE, H. Mase2, M. ASCE, D.T. Cox3 and Y. Ueda* 

ABSTRACT 

Wave-induced transient porewater pressures were measured near a 
seabed surface at a coast facing the Japan Sea. The data are compared 
with the solution using a boundary layer approximation by Mei and Foda 
(1981). The effective bulk modulus of porewater, /}, is estimated 
l.OxlO8 N/m2 so that the solution matchs the observation. A similar 
analysis is done for the field data obtained by Zen et al.(1989) at a coast 
facing the Pacific Ocean. The value of p scatters from 1.0xl07N/m2 to 
1.0xl08N/m2. 

INTRODUCTION 

The wave-induced transient porewater pressure is an important 
quantity for a seabed stability (Sakai et al., 1992). The solution using 
a boundary layer approximation by Mei and Foda(1981) is simple 
and useful for the estimation of the wave-induced transient 
porewater pressures. The uncoupled analysis proposed by Finn et 
al. (1983) is applicable only to soft and coarse sand. 

Mei and Foda(1981) modeled the seabed response to waves as 
a summation of an elastic response of one-phase medium and a 

1 Prof., Dept. of Civil Engrg., Kyoto Univ., Sakyo-Ku, Kyoto, 606, Japan. 
2 Res. Assoc, Dept. of Civil Engrg., Kyoto Univ., Sakyo-Ku, Kyoto, 606, 

Japan. 
3 Graduate Student, Dept. of Civil Engrg., Univ. of Delaware, Newark, 

DE 19716, USA. 
4 Engineer, Civil Engrg. Design Dept., Maeda Corporation, Chiyoda-Ku, Tokyo, 

102, Japan. 
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seepage flow near the bed surface (Fig.l). The seepage flow is 
appreciable only in a thin layer near the bed surface. They called 
this layer "boundary layer". 

L   =   2TT/X 

boundary layer 

Z\J/ 

Fig.l Boundary layer approximation of seabed response to 
waves(Mei and Foda, 1981) 

In the solution using the boundary layer approximation, when the 
bottom wave pressure, pb, is given by the small amplitude wave 
theory as 

Pb = po cos(A* - cot) = 1  pwl*!   cos(Ax - at) 
2 cosh(/Uz) 

the porewater pressure variation, p', is given by 

(1) 

P  =P0 
1+ m 

+ Po 

• expj 

m 
1+ m 

- 2nz 
L 

expj 

cos(Ax - (ot) 

-^JA COS(AJC (Ot + -i 
VI, y 

(2) 

where p0 is the amplitude of the bottom wave pressure, X (= 2K/L) 
is the wave number, L is the wave length, x is the horizontal 
distance in the wave propagation direction, co (= 2%IT) is the wave 
angular frequency, T is the wave period, t is the time, pw is the 
density of the water, g is the gravity, H is the wave height, h is the 
water depth,  and z is the depth beneath the seabed surface. 

The first term in the right hand side of Eq.(2) is the so-called 
outer solution as the one-phase elastic response. The second term 
is the boundary layer correction. In the boundary layer corection, a 
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phase delay z/(VT5) exists. Eq.(2) includes two parameters m and 5. 
The m is a non-dimensional parameter described by Eq.(3), and 
proportional to a ratio of the shear modulus of the solid skeleton G 
and the effective bulk modulus of the porewater j8, 

"•=(T^)f' (3) 

The 5 is the thickness of the boundary layer described by Eq.(4): 

H^)>(»f^)" • (4, 
where n and v are the porosity and Poisson's ratio of the solid 
skeleton, K = k/pwg and k is the permeability coefficient. 

The effective bulk modulus of the porewater j3 is related to the 
degree of saturation of porewater, S, through an empirical 
equation (Mei and Foda, 1981), 

i=i+^>, (5) 

where j3 is the effective bulk modulus of saturated water, and p is 
the fluid pressure. j8 is 2xl09 N/m2 for saturated porewater, but it 
decreases rapidly to 106 N/m2 due to gas content of 1%. The j3 is a 
dominant parameter for a momentary liquefaction (Sakai et al, 
1992). In this paper, we try to estimate the value of j3 from field 
observation data of the wave-induced transient porewater pressure 
variation. 

FIELD OBSERVATION 

Field osbervations were carried out at the Ogata Wave 
Observatory of Kyoto University. It is facing the Japan Sea. The 
measurements of the wave-induced porewater pressures were 
done in a sandy bed under a head of the wave observation pier, 
shown in Fig.2, in March 1990. The length of the pier is 256 m with 
a wing of 107 m length at the head. The water depth at the 
measuring location was about 6 m. The median diameter of the 
bottom sediment was reported to be from 0.2 mm to 
0.5 mm(Akamura, 1989 ; Kawata et al., 1990). 



2400 COASTAL ENGINEERING 1992 

.. . 
256m 

location of 
measurement^^ 

••; 

? 107m 

Fig.2 Pier of Ogata Wave Obsevatory of Kyoto Univ. 
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Fig.3 Measuring appratus of porewater pressures 
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Five pressure gauges were attached to a side wall of an 
alminum pipe of rectangular section as shown in Fig.3. The length 
of the pipe was 3.0 m. The length between two adjacent gauges 
was 50 cm. The capacity of the pressure gauges was 1.0kgf/cm2. 
A brass filter of 40 fim was attached to the diaphragm of the gauge. 

A part of the pipe of 2.2 m was inserted into the seabed. The 
highest gauge was located 30 cm above the seabed surface. The 
second gauge was located 20 cm below the bed surface. The bed 
surface around the pipe was about 7cm lower than the surrounding 
bed surface. 

Unfortunately the waves were small during the first observation. 
Two months later after leaving the apparatus in the seabed, the 
second observation was tried again. But the output was very small 
compared with that of the first observation. The reason was found, 
after lifting out the apparatus from the seabed, that the brass filters 
of the upper three gauges were covered by small marine organic 
bodies. 

Figure 4 is a part of the record on March 28th, 1990. The unit of 
the abscissa is second, and that of the ordinate is cm, where the 
porewater pressure is shown by water head. Several waves, Nos. 2 
and 3 of which are shown in the figure, were selected for the 
following analysis. Figure 5 is a part of the record on March 30th. 

Five waves were selected from the record of March 30th. Table 
1 shows the wave periods and the total amplitudes of pressure head 
variation at five pressure gauges for five waves. The amplitude of 
gauge No.2 of wave No.l is slightly larger than that of gauge No.l. 
The same trend was seen in two waves in the record of March 
28th. At this moment it is impossible to find the reason. In the 
following analysis, the level of gauge No.2 is assumed to be the bed 
surface level. 

VALUE OF EFFECTIVE BULK MODULUS OF POREWATER 0 

To estimate the value of effective bulk modulus of porewater j8, 
the total amplitude of p\ given by Eq.(2), was calculated at the 
lower three levels and compared with the measured amplitude. The 
value of p0 in Eq.(2) was taken to be equal to the amplitude of the 
measured porewater pressure at gauge No.2. The phase lag, 
z/(VT5i), was neglected. 

The values of parameters are as follows: n - v = 0.33, G = 
1.0x10s N/m2, and k = 2.8xl0'4 m/sec. These values are typical 
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Fig 4 Example of record of measured porewater pressures 
(March 28th, 1990) 
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Fig 5 Example of record of measured porewater pressures 
(March 30th, 1990) 
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Table 1  Total amplitude of porewater pressure head 
(March 30th, 1990) 

wave No.      12    3    4    5 

wave period(s)  6.0  5.6  5.2  6.4  5.6 

pressure gauge   total amplitude (cm) 

No.l 32 25 38 26 27 
No. 2 33 24 36 25 26 
No. 3 29 21 31 23 22 
No. 4 27 19 27 20 20 
No. 5 23 17 24 18 17 

values of sandy bed. As already mentioned, the value of j8 changes 
very rapidly due to small content of gas in the porewater. For 
saturated porewater, the order of j8 is 109 N/m2. Due to 1% gas 
content, the order of j5 decreases to 106 N/m2. Considering this 
fact, three kinds of value of /3 are taken, j3 = l.OxlO7 N/m2, 
2.0x107 N/m2 and 1.0x108 N/m2. h = 5.6m - 5.7m, and T = 5.2sec 
- 6.4sec. 

From the comparison between the measured and calculated 
total amplitudes of pressures, it was found that the calculated result 
using j8 = l.OxlO8 N/m2 agreed best with the meaured results. 

As seen from Eqs. (1) and (2), the phase of the porewater 
pressure variation is not in phase with that of the bottom wave 
pressure. Then the measured time profile of the porewater pressure 
variation is compared with the calculated profile. The bottom wave 
pressure was assumed sinusoidal. Figure 6 shows one example of 
the comparison. The given sinusoidal bottom wave pressure does 
not coincide so well with the measure porewater pressure variation 
of gauge No.2; However, judging from the phase shift, it is found 
again that the calclulated results using j8 = 1.0x10s N/m2 agrees 
best with the measured results. 

ANALYSIS OF DATA OF ZEN ET AL.Q989) 

Zen et al. (1989) measured the wave-induced porewater 
pressure in a surf zone at a coast facing the Pacific Ocean. The 
measurement was done at the head of an observation pier of the 
Port and Harbour Res. Inst. of Japanese Ministry of Transport. The 
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Fig.6 Comparison of measured and calcuated 
time profiles of porewater pressure (March 30th, 1990) 
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water depth h was about 4 m (Hattori et al., 1992). The 50% sand 
grain size was 0.16 mm. 

They showed a part of the records of three observation series. 
Fig.4 of Hattori et al. (1992) is that of series No.2. The waves had 
sharp crests as usually seen in surf zone. One wave was selected 
from each series, including wave No.7 in series No.2. 

The time profile of the bottom wave pressure of the selected 
waves was decomposed into its Fourier series components. The 
porewater pressure variation p' was calculated for each component 
by using Eq.(2). The porewater pressure variation was obtained by 
summing up those of all components, since the boundary layer 
aproximation solution Eq.(2) is linear. Typical values in sandy bed 
were used for the parameters: n = v = 0.33, G = 1.0x10s N/m2, 
and A: = 2.8x10-4 m/sec. Three kinds of value for the bulk modulus 
of porewater j3 were taken, l.OxlO7 N/m2, 3.0xl07 N/m2 and 
1.0x108 N/m2. 

Figure 7 shows the comparison between the calculated and 
measured results for wave No.7 of series No.l. Since the figures of 
the time profile of the pressure variation shown in Zen et al.s 
paper (1989) were small, the time profile could not be read in a 
small interval. This is the reason why the curves are not smooth. 

At the highest level, that is, 40cm below the bed surface, the 
amplitude of the measured pressure variation is roughly explained 
by the calculated curve of j3 = l.OxlO7 N/m2. But the phase of the 
measured profile is not so delayed as the calculated one. At the 
second level, 90 cm below the bed surface, the value of measured 
peak is almost the same as the calculated one using J3 = 
3.0xl07 N/m2 or 1.0x10s N/m2. At the lowest level, 140cm below 
the bed surface, the tendency is the same as at the second level. 
The measured peak value is explained by the calculated value using 
j3 = 3.0x107 N/m2 or l.OxlO8 N/m2. 

From the similar comparisons for other two waves in sesries 
Nos.2 and 3, it is found that the value of P which explains best the 
measured results varies from l.OxlO7 N/m2 to l.OxlO8 N/m2. 

DISCUSSION 

As seen in Eq.(2), the relative importance of the boundary layer 
correction depends on m or G//3. In surf zone, a non-dimensional 
parameter related to the boundary layer thickness 8 given by Eq.(4) 
is kG/pwg2Th (Fig.2 in Hattori et al.(1992)). The vertical profile of 
the non-dimensional porewater pressure variation is determined by 
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z=1.4m 

0 = 1. OX 10s   N/ra2 

Fig.7 continued  (z = 140cm) 

two non-dimensional paramaters G/j3 and kG/pwg2Th. 
When G/fi becomes large, the correction becomes large (Fig.8). 

Then the scale of the vertical profile of porewater pressure 
variation is dominated by 8 which is assumed to be smaller than the 
wave length L. Also when kG/pwg2Th becomes small, the 
boundary thickness 8 becomes small. In both cases, the downward 
decrease becomes fast. 

If the value of kG/pwg2Th is small, a smaller value of G/p 
explains the vertical profile of measured porewater pressure 
variation. If the value of kG/pwg2Th is large, a larger value of G/j8 
is necessary to explain the vertical profile. For a given value of G, if 
the value of k is small, a larger value of j8 explains the vertical 
profile. If the value of k is large, a smaller value of /3 is necessary. 
The estimation of value of j3 depends on the assumed value of k. 
The result of this investigation should be understood keeping this 
fact in mind. 
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Fig.8 Two non-dimensional parameters G/fi and kG/pwg2Th 
dominating vertical profile of non-dimensional 
wave-induced transient porewater pressure in surf zone 

CONCLUSIONS 

A measurement of the wave-induced transient porewater 
pressures was done near a seabed surface at a coast facing the 
Japan Sea. The value of the effective bulk modulus of the 
porewater /3 was estimated so that the solution using the boundary 
layer aproximation by Mei and Foda(1981) agreed with the 
measured pressure variation. 
(1) The estimated value of p is l.OxlO8 N/m2 under the condition of 

shear modulus of the solid skeleton G = l.OxlO8 N/m2 and the 
permeability coefficient k = 2.8xl0"4 m/sec. 

(2) A similar estimation for Zen et al.s data(1989) measured at a 
coast facing the Pacific Ocean results in from j8 = 
1.0x107 N/m2 to 1.0x108 N/m2. 

(3) The estimation of the value of j3 should be understood keeping in 
mind that it depends on the assumed value of the permeability 
coefficient k. 
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CHAPTER 185 

SAND TRANSPORT UNDER GROUPING WAVES 

Shinji Sato1 

Abstract 

Laboratory experiments as well as numerical modeling were conducted 
for sand transport under non-breaking grouping waves. Experiments showed 
that the direction of net transport of fine sand was onshore under grouping 
waves although it was offshore under monochromatic waves with equiva- 
lent wave height. It was also revealed that the long wave bounded to wave 
group plays an important role in particular for suspended load. A nu- 
merical model was developed on the basis of the second-order Stokes wave 
theory and one-dimensional diffusion equation of sand concentration. The 
validity of the model was confirmed with experimental data. 

1.    INTRODUCTION 

In order to develop a proper model of sediment transport under random waves, 
we have to understand the mechanism of sand transport under wave groups since 
waves in nature usually contain various waves groups. Wave grouping may influ- 
ence the amount and the direction of sand movement through direct action of a 
series of large waves as well as the interaction of short- and long-wave component 
involved in the~group. For example, Shi and Larson (1984) suggested that the 
direction of sand transport under grouping waves will be offshore because the 
bound long wave will induce offshore flow under large waves when more sediment 
is likely to be suspended. The check of this suggestion by laboratory experiments 
is one motivation of the present study. 

The present study aims at understanding the effect of the grouping of non- 
breaking waves on local sand movement through extensive laboratory experiments 

1 Assoc. Prof., Dept. of Civil Eng., Yokohama National Univ., Hodogaya-Ku, 
Yokohama 240, Japan 
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Fig.  1    Experimental setup 

and developing a predictive model of sand transport rate under grouping waves. 
Particular attention will be paid on the effects of long wave and the number of 
waves in a group on the direction of suspended sediment flux. 

2.    LABORATORY EXPERIMENTS 

A series of experiments were performed in a wave flume in which monochromatic 
waves and bichromatic grouping waves were generated. Figure 1 shows the layout 
of experiments. A sand tray was placed at constant depth region where sand was 
filled to make an initially flat bed. Two kinds of sand with median diameter 
D =0.02cm and 0.07cm were used as bed materials. Water surface profile and 
near-bottom velocity at 5cm above the bottom were measured at the center of the 
tray by a wave gage and a ultrasonic current meter. In one run of experiments 
with fine sand (H1 = H2 = 6cm, 7\ = 1.0s, T2 = 1.175s), suspended sand concen- 
tration was also measured by an optical concentration meter at various elevations 
above a ripple crest and a trough. Waves were generated until significant sand 
transport was observed in the tray. The time duration of wave action in each run 
of experiments ranged from 20 to 50 minutes. Sand movement due to wave action 
was recorded by a VTR camera. After each run of experiments, the geometry of 
sand ripples was measured and a thin plate was inserted at the center of the tray. 
The sand on the left side and the right side of the tray was collected separately. 
The net sand transport rate at the center of the tray was estimated from the 
mass difference of dried sand in both sides of the tray. 

The bichromatic waves were simulated by superimposing two sinusoidal wave 
components with the same heights Hi = H2 and slightly different periods Ta and 
T2. The water surface elevation i] of the grouping wave is expressed by the linear 
theory as 

V = ~Y cos(2rt/Ti) + ~ cos(27rf/T2 + v) (1) 

so that the maximum wave height in the group is 2#i(= 2H2). Since the energy 
density is proportional to r]2, the energy density of the grouping wave is propor- 
tional to H\j2. The equivalent wave height He of monochromatic wave with the 
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(em/5)- 

(a) second-order theory (b) waves made by linear theory     (c) waves made by second-order theory 

Fig.  2    Surface elevation and near-bottom velocity of bichromatic waves 

same energy density as the grouping wave is therefore determined by 

He = v^tfi (2) 

The period TJ of the wave group and the mean period Ts of individual short-wave 
in the group were given as follows: 

T,= 
TXT2 

|Ti - T2\ 

2TXT2 

Tj+T2 
(3) 

The ratio Tt/Ts thus indicates the number of waves in a group. These parameters 
will be used to analyze laboratory data although nonlinear waves were observed 
in the flume. 

Experiments were performed for 30 runs using non-breaking grouping waves. 
Eleven runs of experiments were also performed by using monochromatic waves 
with equivalent wave heights He. Experimental conditions as well as measured 
net sand transport rates were listed in Table 1. 

Figure 2 shows an example of water surface elevation r\ and near-bottom 
velocity u under a bichromatic grouping wave. Figure 2 (a) shows theoretical 
time histories estimated by the second-order Stokes wave theory. It is noticed 
that long waves are induced in such a way that water level decrease and offshore 
flow are developed under large waves. Figure 2 (b) shows r\ and u measured under 
bichromatic waves generated by using the linear wave variation expressed by Eq. 
(1) as the input to the wave generator. It was noticed that the observed waves 
by the linear wave input did not reproduce the phase correlation between short- 
and the bound long-waves well. Figure 2 (c) illustrates rj and u where the input 
signal was simulated by the second-order Stokes wave theory ( e.g. Mansard and 
Barthel, 1984 ). It was found that the desired grouping waves were simulated 
well as shown in this figure. In the present experiments, the wave generator was 
controlled by input signals simulated by the second-order Stokes wave theory. 
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Table 1    Experimental condition and net sand transport rates 

(a) monochromatic waves 
J>(cm)    T(s)    ff(cm) Q(cm2/s) 

0.02 1.00 7.1 0.266 XlO" -3 

0.02 1.00 8.5 0.523 XlO" -3 

0.02 1.00 9.9 0.678 X10" -3 

0.02 1.15 7.1 0.237 xlO" -3 

0.02 1.15 8.5 0.917 xlO" -3 

0.02 1.25 7.1 0.026 xlO" -3 

0.02 1.25 8.5 0.934 XlO' -3 

0.02 1.25 9.9 3.181 XlO" -3 

0.07 1.25 7.1 0.0 
0.07 1.25 8.5 0.0 

bichromatic waves 

0.07 1.25 9.9 0.369 xlO" -3 

(b) 
D(cm) Ti(s) Tj(s) Hi, H2( cm) Q(cm2/s) 

0.02 1.00 1.100 5.0 0.176 Xl0~3 

0.02 1.00 1.175 5.0 1.51 XlO"3 

0.02 1.00 1.250 5.0 0.306 XlO"3 

0.02 1.00 1.100 6.0 1.59 xlO-3 

0.02 1.00 1.175 6.0 3.08 XlO"3 

0.02 1.00 1.250 6.0 1.88 XlO-3 

0.02 1.15 1.265 5.0 0.359 xlO-3 

0.02 1.15 1.351 5.0 0.881 xlO"3 

0.02 1.15 1.438 5.0 1.20 xlO-3 

0.02 1.15 1.265 6.0 0.584 xlO"3 

0.02 1.15 1.351 6.0 2.83 xlO-3 

0.02 1.15 1.438 6.0 4.69 XlO"3 

0.02 1.25 1.375 5.0 1.71 xlO-3 

0.02 1.25 1.469 5.0 0.718 XlO"3 

0.02 1.25 1.563 5.0 0.813 xlO"3 

0.02 1.25 1.375 6.0 5.12 xlO"3 

0.02 1.25 1.469 6.0 3.79 xlO-3 

0.02 1.25 1.563 6.0 1.09 xlO-3 

0.02 1.25 1.375 7.0 1.67 xlO"3 

0.02 1.25 1.469 7.0 3.12 xlO-3 

0.02 1.25 1.563 7.0 0.497 xlO"3 

0.07 1.25 1.375 5.0 0.111 xio"-3 

0.07 1.25 1.469 5.0 0.113 xlO-3 

0.07 1.25 1.563 5.0 0.358 xlO"3 

0.07 1.25 1.375 6.0 2.87 xlO"3 

0.07 1.25 1.469 6.0 2.29 xlO"3 

0.07 1.25 1.563 6.0 2.65 xlO-3 

0.07 1.25 1.375 7.0 5.11 xlO-3 

0.07 1.25 1.469 7.0 3.18 xlO-3 

0.07 1.25 1.563 7.0 5.76 XlO"3 
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Fig. 3    Measured net sand transport rates 

0.2 

For 0.7mm sand bed, no ripples were developed and sand particles were trans- 
ported by bed load. Sand particles were observed to be in motion during a few 
wave period just after the passage of the largest wave in the group. For 0.2mm 
sand bed, on the other hand, sand ripples were always observed and suspended 
transport was dominant in all the runs. 

Figure 3 shows net sand transport rates measured in all the experimental runs. 
The positive rates means the onshore transport. The horizontal scale is Ts/Ti, 
which is the inverse of the number of waves in a group. Data for monochromatic 
waves are plotted at TsjT\ = 0. The transport direction of coarse sand was always 
in the onshore direction. Fine sand was also always transported in the onshore 
direction under grouping waves but the transport direction was offshore in some 
cases of monochromatic waves. This is because coarse sand was transported by 
bed load and fine sand was transported primarily by suspended load. Numerical 
models estimating the net sand transport rate were developed for both bed load 
and suspended load. 
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Fig. 4    Net sand transport rates for coarse sand 

NUMERICAL MODEL 

3.1    Bed load 

Figure 4 shows net sand transport rates Q for coarse sand. The abscissa Ts/Ti 
indicates the inverse of the number of waves in a group. The symbol • represents 
measurement and the solid line indicates a numerical computation in which sand 
transport rate was computed by a power model expressed by 

Q = abwsD(q(t) - yc)u/JsgD (4) 

where af,(=1.5) was a nondimensional coefficient, ws the settling velocity of sand 
particle, \P(t) the instantaneous Shields parameter, \PC the critical Shields param- 
eter, s the specific gravity of sand particle in water and g the gravity acceleration. 
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The overbar indicates taking temporal average over the period of wave group. 

The Shields parameter was estimated by using the laminar boundary layer 
theory since turbulence was observed to be weak in all the experiments with 
coarse sand. The second-order Stokes wave theory was used to compute velocity 
variation near the bottom. According to the theory, the velocity variation under 
a bichromatic wave was expressed by the sum of the first-order components and 
the second-order components as 

u   =   «! cos a^ + u2 cos a2t + MJ2 cos 2cii + w22 cos 2a2t (5) 

+   M2acos(cr1 + ff2)t + u2icos(a1 - a2)t 

where <7i(= 2ir/Ti) and a2{= 2ir/T2) are angular frequencies, ut and u2 are 
velocity amplitudes of the first-order components and u\2, u22, u2a, u2; are velocity 
amplitudes of the second-order components. Assuming laminar flow in the bottom 
boundary layer, the bottom shear stress r is expressed by 

r(t) = p^J<J\V U\ cos(<Tji + TT/4) + py/ff2v u2 cos(cr2i + 7r/4) (6) 

+ p\j2a\V M12 C0s(2(Tl^ + 7r/4) + p\/2(J2V u22 cos(2tj2t + 7r/4) 

+ P\J(°"i + a,i)v u2a cos((<T1 + a2)t + ir/4) 

+ P\JWl ~ a2\v u2l cos((<T1 - a2)t + 7T/4) 

where p and v axe the density and the kinematic viscosity of water respectively. 
The instantaneous Shields parameter is related to the bottom shear stress by 

*(*) = r(t)/(psgD) (7) 

The value of $ — We in Eq. (4) was set to be zero when \P was smaller than \PC. 
It was confirmed in Fig. 4 that the model predicted the onshore transport of 
coarse sand in a good accuracy. 

3.2    Suspended load 

For fine sand sanc|l ripples were always observed and suspended sand was dominant 
above rippled bed. Figure 5 shows the relationship between the ripple wavelength 
A and the diameter d0 of water particle displacement near the bottom. The value 
of d0 was estimated by using the linear wave theory. For grouping waves, d„ was 
estimated by using energy equivalent wave height He and individual wave period 
Ts, where He and Ts are related to the dimensions of the grouping wave by Eqs. 
(2) and (3). The ripple wavelength under grouping waves was longer than that 
under monochromatic waves as long as He was used as the representative wave 
height. 

Figure 6 shows vertical distributions of time-averaged sand concentrations C 
under a grouping wave and a monochromatic wave with equivalent wave height. 
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Fig. 5    Wavelength of sand ripples for fine sand 

It was found that sand concentration tended to be larger in grouping waves than 
in monochromatic waves. The eddy diffusivity e estimated from Fig. 6 was also 
larger in grouping waves than in monochromatic waves, which was associated 
with larger sand ripples observed under grouping waves. 

Suspended load 
diffusion equation: 

was modeled on the basis of the following one-dimensional 

dC       d2C dC 

at        ozl az 
(8) 

The boundary condition at the bed was described by a pick-up function pr{t) 
which simulated intermittent ejection of sand above rippled bed ( Nielsen, 1988 ). 
The entrainment of sand was assumed to occur at the time of every flow reversal. 
The time t; of the i-th flow reversal was determined from the velocity variation 
simulated by the second-order Stokes wave theory. The boundary condition at 
the bed was then expressed as follows: 

e&=o = -Pr(t) = -y£p.a.w,D(%-9c)uiTi/(Xy/7^D) S(t-U)     (9) 

where aa(=0.2) was a coefficient, ps was the density of sand particle, 7}, «,- and 
\Pt- were the period, the velocity amplitude and the Shields parameter of i-th wave 
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Fig. 6    Vertical distributions of suspended sand concentration 

respectively, and S(t) was Dirac's delta function. The Shields parameter $,• was 
estimated by 

*.- = ^4 (io) 2sgD V    ; 

where /„ was Jonsson's friction factor. For eddy diffusivity, the following relation 
proposed by Nielsen (1988) was employed: 

•\2l £ = ws7;(1.24exp[-40(«;s/wi/3)2] +0.2) (11) 

where r\ was the wave height of observed sand ripples and «i/3 was the significant 
amplitude of near-bottom velocity variation. 

Figure 7 shows an example of temporal variation of water surface elevation 
7], near-bottom velocity u and sand concentrations C measured and simulated by 
the model. Sand concentrations were compared with measurements at elevations 
z=3cm, 2cm, 1cm, 0.5cm. The long wave component extracted by a numerical 
low-pass filter was also shown in the figure. It was reproduced in the model that 
the sand concentration becomes maximum just after the passage of largest wave 
in the group. 

When we integrate the correlation Cu at various heights, we can estimate sus- 
pended sand flux at the section, which can be compared with net sand transport 
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Fig. 7    Comparison of numerical computation with measurements 
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Fig. 8    Comparison of net sand transport rates 

rates estimated from the mass difference of sand in sand tray. Figure 8 shows 
the relationship between the net sand transport rates Q and Ts/X/. Net sand 
transport rate under monochromatic wave was plotted at Ts/T[=0. The numer- 
ical model based on the diffusion equation reproduced the experimental results 
that the direction of net sand transport in grouping waves was opposite to that 
in monochromatic waves. It is also reproduced in the model that the transport 
rates increased with the decrease of the number of waves in the wave group. 

Figure 9 shows co-spectra between C and u for monochromatic wave and 
grouping wave. The co-spectrum indicates the contribution of each frequency 
to the total suspended load. There is a sharp peak of offshore transport for 
monochromatic wave. This is because under shallow water waves propagating 
over rippled bed, we usually have offshore transport of fine sand since more sand 
is accumulated in a vortex behind ripple crests during stronger onshore flow and 
transported offshore after the flow reversal. 

Under grouping waves, to the contrary, the contribution at the peak frequency 
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Fig. 9    Co-spectra between u and C 

was reversed to onshore transport. It is also noticed that a large contribution to 
the offshore was observed by long wave component. The reason for the reversal 
of the contribution at the peak frequency is explained by the asymmetry in the 
time history of velocity. Since offshore flow is induced by long wave component 
under large waves, velocity amplitude of offshore flow becomes larger than that 
of onshore flow. This makes suspended sand cloud created during offshore flow 
bigger than that during onshore flow, which results in net onshore transport of 
suspended sand at the peak frequency. The offshore contribution by the long 
wave component is explained by the same mechanism suggested by Shi and Lar- 
son (1984), that is, more sediment will be suspended under large waves which will 
be transported by offshore flow induced by the bounded long wave. The direction 
of the total net sand transport under non-breaking grouping waves will be deter- 
mined by the balance of these two contributions. Net onshore transport of fine 
sand observed in the present experiments means that the onshore contribution 
by the short wave component was always larger than the offshore contribution by 
the long wave component within the range of experiments. 
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4.    CONCLUSIONS 

Laboratory experiments showed that the direction of net transport of fine sand 
was onshore under non-breaking grouping waves although it was offshore under 
monochromatic waves with equivalent wave height. Laboratory experiments also 
proved that wave grouping plays an important role in particular for the case in 
which suspended load is predominant. A numerical model developed on the basis 
of diffusion equation of sand concentration was confirmed with experiments. 

Extension of the model to random wave conditions will be presented in the 
next opportunity. 

REFERENCES 

Mansard, E.P.D. and V. Barthel (1984):  Shoaling properties of bounded long 
waves, Proc. 19th Conf. on Coastal Engineering,   pp. 798-814. 

Nielsen, P. (1988):   Three simple models of wave sediment transport, Coastal 
Engineering, Vol. 12, pp. 43-62. 

Shi, N.C. and L.H. Larson (1984):   Reverse sediment transport induced by 
amplitude-modulated waves, Mar.  Geol, 54, pp. 181-200. 



CHAPTER 186 

QUASI-TURBULENT BOUNDARY LAYER OF OSCILLATING FLOW OVER RIPPLES 

Yukio Sato 
and 

Ken-ichiro Hamanaka^ 

ABSTRACT 

When the surface waves propagate in shallow water region, 
the bottom boundary layer may be turbulent because of sand ripples 
or other kind of roughness of sea bed. But before the flow becomes 
fully developed turbulence, there is a state, in a certain range of 
the Reynolds number, in which the flow is still laminar but has 
separation and complex structure of vortex. This is termed as 
quasi-turburent flow in the present paper. The flow structure of 
this boundary layer affects the mass transport and sedimataion. 

In the present paper, we use a numerical method to solve the 
boundary layer of oscillatary flow over ripples. When we discuss the 
overall wave field, the sand ripples can be considered as ruoghness 
of the bollom and the flow with the separation and the vortex can be 
considered as disturbance around mean flow. Therefore, to discuss 
the averaged flow structure of wave field, the mass transport for 
example, it is necessary to know some kind of statistical properties 
of the boundary layer. A particular attention is paid to investigate 
the mean velocity, the Reynolds stress and turbulent viscosity. It is 
found that the turbulent viscosity varies along the time during the 
period of the oscillation. And not only it diverses as the space 
derivative of the mean velocity diminishes, but also it has a complex 
distribution in space and time. 
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1. INTRODUCTION 

Sand ripples are commonly observed on the sea bed in 
coastal region, which produce complex flow structures near the bed 
under the influence of the wave motions. This flow structures 
strongly affect to the development of ripples, the mass transport 
inside and outside the boundary layer, and the sedimentation near 
the bed. 

In the case where the flow near the bed is fully developed 
turbulence, Longuet-Higgins(1958) analized the Eularian mean 
velocity and the mass transport velocity just outside the boundary 
layer. He concluded that the Eularian mean velocity and the mass 
transport are independent to the distribution of the turbulent 
viscosity. In his analysis it is assumed that the local turbulent 
viscosity is constant along with the time during the wave period. But 
the validity of this assumption seems to be questionable. 
Furthermore, when we discuss the mass transport inside the boundary 
layer, we need to know the distribution of the turbulent viscosity 
even if Longuet-Higgins' assumption is correct. 

On the natural sea bed, the wave length of the ripples is 
very short compared with that of the surface wave. Therefore to 
investigate the flow structure inside the boundary layer, 
horizontally oscillating flow can be considered as a first 
approximation for the ambient flow. Blondeaux and Vittori(1991) 
investigated this flow structure in a numerical approach. Hamanaka 
and Sato(1991) also proposed a similar numerical method 
independently using the spectral method and the finite differential 
scheme. Both of them confirmed that their methods describe the 
separations and large vortex structures. 

In the present paper, we use the same numerical method of 
Hamanaka and Sato(1991) and solve the oscillatory boundary layer on 
ripples under the quasi-turbulence condition. A particular attention 
is paid to investigate the mean velocity, the Reynolds stress and the 
turbulent viscosity on the same flow conditions mentioned above. 
Spatial averaging procedure is taken over the wave length of ripple. 
The turbulent viscosity is found to be dependent on time during the 
period of the oscillating flow. Not only it diverses as the space 
derivative of the mean velocity diminishes, but also it has a complex 
pattern of its distribution in space and time. A similar result can be 
seen in the experimental measurement of Sleath (1987), in the case of 
fully developed turbulent boundary layer. This fact suggests that 

Longuet-Higgins' assumption mentioned above is not correct. A 
example   of   this    incorrectness   is  seen  in   the  difference  between 
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Tanaka's model and   measurement (Tanaka, 1989). 

2. FORMULATION OF THE PROBLEM 

In the present paper, we follow the same numerical approach 
of Hamanaka and Sato (1991). We consider two dimensional viscous flow 
oscillating over a periodic wavy bottom and assume that the wavy 
bottom vary sinusoidally to the direction of x axis. The vorticity 
equation and the Poisson equation for the stream function is 
employed as the   governing equation. 

U> x    = <t> :<G) y— </> v (O x   + V (&> x x   + (Wyy)  (1) 

<j> x:<   + 0 yy   = — (i)  (2) 

where,   w * is vorticity,   <j> * is stream function and  v * is kinematic 
viscosity. 
The flow outside the boundary layer is given by 

u * = a * A * s i n (a * t *)        ,       v * = 0  (3) 

where, u * and v * are horizontal and vertical velocity components 
outside the boundary layer. And, a * is angular frequency, A * is 
amplitude of velocity. 

A new coordinate system is introduced. 

x*=F*-    a*exp  (-k*>?*)    sin(k'f') 
  (4) 

y *=>?*+    a*exp(-k*)7*)    cos(k*f*) 

where,    k *   and   a *   are    wave number and  amplitude of the  ripple 
respectively. The ripple profile is mapped into the line t] *= 0 . 
All variables are nondimensionlized with k * and a *. 

= kf ,     7j = k   v ,      t=(jt 

(5) 
. k « 6) * k *2 

<l> = —*- 0 ,     o)= —.r .     J> = ---*~ v a a a 

Then, the governing equations (1) and (2) are represented in ( 
F , v ) coordinate system. 
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«t = J"'   { - <fi    w p+ 0g a) J]
+1J(<<)gg + a>

vv^       (6) 

<l> % % + <l> v n     =-Jw  (7) 

where,   J  is the Jacobian of transformation by Eq. (4) : 

J = 1 ~ 2 a   exp   (- )7)    cos(f)+     a"    exp   (-??)— (8) 

J_1= 1/J 

The boundary conditions on the bottom are 

<l>=<I>g=<l>=Q       on       v =   0  (9) 

and outside the boundary layer, 

0£-*O,0-»Asin(t)     ,     u>-*0     at r/ -»«>         (10) 

The parameters a , A and v  specify this problem. 
The parameter a determines the bottom topography. When a is 

constant, the similarity law suggests two dimensionless numbers, 
Reynolds number (Re) and Strouhal number (S). Let the representative 
variable of the length scale be the wave length of the ripple profile 
( L *) , the time scale, the period of oscillation (T *) , and the 
velocity, the maximum velocity of oscillation (a * A*), then, Reynolds 
number (Re) and Strouhal number (S) are described as follows. 

a*A*L*      A       „   (7*A*T* 
Re=  ^ = 2K—        ,       S= --»- =A   (11) 

v ' v L 

Instead of solving this problem directly, we introduce the 
Fourier series expansion for <fi  and a> along the axis f , 

<!> = £ f m e x p   ( i m f )      ,     w = Sgmexp   (iraf)       (12) 

Substituting (12) into (7) , we obtain equation (13). 

—_ m- f m = _ H1T1  (13) 
an" 
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where,   J u> = X Hm e lm 

In general, there can be considered two way to treat the 
vorticity equation. When the wave number space (Fourier coefficients) 
is used, the convolution sum is needed to calculate the nonlinear 
terms. And when the physical space is used, the inverse Fourier 
transform is needed in each time step. In the present paper, the 
latter method is used. 

We introduce a new coordinate system in which finer meshes 
can be defined near the bottom, and coarser ones in the upper 
region. 

exp   (bf)     - 1 
exp(b)    -1 

The boundary condition for (12) is on the bottom 

f m= 0      on      r = 0     (15) 

and outside the boundary layer 

-?J.   -?J•   =  Asln(t)   ,  m=0    on  r = j    (16) 
a i)       3  £" 0       ,  m =^ 0 

for the vorticity equation 

o) = 0       on       r = 1  (17) 

The vorticity on the upper boundary is assumed to be zero, 
and on the bottom it is given by Thorn's scheme with the bottom 
condition of the stream function ( Roache 1972 ). 

T_,   .3 r   '2      2 0( An „     n .... 
<o = - J       ( )  on      f = 0       (18) 

3 v At 

3. NUMERICAL PROCEDURE 

The equation (6) and (13) are solved numerically by use of a 
forward difference scheme for the time derivative, and a central 
difference scheme for the spatial derivative. The vorticity at new 
time step is obtained through (6) with three inverse Fourier 
transform   in   the   right   hand   side   of   the   equation.   The   Fourier 
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coefficient of the stream function is obtained through (13) with 
Fourier transform of the right hand side. Then, the vorticity on the 
bottom is obtained through (18). In this procedure, Fourier transform 
and inverse Fourier transform are needed but FFT algorithm may be 
available in any computer system. 

In this paper, the parameters a and A are fixed on 0.5 and 
5.0, and several calculations is carried out with the several 
different value of v . The value of A is selected as the moving 
distance of water particles by oscillating flow becomes to a wave 
length of the ripple. The computation starts from the fluid at rest. 

Table   1.    gives   the   computational   conditions   which   are 
discussed in this paper.  M and N are the numbers of grids on f -axis 
and  £ -axis respectively. NT is time step number of one period of the 
oscillation. 
Therefore, the time step   A t  becomes 

A t = 2 i/NT 

RUN M N Tj   T b a A V Re NT cycle 

4 64 32 5 3 0.5 5 0.05 630 3200 3 

23 64 90 7 3 0.5 5 0.03 1050 12000 5 

27 64 90 10 3 0.5 5 0.02 1570 12000 6 

Table 1.   Computational conditions 

4. DISCUSSION OF RESULTS 

In this problem , three nondimentional parameters a , A and 
v specify the flow. In the present calculations, a and A are fixed 
while v takes different values as shown in the table 1. This means 
the Strouhal number remains constant while the Reynolds number 
varies in the different cases. The flow with these conditions can be 
confirmed to be stable from the experimental measurements by Du Toit 
and Sleath (1981). 

Fig. 1 shows the contours of vorticity of the flow with the 
condition of RUN 4 in the table 1, after three cycles from the rest. 
(a)-(h) in Fig. 1 correspond to the eight successive phases in one 
cycle. The fluid outside the boundary layer flows from the left to 
the  right during the first half cycle and reverses during the next 
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half cycle. The bold lines show the positive vorticity ( 
counter-clockwise ) and the fine lines show the negative one ( 
clockwise ). The ambient flow is accelerated in (a), takes maximum 
velocity in (b), is decelerated in (c) and rests in (d). 

Fig. 2 shows the contours of stream function of the same flow 
of Fig. 1. It is found that both the separation on the lee side of the 
crest and the large vortex shed from the bottom are well described 
in this numerical method. In Fig. 1 and Fig. 2, corresponding flows in 
each half cycle ((a)-(e) and (b)-(f) etc.) are almost symmetric. This 
means that almost stationary oscillating flow is obtained. 
Furthermore, in the phase of the deceleration larger separation 
structure is formed than in the acceleration phase. When the ambient 
flow reverses its direction, a cloud of vorticity is shed from the 
bottom and drifts with the ambient flow diminishing the intensity of 
its vorticity. 

As mentioned in the section 1, the wave length of the ripples 
is very short compared with that of the surface wave in normal 
coastal region. Therefore the ripples can be considered as bottom 
roughness. In this sense, it would be reasonable to investigate the 
Reynolds stress and the turbulent viscosity for mean flow. In 
general, the averaging procedure can be taken in time, in phase or in 
space. But to investigate Longuet-Higgins' assumption mentioned in 
section 1, it will be suitable to use the spatial averaging procedure 
where the mean velocity is calculated from the averaged velocity 
over a wave length of the ripple. Then, the Reynolds stress Ry and 
the turbulent viscosity v T are given by, 

Ry=-<u*  v'>  (21) 

v T= - < u ' v ' >/ -~~  (22) d y 
where 

u = U + u',U=<u>  (23) 

and < > denotes the average over a wave length. 
Fig. 3 shows the distribution of the mean horizontal 

velocity of RUN 4. Fig. 4 and Fig. 5 show the distribution of the 
Reynolds stress and the turbulent viscosity of the same flow . From 
Fig. 5, the turbulent viscosity is found to vary its value during the 
period of oscillation. And not only it has complex distributions but 
also diverges in different ways ( in positive or negative ) as the 
space derivative of mean velocity is diminishes. A similar result can 
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be   seen    in   the   experimental   measurement   in   the   case   of   fully 
developed turbulent boundary layer (Sleath,1987). 

Fig. 6 shows the contours of vorticity in the case of RUN 23. 
Comparing with Fig. 1, it is found that when the Reynolds number 
increases the intensity of vorticity becomes higher and its 
distribution gets much more complexity and the cloud of vortex 
drifts longer time with the ambient flow. 

Fig. 7 and Fig. 8 show the mean velocity and the Reynolds 
stress of the flow of Fig. 6. 

The fundamental characteristics are the same of those of RUN 
4. But it can be seen from these figures that the phase shifts in the 
mean velocity and the Reynolds stress appears at much higher 
position because of the development of the boundary layer. The 
turbulent viscosity of this flow also has the same characteristics of 
RUN 4. 

Let us discuss the detail of time dependence of the 
characteristics of boundary layer. Fig. 9(a) shows the contours of 
mean velocity of RUN 4 during one cycle. The bold lines denote the 
positive contours and the fine ones, negative ones. The height at 
which the mean velocity takes the maximum at each phase rises up 
lineally with time in each half cycle. A similar result can be seen in 
the turbulent intensity of fully developed turbulent oscillatory 
flow from the experimental measurement by Sleath (1987). 

Fig. 9(b) shows the contours of the Reynolds stress of RUN 4. 
The Reynolds stress has two peaks in each half cycle and its 
intensity at the acceleration phase is higher than that at the 
deceleration phase. 

Fig. 9(c) shows the contours of the turbulent viscosity of 
RUN 4. The zigzagged line where the positive contour and negative 
contour are close each other indicates the divergence of the 
turbulent viscosity. The similar result can be seen in fully 
developed turbulent flow (Sleath, 1987). 

Fig. 10 is for RUN 23 and Fig. 11 is for RUN 27, corresponding 
to Fig 9 for RUN 4. As expected from the previous discussion, as the 
Reynolds number increases the distribution of each valuables gets 
higher complexity. Also it is commonly seen that the turbulent 
viscosity strongly depends on time and not only it has positive and 
negative value but also it diverses positive way and negative way. 
This result suggests that the Longuet-Higgins' assumption is 
incorrect. A effect of this incorrectness is seen in the difference 
between Tanaka's model and measurement (Tanaka, 1989). He proposed a 
turbulent viscosity model which depends only to the height from the 
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bottom, and estimated the mean velocity in a fully developed 
turbulent oscillatory flow. Significant differences can be seen 
around the peak points of the mean velocity distributions. 

5. CONCLUSION 

The flow structures of oscillatory boundary layer on rippled 
bottom are investigated in a numerical method. It is confirmed that 
the turbulent viscosity depends on time and dlverses in positive and 
negative. This suggests that the Longuet-Higglns' assumption is 
unreasonable and consequently the Eularian steady flow and the mass 
transport under the wave motion should be reinvestigated. 
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Fig.l   Vorticity contours (Run 4)   Fig. 2   Stream function contours 

A w = 5 (Run 4) : A <f> = 5 

(a):2i *l/8 ,(b):2w *2/8 ,(c):2rc *3/8 ,(d):2ff *4/8 
(e):27r*5/8 ,(f):2/r*6/8 ,(g):2w*7/8 ,(h):2w*8/8 

Fig.3   Distributions of mean fluid    Fig.4   Distributions of Reynolds 

velocity (U)   (Run 4) stress (Ry)   (Run 4) 

(a) ~ (h) see Fig.2 (a) ~ (h) see Fig.2 
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5. U! 5, (bl [el 5 (d) 

Fig. 5   Distributions of turbulent      ($) 
viscocity ( vT )   (Run 4) 
(a)~(h) see Fig.2 

Fig. 6   Vorticity contours (Run 23) 
A w = 5 : (a) ~ (h) see Fig. 2 

Fig. 7   Distributions of mean fluid     Fig. 8   Distributions of Reynolds 
velocity (U)   (Run 23) stress (Ry)   (Run 23) 
(a) ~ (h) see Fig. 2 (a) ~ (h) see Fig. 2 
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(a)   5 ^ 

2*PI 

(b )   5 

2*PI 

(c )    5 

2*P1 

Fig.9   Contours of (a) :mean fluid velocity,(b) :Reynolds stress 
and (c) :turbulent viscosity   (Run 4) 
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(a)    5 

2*PI 

(b )    5 

2*PI 

(c )    5 T 

2*p; 

Fig. 10   Contours of (a) :mean fluid velocity,(b) :Reynolds stress 
and (c) :turbulent viscosity   (Run 23) 
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(a)   5 T 

(b )   5 

2*PI 
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J2^ 
H H 
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Fig. 11   Contours of (a) :mean fluid velocity,(b) :Reynolds stress 
and (c) : turbulent viscosity   (Run 27) 



CHAPTER 187 

LONG PERIOD WAVE AND SUSPENDED SAND TRANSPORT 

EN THE SURE ZONE 

Tomoya Shibayama1, Akio Okayasu2 and Mikio Kashiwagi2 

Abstract 

The effect of long period wave to local sand transport rate in 
the surf zone is analyzed by laboratory and numerical experiments. 
In the laboratory experiment, surface profile, near-bottom velocity 
and suspended sand concentration are measured simultaneously and 
resultant net sand transport rate is measured by mass difference during 
the experimental runs. It appears that the net sand transport rate is 
determined by three driving forces which are undertow, long wave and 
short wave. In mild slope condition, the effect of long wave becomes 
large. In order to simulate this process, a new numerical model is 
formulated. 

1. Introduction 

When irregular waves travel to the shoreline, the long wave component of 

velocity becomes an important consideration in determining sand transport in 

the surf zone where sands are transported by both wave motion and turbulence 
due to wave breaking. For beach deformation process in field, Katoh and 

Yanagishima (1990) explained the erosion process of berm by the long wave 

effect. Irregular wave motion consists of a variety of wave periods from long 

wave to short wave. In this study, the role of long wave to local sediment 

transport rate is analyzed by laboratory experiments. Investigations are mainly 

1 Associate Professor, Department of Civil Engineering, Yokohama National 
University, Hodogaya-ku, Yokohama 240, Japan 

2 Research Associate, Yokohama National University 
2  Graduate Student, Yokohama National University 
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focused on sands which are suspended by vortex motion and transported under 

the influence of long wave velocity. The major difference from the work by 

Shibayama ti al. (1991) is that suspended sand flux is considered to be the 
main factor to control the effect of long wave to total transport rate in this 

study. In the previous work (Shibayama ei al. , 1991), near bottom velocity 

and net sand transport were measured. In their analysis, bed load formula was 
used to simulate the process and there was no discussion on suspended sand 

transport because they did not measure the suspended sand concentration. 

Shibayama ei al. (1991) performed numerical simulation to estimate net 

sand transport rate when near-bottom velocity is given. Their analysis was 

based on the regular wave analysis of sediment transport rate formula proposed 

by Shibayama and Horikawa (1985) (also Shibayama and Irie, 1987). In their 
analysis, it was not possible to include suspended sand movement which is 

suspended more than one wave cycle. In the present analysis, suspended sand 

movement will be more directly included in the model. 

2. Laboratory Experiment 

Laboratory experiments were performed with the use of a wave flume which 

is 17 m long, 0.5 m wide, and 0.55 m deep. Uniform slopes of 1/40 (series A) 
and 1/20 (series B) were set at the bottom. Figure 1 shows the view of set-up. 
In the shallow water area, an inspection area of 3 m long and 0.5 m wide was 
installed where sorted sands of 0.2 mm in diameter were laid. Two inspection 

sections were set at the inspection area in order to compare the effect of long 

wave in different depth. An ultra-sonic velocimeter, optical type concentration 

meter and capacitance wave gage were positioned at the center of the inspection 

sections. Within the area, a tray was set in order to measure net sand transport 

rate. The tray was divided into three sections: the onshore, middle and offshore 
part. By measuring the change of sand mass in each section before and after the 
experiment, the net sand transport rate in cross-shore direction was obtained 

for two inspection sections. Table 1 show the conditions of waves which were 
used in the experiments. 

Spectrum analysis was performed from the velocity history measured by 

the ultra-sonic velocimeter. From the calculated spectra of velocity history, 

it was determined that long wave component, short wave component and tur- 
bulence component had to be separated by frequencies of 0.25 Hz and 5 Hz. 

The velocity history and concentration time history were then divided into four 
components: steady flow, long wave, short wave and turbulence with the use 

of a band passing filter. Fig. 2 shows an example of separation of near-bottom 

velocity. In the figure, original time history, long wave component, short wave 
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17 0 0 0 mm 

J 1 Ultra-Sonic Current Meter 
-MI        ' 
Q-j; 1 Concentration Meter 

17 0 0 2 G 0 0 2 6 0 0 

tan 0 =1/40 

'5000                      1 0 0 0 1 0 o 0 110  0 

X7 
^^- 

• ' ' .^J^^^ 

tan£=l/20 

Figure 1: Experimental set-up. 

Table 1: Experimental conditions. 

Case 
Sand Diameter 

4o (mm) 
Constant Depth 

h (cm) 
Slope 

tan/? 

Significan t Wave Mean Wave 

#i/3 (cm) TU3 (s) H (cm) T(s) 
A-l 8.2 1.0 5.3 0.9 

2 4.9 0.8 3.9 0.7 
3 6.9 0.9 4.5 0.8 
4 

1/40 
10.0 1.0 6.6 0.9 

5 9.5 1.2 6.1 1.0 
6 6.6 1.2 4.2 1.0 
7 10.7 1.3 7.0 1.2 
8 

0.18 35.0 
8.9 1.3 5.7 1.1 

B - 1 8.1 1.0 5.3 0.9 
2 5.2 0.9 3.3 0.8 
3 8.1 1.0 5.3 .0.9 
4 

1/20 
6.6      . 1.0 4.2 0.9 

5 9.5 1.2 6.1 1.0 
6 4.8 1.4 2.9 1.0 
7 10.6 1.3 6.8 1.1 
8 6.8 1.3 4.4 1.2 

Bredschneider-Mitsuyasu Type Spectrum 
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and turbulence are shown. Figure 3 shows an example of the time histories of 
surface profile, near-bottom velocity and suspended sand concentration. Long 

wave components are also shown in the figure. Amplitude and period of each 
wave were also defined for both long wave and short wave by using the zero- 

down-crossing method. 

The effect of long waves to local sediment transport rate were analyzed by 
comparing the following quantities: steady current, long wave velocity, short 

wave velocity, long wave concentration of suspended sand concentration, short 
wave concentration, and the net sand transport rate. 

3. Results of experiment 

From the above experiment, we tried to explain the net sand transport rate 
by using long wave and short wave component of the near- bottom velocity. 

This is the same way which was done by Shibayama et al. (1991). Figure 
4 shows the result for the cases of which bottom slope was 1/40. From the 

figure, we can conclude that the larger long wave component causes the larger 
net sand transport even if the significant values for short wave take almost the 
same values. For the slope 1/20, the effect of undertow is large and therefore 

we judged that it is better to analyze the cases for the slope 1/40 to elucidate 
the effect of long wave. 

Figure 5 shows the relationship between the amplitude ratio of long wave 
velocity to short wave velocity and the net sand transport rate for the slope of 
1/40. From the figure, it can be concluded that the ratio has become larger, 

the net sediment transport rate has increased. In this case, the net transport 
direction is onshore. During the experiment, when a short wave crest comes 
over trough of long wave, high concentration area was frequently observed with 
certain phase lag. This high concentration area is transported to onshore and 

finally results in net sand transport in onshore direction. 

Then we have tried to explain sand transport direction by using the long 
wave component of velocity and long wave component of suspended sand con- 
centration. Our explanation can further be illustrated in Figure 6. If it is 
possible to assume that the time history of these two quantities are sinusoidal, 
-y to | of the phase shift between results to onshore sand transport. If it is 

greater than y, the flux becomes lesser than zero and results to offshore trans- 
port. This relationship is clearly defined in Figure 6 which shows the results of 

the experiments. There are 32 results in total and in 22 cases, the direction of 
calculated suspended sand flux and the direction of net sand transport agree. 

It can therefore be concluded that the transport direction can be explained by 

the suspended sand flux for these experimental cases. 
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Figure 2: Example of separation. 
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Figure 4: Effect of short wave and long wave to net sand transport rate. 

4. Numerical simulation 

A numerical model is formulated to examine the movement of suspended 

sand and the resultant net sand transport rate. From the observation, it is no- 

ticed that whether suspended sand in the vicinity of sand ripples are confined 

in the vortex area or not is a very important point to determine the suspended 

sand transport direction. Therefore it was tried to distinguish these two pro- 

cesses, confined or not, by using the ratio of the diameter of water particle 

excursion distance to ripple wave length. This value was used by Shibayama 

and Horikawa (1985) and the critical value of the ratio was 3. If the ratio is 

greater than 3, the suspended sand is not confined in vortex and transported 

to the same direction with flow. If the ration is smaller than 3, the suspended 

sand is confined in vortex area, and transported after flow direction changes. 

Figure 7 shows the schematic view of the difference of these two patterns. 
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Figure 5: The ratio of long wave component of velocity to 

short wave component and net sand transport rate. 

For the case of suspended sand confined in the vortex area, the model of 

Nielsen (1988) was used (Sato et al. , 1991). The transport rate is given by the 

following formula, 

Q = abwsD(V-yc)u/^D (1) 

where aj is 0.2, w is fall velocity, D is sand diameter, \P is shields parameter, 

^c is critical value for initiation of the movement, u is bottom velocity and s 

is specific gravity of sand particle. The transport rate is integrated in time for 

half wave period and will be confined one ripple area and then is transported 

when flow direction changes. When the ratio is greater than three, suspended 

sand will not confined in the vortex and Eq. (1) is directly used for transport 

process. 
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Figure 6: Phase shifts between long wave component of velocity and 

concentration and their effects to the net transport rate. 
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Figure 7: Explanation of sand movement. 
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Table 2: Results of numerical simulation. 

CASE 

DEPTH:7. 5cm 

CALCULATION   MEASUREMENT 

DEPTH:5ci 

CALCULATION MEASUREMENT 

A 1 

A 2 

A 3 

A4 

A 5 

A 6 

A 7 

A 8 

-3.104*10"3 -3.033*10"2 

-0.046*1(T3 -8.193*10"2 

0.039*10"3 -1.140*10~2 

1.902*1(T3 2. 135*10~2 

-1.821+10"3 -3.734*10"3 

5.132+10"3 8.425*10"3 

i.518+10-3 2.130*10~3 

2.904*10-3 9.044*10~3 

-0.042*10"3 -2.704*10"' 

1.677*10"3 -9.806*10"4 

2.040*10~3 1.602*10"2 

2.317*10"3 8.135*10"d 

1.940+10"3 3.250*10"5 

4.137*10"3 .1.421*10"3 

2.973*10"3 1.581*10"3 

UNlT(g/cm/s) 

For sand deposition process, one-dimensional diffusion equation is used to 
evaluate the deposition and diffusion process. It is 

9c        d2c dc 

dz1 dz Qt   ~    ~/U2    '   ws ft-,' '^) 

The diffusion coefficient e is given by the following formula (Nielsen, 1988), 

£ = wsr) {l.24exp[-40(«;s/w6)
2] + 0.2} (3) 

Table 2 shows the comparison between present calculation and measured 
net sand transport rate. The general tendency of the predictions agrees with 

the laboratory results but we still have discrepancy. This may be due to the 
effect of bed load which is not included in the present model. 
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5. Conclusions 

By laboratory experiments, it was confirmed that long wave component 

of velocity and suspended sand concentration has an important effect on local 

sediment transport rate particularly in the vicinity of shoreline areas where 

the long wave component is large. In these areas, the relationship between the 

long wave component and the net sediment transport rate can be empirically 
obtained. It is possible to explain the direction of net sand transport from 

the product of long wave component of velocity and long wave component of 
suspended sand concentration. From numerical experiment, we can say that if 

movement of suspended sand is correctly estimated, then sand transport rate 
is correctly evaluated. 
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CHAPTER 188 

OBSERVATION OF FORESHORE VARIATION IN IWO-JIMA 

By Toshiyuki Shigemurai, Member, ASCE, 
Kenjiro Hayashi1 and Koji Fujima1 

Abstract 

The variation of the foreshore in Iwo-jima is studied by analyz- 
ing a series of aerial photographs taken seasonally for the past 4 
years since 1987, and data of various surveys obtained for the past 
10 years since 1982. These observations are compared with results 
of numerical analysis of the effects of storm waves on the fore- 
shore. The findings obtained through these analyses are: (l)The 
island is still rising at a yearly rate of more than 30 cm/year; 
(2)The foreshore is eroded in summer and fall when typhoons often 
hit the island, but is restored back in winter and spring of the 
following year. The seasonal variation of the foreshore area ranges 
from 300,000 m2 to 600,000 m2 depending on the magnitude and fre- 
quency of the typhoons hitting the island in a year; (3)The fore- 
shore area is increasing at a rate of 50,000 m2/year which is 
caused by the upheaval of the island; (4)A one-line model can be 
applicable for the prediction of the short-term variation of the 
shoreline caused by storm waves. 

1. Introduction 

Iwo-jima is an isolated volcanic island located in the Pacific 
Ocean about 1250 km south of Tokyo (24°45' to 24°49'N, 141°17' to 
141°21'E). Figure 1 shows the location of the island. 

The maximum length of the island is about 8.6 km and its surface 
area is roughly 23.2 km2. The island is relatively flat with a mean 
altitude of 110 m and its surface is covered with dense vegetation. 

The coast is mostly rimmed by a uniform sandy beach approximate- 
ly 200 m wide, fully exposed to the open sea. Since the island 
often experiences typhoons in summer and fall, the seasonal varia- 
tion of the foreshore is quite remarkable. Further, the island has 

I . Department of Civil Engineering, National Defense Academy, 
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been rising at an unusual rate of 
more than 30 cm/year in some 
places, making the variation of 
the foreshore more complicated. 
These environmental conditions 
have prevented us from construct- 
ing any operative port facilities 
in this island. 

To investigate the mechanisms 
by which the foreshore changes, 
the authors have been conducting 
various surveys on the shore of 
the island since 1982, and have 
been taking aerial photographs 
since 1987. 

This paper intends to clarify 
the following items through the 
analysis of these field data: 
(1) The current state of the rate 
of upheaval of the island. 
(2) The seasonal variation of the foreshore. 
(3) The effect of upheaval on the increase of foreshore area. 
(4) The mechanism by which the foreshore changes  due to storm 
waves. 

Figure 1 Location of Iwo-jima 

2.Field surveys and Aerial Photographs 

(1) Field surveys on the shore of Iwo-jima 
To investigate the variation of the rate of upheaval, the au- 

thors have been conducting traverse, level and cross surveys on the 
shore of Iwo-jima since 1982, with the support of the Topographic 
Survey Battalion(TSB) of Japan Ground Self Defense Force(JGSDF). 
Figure 2 shows the location of 53 
measuring points provided at an 
interval of roughly 300 m along 
the entire backshore of the 
island. 

By using these measuring 
points, surveys have been carried 
out at a frequency of at least 
twice a year. So far, surveys 
have been conducted 16 times in 
the period between 1982 and 1991. 

In this study, the results of 
the level and cross surveys will 
be analyzed to check the current 
rate of upheaval and the varia- 
tion of the foreshore slope of 
the island. 

„ I CIOI 
tl02 

'SURIBACHI-YAMA 
(SRB) 

Figure 2 Location of 
measuring points 
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(2) Processing aerial photographs 
To investigate the seasonal variation of the foreshore area, the 

authors have been taking aerial photographs of the island, season- 
ally since 1987, through the support of the Japan Maritime Self 
Defense Force (JMSDF). The photographs were taken vertically at an 
altitude of 3000 m, on three flight courses set in advance over the 
coast of the island. Photographs were taken at both low and high 
tides in each photographing operation, setting the overlapping rate 
to be 60%. Table 1 summarizes the details of the photographing 
operation. 

From these photographs, mosaic maps of the island with a scale 
of 1/10000 were made with the aid of the TSB. So far, 15 sets of 
the mosaic maps have been completed. On each one, a common coordi- 
nate system was provided as shown in figure 3. Here, the X axis was 
placed along the runway heading in the ENE direction and the origin 
was placed at the western end of the runway. 

Based on this coordinate system, the shoreline on each mosaic 
map was digitized at increments of 1 mm by using a special digitiz- 
er. 

Table 1 Details of the photographing operation 

No. Date Time Tide (cm) 

1 1987.04.24 
1987.04.24 

1300-1400 
1520-1610 

60.0 (FLD) 
81.0 (LHW) 

2 1987.07.07 
1987.07.08 

1548-1620 
1030-1118 

86.0 (HHW) 
25.0 (LLW) 

3 1987.10.28 
1987.10.28 

0855-0912 
1142-1150 

70.0 (FLD) 
86.0 (LHW) 

4 1988.02.02 
1988.02.02 

0700-0730 
1210-1240 

86.0 (LHW) 
51.0 (HLW) 

5 1988.04.07 
1988.04.07 

0800-0837 
1116-1132 

64.0 (FLD) 
68.0 (EBB) 

6 1988.08.22 
1988.08.23 

1531-1644 
0853-0948 

88.0 (LHW) 
37.0 (LLW) 

7 1988.10.25 0701-0729 106.0 (HHW) 

8 1989.01.23 
1989.01.25 

1322-1340 
0836-0852 

48.0 (HLW) 
89.0 (HHW) 

9 1989.04.20 
1989.05.15 

1212-1313 
0900-0940 

20.0 (LLW) 
83.0 (HHW) 

10 1989.09.06 
1989.09.08 

1523-1536 
1203-1220 

64.0 (HLW) 
82.0 (LHW) 

11 1989.11.07 
1989.11.08 

1400-1430 
0800-0830 

87.0 (LHW) 
38.0 (LLW) 

12 1990.01.16 
1990.01.17 

1608-1657 
0941-1254 

42.0 (HLW) 
87.0 (FLD) 

13 1990.05.18 
1990.05.19 

1130-1240 
0740-0802 

76.0 (LHW) 
53.6 (HLW) 

14 1990.07.17 
1990.07.18 

1424-1529 
0837-0853 

78.0 (EBB) 
38.0 (LLW) 

15 1991.05.23 
1991.05.24 

1531-1610 
0915-0936 

78.0 (LHW) 
34.0 (LLW) 
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ring road 

(i+l)-th IP 

Figure 3 Coordinate system and inspection points 
provided for the data correction 

(3) Correction of shoreline data 
Shoreline data digitized from aerial photographs may include 

some errors caused either by mishandling of the camera during the 
photography, or by the incompleteness of the mosaic. Corrections 
should therefore be made on each set of the shoreline data so that 
all the measurements should have equivalent reliability. 

To carry out this correction, thirteen inspection points were 
selected along a road that encircled the island(see Figure 3). 
These points were chosen because they can be distinguished clearly 
on each mosaic map. They were also identified on a reference map 
with a scale of 1/10000, made by enlarging the latest topographical 
map of the island revised in 1982 by the Geographical Survey Insti- 
tute of the Japanese Ministry of Construction. 

The corrections to the shoreline data were performed through the 
following procedures in each subdivided area defined by two adja- 
cent inspection points and the origin of the coordinate system: 
(a) Superpose the origin of the subdivided area on a mosaic map on 
to the origin of the corresponding area on the reference map, as 
shown in figure 4(a). 
(b) Rotate the shoreline data of the mosaic map so that the bisec- 
tor of 6 mi lies on the bisector of 6ti, where Omi is an angle 
determined by the i-th and the (i+l)-th inspection points, and the 
origin of the coordinate on the mosaic map, and 0tm is the corre- 
sponding angle determined on the reference map (see figure 4(b)). 
(c) Make an angle correction on the shoreline data of the mosaic 
map so that emi becomes equal to 0ti. Divide both erai and 9ti 
into increments of 1 degree to determine the length of dividing 
lines, lm and It, where lm is the length from the origin to the 
intersection point of a dividing line with the ring road on the 
mosaic map, and It is the corresponding length on the reference map 
(see figure 4(c)). 
(d) Determine the correction factors n, j and ri.j+i on every 
dividing line within the i-th subdivided area, where n,j  is the 
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Figure 4 Correction procedures for eliminating 
the human errors on mosaic map 

ratio lt/lm on the j-th dividing line, and ri,j+i is ratio lt/lm on 
the (j+l)-th dividing line, both in the i-th subdivided area, 
(e) Based on the values of n,j and ri.j+i, determine the correc- 
tion factor r for any of the shoreline data in the area surrounded 
by the j-th and the (j+l)-th dividing lines, and multiply each 
shoreline measurement of the mosaic map by r to get the corrected 
shoreline data(see figure 4(d)). 

By performing this procedure on the original shoreline data, 
most of the human errors might possibly be eliminated. 

However, these shoreline data, still include some errors caused 
by differences in tide level at the respective instants when the 
aerial photographs were taken. In order to eliminate this error, 
all of the shoreline data have to be adjusted to refer to a common 
level. 

A datum plane (the Indian tide plane) was chosen as the refer- 
ence level, and it was decided to reduce the shoreline data to this 
datum plane by using equations derived as follows: 

Figure 5 shows a coordinate system used for the derivation of 
the equations. Suppose that A, B and C in this figure are points on 
the shoreline whose positions were digitized successively. Further, 
suppose that the photograph was taken when the tidal level was at 
an elevation n t above the datum plane, and that the foreshore 
slope around these points is IfS. 

Now, we draw two lines at point B, one of them perpendicular to 
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the line AB and the other perpen- 
dicular to the line BC. Points 
Bi'(Xi',Yi') and Ba'Ua'.Ya') lie on 
these normals at the points where 
the elevation of the foreshore 
coincides with that of the datum 
plane. Their coordinates are 
determined as follows: 

L= 77 t/If s 
Xi'=X+L*sin0 1 
Yi'=Y+L*cose 1 
X2'=X+L*sin02 
Y2'=Y+L*cos0 2 

(1) 
(2) 
(3) 
(4) 
(5) 

Thus,   the  position   of   the 
point   B'(X',Y'),    the   midpoint 
between B11 and B21,   can be deter- 
mined by the following equations. 

X'=(Xi'+X2')/2 
Y,' = (Yi'+Y2')/2 

(6) 
(7) 

0^ 

Figure 5 Coordinate system used 
to determine the shoreline 
data at the datum plane 

By using these equations, errors due to the difference in tide 
level can also be eliminated from the shoreline data. 

3. Results of the analyses 

(1) Seasonal variation of foreshore slope 
As stated in the preceding Chapter, the foreshore slope near the 

swash zone If8 is needed for converting the shoreline data digi- 
tized from a mosaic map into one at the datum plane. To get this 
information, analyses were made on the results of cross surveys 
which have been done 16 times in the period between 1982 and 1991. 

Figure 6 shows the seasonal variation of mean foreshore slope 
Ifs on each of the N-W, N-E, S-W and S-E coasts. Each coast was 
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Figure 6 Seasonal variation of mean foreshore slope 
on each of the subdivided coasts 
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subdivided to obtain the local trend in the variation of foreshore 
slope and upheaval (see figure 2). The slopes used in reducing the 
corresponding shoreline data are the averages of all values of IfB 
obtained at the measuring points on each coast. 

The following facts were revealed through this analysis: 
(a) Local values of lfs vary in the range from 17 to 20% during 
summer and fall although they vary in the range from 15 to 19% 
during winter and spring. 
(b) Local trends are not observed clearly in the seasonal variation 
Of  If8. 

By using these values of IfS, shoreline data were all converted 
to the datum plane. 

(2) Current state of upheaval 
To investigate the current state of upheaval in Iwo-jima, re- 

sults of level surveys were analyzed intensively. Figure 7 shows 
the local variation of mean upheaval rate determined at measuring 
points on each coast. Here, the mean upheaval rate at each point 
means the rate determined by averaging the upheaval rates observed 
at the same point 16 times in the period from 1982 to 1991. All 
rates have been converted into cms per year. Further, the abscissa 
indicates the distance of each measuring point measured northward 
from the southernmost measuring point provided on each coast(see 
figure 2). Through this analysis, the following facts were found: 
(a) The mean upheaval rate tends to increase towards the north. 
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Figure 7 Mean upheaval rate at the measuring points 
on each of the subdivided coasts 
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(b) The mean upheaval rate is roughly 20 cm/year around the south- 
ern part of the Island and 30 to 40 cm/year in the northern part of 
the island. 

Tsuji et al (1969) have investigated the upheaval of Iwo-jima by 
comparing the elevations shown in a topographical map published by 
the US Army in 1952 with their surveyed data obtained in 1968. They 
revealed that the northern part of the island rose roughly 9 m in 
16 years after 1952, while the southern part rose roughly 3 m in 
the same period. Further, Kosaka et al(1979) have analyzed old maps 
and charts of the island published prior to 1968, together with 
their own data surveyed in the next decade after 1968, and have 
reported that the island continued to rise at a rate of roughly 30 
cm/year after 1952. Referring to these results, it can be concluded 
that the island is currently rising in the same way and at a simi- 
lar rate to those revealed by earlier works. 

(3) Seasonal variation of the foreshore area 
Before checking the seasonal variation of the foreshore area in 

Iwo-jima, we look at the time history of the total surface area, 
which has increased steadily since 1911. 

Figure 8 shows the history of the surface area determined by 
analyzing old maps, charts published after 1911, and mosaic maps 
described in the preceding Chapter. Among these data, those prior 
to 1986 were introduced in the authors' previous work (Shigemura et 
al, 1986). 

Further, data determined from the mosaic maps are shown in the 
upper right of this figure within a dotted rectangle. From this 
figure, the following facts were revealed: 
(a) Iwo-jima has continued to increase its surface area in the past 
8 decades, although the rate of increase has been reduced slightly 
after 1980. 
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Figure 8 Time-history of the 
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Figure 9 Seasonal variation of 
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Iwo-jima after 1987 
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(b) The envelope for the maximum area determined from the mosaic 
maps seems to lie on an extension of the curve through observations 
prior to 1980, although the seasonal variation of surface area is 
quite remarkable. 

Now, we consider the seasonal variation of the foreshore area 
more closely. Figure 9 shows the seasonal variation of surface area 
determined by analyzing the mosaic maps. Here it should be noted 
that the seasonal variation of surface area may indicate that of 
the foreshore area itself. The numbers shown on the abscissa indi- 
cate the typhoons which passed within a range of 500 km from the 
island. From this figure, the following facts were revealed: 
(a) The foreshore area is eroded in the period from summer to fall 
when typhoons often hit the island, but is restored in the period 
from winter to spring of the next year in which local waves of 
roughly 1 m high are predominant. 
(b) The seasonal variation of the foreshore area ranges from 
300,000 m2 to 600,000 m2, depending on the magnitude and frequency 
of typhoons which hit the island in a year. 
(c) The foreshore area is currently increasing at a rate of roughly 
50,000 m2 per year, which might be caused by the upheaval of the 
island. 

(4) Effect of the upheaval on the increase of foreshore area 
As stated previously, Iwo-jima is a volcanic island located in 

the Pacific Ocean. The surface is covered with dense vegetation and 
there is no river on the island. The source of sediments is 
therefore quite limited. Nevertheless, the coast of the island is 
mostly rimmed by a sandy beach roughly 200 m wide. These observa- 
tions seem to indicate that upheaval is the only possible mechanism 
for supplying sediments to the shore of the island. 

To confirm this, the authors have checked the relationship be- 
tween the surface area and the 
cumulative change in elevation 
that occurred in the period from 2 

1911 to 1978. The change in 
elevation was determined from 
the work done by Kosaka et al 
(1979). 

The results was shown in     2 

figure 10, where  figures in 
parentheses indicate the dates of   J 
observations. Through this analy- 
sis, it was ascertained that 
there was quite a high correla- 
tion between the increase of 
surface area and the cumulative 
upheaval height, except for the 
data prior to 1945. Regression 
analysis on these data after 1952 
indicated that the shore area in- 
creased by roughly 270,000 m2 per 
year in this period for an up- 
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Figure 10 Relationship between 
the surface area and the cumu- 
lative change in elevation 
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heaval of 1 m. It should be noted 
that this relationship was found 
for foreshore areas which had 
been subject to waves over a 
certain period. 

Next, the increase of the 
foreshore area due to the upheav- 
al was estimated by applying 
various  upheaval heights  and 
foreshore slopes to the shoreline 
data of April 24, 1987. The re- 
sults are shown in figure 11. It 
should be noted that the increase 
of foreshore area shown here is 
counting for the effects of waves 
al rate were 30 cm/year, and the 
1/20, the increase in fores 
150,000 m2/year. This might be a 
fact that the rate at present is 
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Figure 11 Increase of fore- 
shore area due to the given 
upheaval height 

the estimated value, without ac- 
and currents. If the mean upheav- 
mean slope in the surf zone were 
hore area would be roughly 
reasonable value considering the 
roughly 50,000 m2/year. 

(5) The response of the foreshore to storm waves 
The analyses done so far have revealed that the magnitude and 

freguency of typhoons would be the governing factors in the varia- 
tion of the foreshore area in Iwo-jima. It was therefore attempted 
to predict the short term variation of foreshore transformation due 
to storm waves generated by typhoons, using numerical models. 

Two typhoons were selected for the numerical analyses, whose 
characteristics are summarized in table 2. 

Table 2. Characteristics of typhoons at the times 
when they approached most closely to Iwo-jima. 

Typhoons Date Time P(mb) R-30kt Location DIR 
#8911 July.26,1989 00:47 940.0 225 km 350km W SE 
#9813 Aug.     4,1989 14:66 950.0 275 km 370km E WNW 

In this table, R-30kt means 
the semi-diameter of a circle in 
which wind velocity is greater 
than 30 kt. The Location column 
gives the distance and direction 
of the center of the typhoon from 
the island, and the DIR column 
indicates the direction of the 
typhoon. 

These typhoons were chosen 
because the authors have the 
mosaic maps produced from the 
aerial photographs taken just 
before and after these typhoons 
hit the island (see table 1), and 
it is possible to compare the 
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Figure 12 Passage routes of 
typhoons #8911 and #8913 
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predicted values with the observed ones. 
Figure 12 shows the passage routes of these typhoons. As it is 

shown in this figure, both typhoons advanced into the NE direction, 
although typhoon #8911 passed offshore to the west of the island 
and typhoon #8913 passed to the east. 

The numerical analysis consists of a prediction of the offshore 
waves, calculation of wave transformation and prediction of shore- 
line variation, as described below. 

(a) Prediction of offshore waves generated by typhoons 
Prediction of offshore waves was carried out by using the method 

developed by Goto and Aono (1992) which requires the following 
steps: 
• Determine the typhoon constants at one hour intervals based on 
the meteorological maps published by Japan Meteorological Agency. 

• Compute the wind field around the computational area. 
• Select the prediction point of offshore waves at Iwo-jima and 
calculate the two dimensional energy spectrum S(f,d ) which is 
obtained by composing the energy spectrum of waves approaching 
the prediction point from 16 directions along the respective wave 
rays. 

• Determine the height and period of significant waves at one hour 
intervals based on the values of S(f,0). 

(b) Calculation of wave transformation 
Wave transformation due to shoaling, refraction and diffraction 

was calculated as follows using small amplitude wave theory: 
• Use a nautical chart published in 1981 by Maritime Safety Agency 
of Japan for the bathymetry around the island. 

• Provide a calculation area around the island in which the depth 
is less than 100 m. Further, provide a square grid on the calcu- 
lation area whose length is 50 m. 

• Calculate the wave transformation due to shoaling, refraction and 
diffraction, to determine the magnitude and direction of energy 
flux at the breaking points. Here, use Goda's breaker formula 
(1973) as a breaker index. 

(c) Prediction of shoreline variation 
Shoreline variation was predicted by using a one-line model fol- 

lowing the steps shown below: 
• Assume the critical water depth for sand movement by waves to be 

15 m, and the runup height of waves to be 1 m above mean sea 
level. 

• Compute the longshore sediment transport flux by using the CERC 
formula, assuming the coefficient of longshore sediment transport 
rate to be 0.1. 

• Assume that the longshore sediment transport flux coming into the 
computational area through the boundary between adjacent coastal 
regions to be zero. 

Figure 13 shows the time-wise variation of the predicted values 
of significant wave height, wave period and direction of deep sea 
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Figure 13 Time-wise variation of the predicted values of 
significant waves 

waves generated by two typhoons. Values after successive intervals 
of 6 hours are shown in this figure. From this figure, the follow- 
ing facts can be read clearly: 
• In the case of typhoon #8911, the direction of generated waves 
offshore of every subdivided coast at the initial stage is SW. 
However, it becomes WNW off the west coast, S or WSW off the east 
coast as the typhoon advances northward. Waves with a peak height 
of roughly 5.9 m appear off the in S-E coast although wave with 
peak height of roughly 5.1m appears in the S-W coast. 
In the case of typhoon #8913, the wave direction is mainly ENE 
except for the case of the S-W coast at the initial stage. Howev- 
er, it becomes NNE except for the case of the S-E coast as ty- 
phoon advances northward. Waves with a peak height of about 6.4 m 
appear off the N-W coast, although waves with a peak height of 
roughly 5.8 m appears off the N-E coast. 

Based on these offshore wave predictions, the wave transforma- 
tion was calculated to determine the breaker characteristics, and 
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Figure 4(a) Time-wise variation 
of the shorelines predicted 
in the S-E coast 

Figure 4(b) Variation of the 
shoreline observed in the S-E 
S-E coast in the period between 
May 15, 1989 and Sep.9, 1989 

finally the variation of the shoreline was calculated by the 
method stated previously. Figure 14(a) shows the time-wise varia- 
tion of the shorelines predicted for the S-E coast at intervals of 
24 hours. On the other hand, figure 14(b) shows the change of the 
corresponding shoreline determined through the mosaic maps which 
were made from the aerial photographs taken before and after these 
typhoons hit the island. 

In both figures, the distance shown on the abscissa is that 
measured southward from the northern boundary on the S-E coast. 
Here, it should be noted that the predicted variation of the shore- 
lines is based only on the two successive typhoons, although the 
observed variation of the shoreline is the effect of all waves 
(including those due to the storm waves during two typhoons) over 
the period from May 15, 1989 to September 6, 1989. Thus, caution 
should be exercised in drawing conclusions from a comparison be- 
tween these two results. However, the numerical analysis clearly 
indicates that the northern part of the shoreline is considerably 
eroded by waves with SW direction generated by typhoon #8911 and is 
restored gradually by waves with NE direction generated by typhoon 
#8913. Further, the final pattern of the predicted shoreline in 
figure 14(a) is quite similar to that of the observed shoreline 
shown in figure 14(b). 

Table 3 Comparison of the observed and predicted foreshore 
areas eroded in summer of 1989 

Coasts S(Observed) S(Predicted) 
N-E -108,000 m2 -38,000 m2 

N-W -63,000 m2 -54,000 m2 

S-E -32,000 m2 -29,000 m2 

S-W -10,000 m2 -11,000 m2 

Table 3 summarizes both predicted and observed values of fore- 
shore variation in each subdivided coast. In the case of the N-E 
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coast, the predicted value of the foreshore variation is quite 
different from the observed value. This might be caused by the fact 
that both boundaries of this coast are rocky. However, the model 
used in this study seems to predict the variation of the foreshore 
area quite satisfactorily. 

4. Conclusions 

Foreshore variations in Iwo-jima were investigated by analyzing 
a series of mosaic maps made from the aerial photographs which had 
been taken seasonally for the past 4 years since 1978. Analysis was 
also undertaken on the data of level and cross surveys carried out 
on the entire beach of the island for the past ten years since 
1982. Further, numerical analysis was performed to study the short- 
term variation of the foreshore area due to storm waves generated 
by two typhoons which had hit the island in July and August, 1989. 
The predicted variation of the shorelines was compared with that 
observed in the corresponding period. 

As a result, the following facts were revealed: 
(1) The island is still rising at a rate more than 30 cm/year, 
although the rate of upheaval increases toward the north. 
(2) The foreshore area is eroded in summer and fall when typhoons 
often hit the island, but is restored in winter and spring of the 
following year when waves of roughly 1 m high are predominant. 
(3) The seasonal variation of the foreshore area ranges from 
300,000 m2 to 600,000 m2 per year depending on the magnitude and 
frequency of the typhoons hitting the island in the year. 
(4) The foreshore area continues to increase currently at a rate of 
roughly 50,000 m2/year, which is undoubtedly caused by the upheaval 
of the island. 
(5) A one-line model can be applicable for the prediction of short- 
term variation of the shoreline caused by storm waves. 
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CHAPTER 189 

SHORE NOURISHMENT AND THE ACTIVE ZONE: A TIME SCALE 
DEPENDENT VIEW 

Marcel J.F.  Stive1, Huib J.  De Vriend2,  Robert J.  Nicholls3  and Michele 
Capobianco4 

Abstract 

First results towards the development of a predictive method of cross-shore 
spreading of beach and shore nourishments are described. Present interest in 
nourishment as an appropriate answer to long-term erosion motivates special 
attention for the time evolution of the cross-shore spreading. Hallermeier's (1981) 
annual shoreward boundary, D„ of the shoal zone is probably the most applied 
quantitative boundary for the seaward extent of nourishments. The extension of 
this concept to include time-dependency is a logical and necessary step to 
improve our understanding of nourishment performance. Moreover, insight into 
the precise cross-shore variation of the spreading process is lacking. 

By application of a detailed process-based, cross-shore morphodynamic 
model and some inductive assumptions the spreading process is studied as a 
function of time. The results give qualitative and quantitative indications of the 
spreading process, in particular concerning the evolution character of the 
spreading and the relation between the nourishment foot and closure depth. 

Introduction 

The seaward extent and the rate of morphodynamic activity across the 
active zone are of fundamental importance in designing shore nourishment 
(Davison et al., 1992). A valuable and useful approach to determine the seaward 
extent (closure depth) was developed by Hallermeier (1981), who defined it as the 

1 Laboratori d'Enginyeria Marftima, Universitat Politecnica de Catalunya, Spain 
(visiting from Delft Hydraulics, The Netherlands); 

2 Delft Hydraulics, The Netherlands; 
3 Laboratory for Coastal Research, University of Maryland, USA; 
4 Tecnomare S.P.A., Venezia, Italy 
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annual shoreward boundary of his shoal zone. Obviously, as qualitatively 
indicated by Hallermeier (1981), the rate of activity varies across the active zone 
profile. This rate will depend not only on the hydraulic impact, but also on the 
time scale considered. Similarly, a time scale dependence of the seaward extent 
of the active zone (the closure depth) can be expected. Taking 20 years of 
hindcast wave data at Ocean City, Maryland, and considering it on a year-to-year 
basis, Anders and Hansen (1990) found D, had a mean value of about 5 m, but 
annual values varied from 3.7 to 7.3 m. Suggestions for the time scale 
dependence were made by Hands (1983) in his analysis of the Great Lakes profile 
responses to mean lake level variations. Insight into the time scale dependence of 
the closure depth and the relative activity across the active zone is of importance 
for more accurate prediction of nourishment behaviour and lifetime. This is 
particularly true in the light of the likelihood of accelerated global sea-level rise 
(e.g. Nicholls et al„ 1992). Shore nourishment will be required to counteract the 
resulting shoreline recession in many parts of the world. In this context however, 
the coastal system is considered on longer time and space scales than has been 
common practice sofar. 

Because of the very limited field information about the cross-shore 
spreading of nourishments, we have chosen to initially rely on a mathematical- 
physical approach, using the combination of physical inductive concepts and a 
detailed process-based model. This approach may be termed behaviour oriented 
modelling. In order to analyse our results and to obtain predictive methods, we 
also rely on system dynamics related approaches to describe the nourishment 
behaviour. An example of this is the application of a diffusion-type equations to 
simulate in the simplest way some aspects of the observed behaviour. The 
coefficients of such equations are at the moment derived by using a parameter 
identification method with "experimental" data produced under well defined 
boundary and initial conditions. We plan further work to generalize our results in 
order to be able to handle a variation of boundary and initial conditions, and we 
intend to confront and verify our findings with real world data. 

Study approach and assumptions 

In order to indicate our present scale of interest we distinguish the 
following scales of profile behaviour (see Table 1). 

As can be observed from Table 1 the time and length scales of our topic 
are larger than years and longer than the surfzone. This implies that we are 
dealing with what we would define as long term modelling: modelling on a time 
scale longer than can be handled by existing validated process-based 
(mathematical-physical) models. This, in turn, implies that we have to fall back 
on inductive concepts, so that we enter the field of behaviour oriented modelling 
(Stive et al.,  1990). In practice this means that we have to adopt some 
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assumptions based on our physical intuition and our expectations of the process 
behaviour. 

physical process cross-shore length 
scale 

approximate time 
scale 

response to relative sea-level 
rise 

total shoreface to 
inner shelf 

decades to a 
century 

spreading of structural shore 
nourishment 

upper to middle 
shoreface 

years to a decade 

surfzone bar evolution surfzone storms to a year 

Table 1 Time and length scales of cross-shore profile behaviour 

In fact, we base some of our assumptions on the results due to an 
interesting application with respect to shore nourishment made by Van Alphen et 
al. (1990). Based on simulations with the process-based dynamic model of 
Roelvink and Stive (1989) the efficiency of nourishments, placed at different 
positions in the active zone, was systematically investigated. The simulations were 
run over many years with a synthesized, observed wave climate over one full year 
as hydraulic input. De Vriend and Roelvink (1989) were the first to conclude 
from the results that the spreading of the nourishments closely resembles the 
smoothing out of a "disturbance" on an otherwise equilibrium profile. This 
smoothing process shows a shoreward asymmetry: the smoothing is stronger at 
the shoreward side. Associated with this asymmetry, the part of these artificial 
disturbances tending to move onshore exceeds the part tending to move offshore. 
And finally, the time scale of adjustment after a disturbance increases rapidly with 
depth. 

Stimulated by these conclusions we adopt the following approach to 
generate results on the spreading behaviour of nourishments. By using a 
synthesized or schematized wave climate as an input, pairs of profile evolutions 
are generated by the Roelvink and Stive model: one for an undisturbed, ideal 
profile (giving the "autonomous" development) and one for a disturbed, ideal 
profile, which is identical to the former except for the nourishment. Our basic 
assumption is that -until we know better- the spreading can be derived by 
comparing a nourished profile development with an autonomous profile 
development. The reasoning behind this is twofold: 

(1) The autonomous profile development on the scale of years to a decade 
is most probably not well represented by the dynamic model, both because of 
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deficiencies in this model and because in reality there will be more than just 
cross-shore processes responsible for the profile development. So, for the time 
being we assume that in a practical situation, there exists in one form or other an 
"autonomous" profile development, which is not resolved nor affected by our 
approach; 

(2) Because we may consider the nourishment as a profile disturbance 
lifting the profile away from "equilibrium" we assume that the dynamic 
development is more accurately computed by the dynamic model than the 
"equilibrium" development. 

Our present, initial interest is into beach or upper shore nourishments rather than 
into subaquaous profile nourishments. Although we would promote the application 
of profile nourishment in general (Stive et al, 1991), common practice is still to 
feed the beach rather than the subaquaous profile. 

The "ideal" profile applied as the initial profile for the calculations, which 
we term the Dean-Moore-Wiegel profile (DMW-profile), consists of the 
equilibrium profile with a grain diameter dependence in the proportionality 
constant (e.g. Dean, 1991). Near the waterline, however, we adopt a constant 
slope, related to the grain diameter and the exposure of the coast following 
Wiegel (1964), as follows: 

D=Ax2p  for  dD/dx<Ltanfl 

D=D * -tanp (x * -x) for  <2D/d*>tanp 

where D is the mean still water depth, x the cross-shore distance from the virtual 
waterline belonging to the Dean-profile, tanp the beach slope, A the 
proportionality constant and the parameters denoted with an asterisk are evaluated 
at the location where dD/dx = tanp. D* and x* may be easily computed, but since 
these parameters are imposed by the Dean-profile, it is not possible to directly 
control the resulting DMW profile value at x = 0. In the cases presented we have 
chosen a grain diameter of 200 um (so that A=0.1) and a corresponding beach 
slope for exposed beaches of 1:75. 

On the resulting ideal profile we place a nourishment (i.e.; beach fill) of 
100 m3/m which with a triangular shape, maximum height near the waterline and 
reaching from minus 2.5 m to plus 1 m, bringing the coastline some 57 m 
seaward. This may be considered as intermediate between a pure dry beach 
nourishment and a pure subaquaous nourishment. Since, in general, beach fill is 
spread quickly across the upper part of the profile, the present results can be 
considered representative for most of the commonly applied beach nourishments. 
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In compliance with Hallermeier (1981), we have adopted the nearshore 
wave climate synthesis of Thompson and Harris (1972). They provide a relatively 
straightforward year distribution for nearshore wave heights as a function of the 
yearly mean Hsig. Here we have assumed that this distribution may be extrapolated 
to reach a 10-year climate. We are aware of the fact that this assumption may not 
be correct. Further efforts into this are foreseen. 

Results 

In our analysis of the results, we have sofar concentrated on the following 
three questions: 

(1) How does the nourishment spread (diffusively, advectively) as a 
function of the process variables? 
(2) Is there a relation between the depth of closure and the "foot" of the 
nourishment? 
(3) How does the nourishment foot (and the depth-of-closure) evolve in 
time? 

In the present paper we discuss results of the following calculations: 
• Run 50 vs run 51, being an undisturbed DMW-profile evolution vs a nourished 
DMW-profile evolution subject to the same wave climate characterized by a 
steepness of 3% (see Figure 1); 
• Run 60 vs run 61, being an undisturbed DMW-profile evolution vs a nourished 
DMW-profile evolution subject to the same wave climate characterized by a 
steepness of 1% (see Figure 2). 

The principal variation between these cases is the wave steepness (all cases have 
a year-mean Hsig of 75 cm). From trial calculations it was concluded that the- 
principal process variable is the wave steepness. 

Figures 1 and 2 confirm our earlier thoughts that the beach fill spreads 
over the profile both diffusively and advectively. To a first approximation, the 
beach fill spreads like a thinning wedge with its foot going to deeper water, and 
with the rate of seaward propagation clearly larger for the less steep wave 
climate. It is interesting to note that the propagation of the nourishment foot more 
or less follows Hallermeier's closure depth which we have extended for the larger 
timescale (see Table 2). The extension of Hallermeier is simply realized by 
assuming that we may replace the important variable Hsx, the significant wave 
height exceeded 12 hours per year, by H,^, the significant wave height exceeded 
12 hours per y year. These results suggest that -to a first order of approximation- 
we may predict the spreading evolution of a nourishment by applying the 
suggested extension of Hallermeier for the position of the foot of the nourishment 
and by assuming that the nourishment volume simply decreases as a thinning 
wedge. 
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3000 SSOO 4000 4500 
cross—shore   d/ista/nce   (m) 

Figure 1 Cross-shore spreading of a triangular beach fill for a low steepness 
wave climate (SWL at 4000 m) 

•a 

H</L0 0.03 

t = O   yr 
t = 2   yr 
t = 5  yr 
t = lO   yr 

25O0 3O00 3600 400O 4500 
cross—shore   distance   (m.) 

Figure 2 Cross-shore  spreading of a triangular beach fill for a high 
steepness wave climate (SWL at 4000 m) 
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wave steepness 1/y year storm ^lflallermeier ext 

(m) 
^ nourishment foot 

(m) 

H/L0 = 0.01 1 7.3 8.1 

2 8.0 8.9 

5 8.9 9.9 

10 9.6 10.9 

H/L0 = 0.03 1 6.5 5.6 

2 7.2 6.1 

5 8.0 7.4 

10 8.7 8.6 

Table 2 Comparison of the time evolution of the nourishment foot versus 
an extension of Hallermeier's D,. 

Simulation of the observed behaviour 

It is one of our objectives to generalize and parameterize the spreading 
process, both for the purpose of practical applications and scientific 
understanding. In the context of practical applications it is important to note that 
the presented computational results require relative high computation times, e.g 
a 10 year simulation with a time step of one day on a 33 MHz 386 with 
coprocessor at 5 MIPS takes 12 hours. Our parameterization method follows the 
idea to identify space varying parameters in a diffusion-type equation. 

In fact, we consider a class of behaviour models, basically proposed by De 
Vriend and Roelvink (1988) which shows a close similarity to the n-line concept 
(Perlin and Dean, 1983; De Vroeg et al., 1988). In general terms (e.g. 
Capobianco, 1992) we consider the following type of diffusion equation for the 
profile elevation z(x,t): 

dzJdt=d/dx[F(x)dzjdx] +d/8x[V(x)z] +S(tjcj:) 

where F(x) represents partly the diffusion character and partly an advective 
character, V(x) the advective character and S(t,x,z) is a source function. With 
appropriate initial and boundary conditions the profile elevation z(x) can be 
described as a function of cross-shore position. 

The same basic equation may be applied to describe the evolution of the 
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The same basic equation may be applied to describe the evolution of the 
cross-shore position x(z) as a function of the profile elevation, or the actual cross- 
shore position x(z)-x,,(z) referred to an "equilibrium profile position", or the actual 
cross-shore position x(z)-xa(z) referred to an "autonomous profile position". 

The vertical variation of the diffusion coefficient allows us to represent a 
variation of the morphological timescale with the vertical position, and an 
asymmetry in the longterm residual sand displacement across the profile. The 
calibration of this parameter is the key element of the model definition: all 
information, on hydraulic and sediment characteristics as well as on shorter-term 
dynamics is stored in it. One objective of our study is to assess -in the context of 
shore nourishment behaviour- whether and to what extent the diffusion model 
concept stands in practice, and to find simple and manageable parameterized 
expressions for the diffusion coefficient F as a function of boundary conditions, 
geometrical features and environmental parameters. 

Conclusions 

The longer term objective of our study is to arrive at a predictive method 
to establish the cross-shore spreading of beach and shore nourishments. The 
present interest of coastal authorities in nourishment as an appropriate answer to 
long-term erosion, particularly in the light of an acceleration of sea-level rise, is 
our motivation to approach the problem with special interest in the time evolution 
of the cross-shore spreading. The currently most applied quantitative boundary for 
the seaward extension of nourishments is probably the annual shoreward 
boundary, D„ of the shoal zone as developed by Hallermeier (1981). The 
extension of this concept to include time-dependency is a logical and necessary 
step in improving beach nourishment techniques. Moreover, insight into the more 
precise cross-shore variation of the spreading process is of great practical 
importance. 

By application of a detailed process-based, cross-shore morphodynamic 
model and some inductive assumptions the spreading process is studied as a 
function of time. The results give qualitative and quantitative indications of the 
spreading process, in particular concerning the evolution character of the 
spreading and the relation between the nourishment foot and closure depth. We 
have extended Hallermeier's concept to longer time scales. This extension is 
simply realized by assuming that we may replace the important variable Hsx, the 
significant wave height exceeded 12 hours per year, by Hsxy, the significant wave 
height exceeded 12 hours per y year. The propagation of the nourishment foot 
follows the time-dependent D, ext quite closely in both examples. Thus, our results 
suggest that -to a first order of approximation- we may predict the spreading 
evolution of a nourishment by applying the suggested extension of Hallermeier 
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for the position of the foot of the nourishment and by assuming that the 
nourishment volume simply decreases as a thinning wedge. 
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CHAPTER 190 

METHOD FOR ARTIFICIAL BEACH NOURISHMENT 
Henk Jan Verhagen1 

Why beach nourishment 
For a good design, the purpose of the nourishment has to be clearly defined. In 

general, there are three reasons for beach nourishment: 
1. combatting coastal erosion (chronic erosion) 
2. preventing flooding (safety) 
3. maintaining a wide recreational beach. 

In the Netherlands a political decision has been made to maintain the coastline of 
1990. Also, the required funds are available to do so. Thus the main purpose of 
nourishment in the Netherlands is to combat chronic erosion. 

Available tools 
For the design, several tools are available. In general one can distinguish three 

kinds of tools: 
1. mathematical models 
2. field observations 
3. physical models 

Physical models are not recommended for the design of beach nourishment. This is 
because the process of beach change is caused primarily by irregularities in wave 
conditions. It is very difficult to accurately model this in a scale model. Mathe- 
matical models seem to overcome this problem but in fact they only change the 
problem. To use these models one needs good input data (waves, etc) and good 
calibration methods. In order to get them, one needs many years' measurements. 

Because of the highly irregular wave climate, the predictive value of mathemat- 
ical models in the Netherlands is rather low. Mathematical models are therefore used 
mainly for understanding coastal behaviour and comparing alternatives, and not for 
the quantitative design of artificial beach nourishment. A more direct design method 
has proved to be more effective. 

When beach data (measured profiles) are used, one does not have the problem of 
defining a good wave climate or other boundary conditions. They are automatically 
correct. The main problem is that for a good statistical analysis, one needs much 
data. Consequently one needs a number of years' measurements. This kind of 
information is abundant for the Dutch coast. 

Int InsL forlnfrastructural, Hydraulic and Environmental Engineering, P.O. Box 3015,2601 DA Delft, The Netherlands 
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The Dutch Design Method 
Beach nourishment in the Netherlands is designed in an extremely simple way. 

Experience has shown that this is a very reliable method. The method is very trust- 
worthy, if applicable. 

step 1:       Perform coastal measurements (for at least 10 years). 
step 2:       Calculate the "loss of sand" in mVyear per coastal section. 
step 3:       Add 40 % loss. 
step 4:       Multiply this quantity with a convenient lifetime (for example five 

years). 
step 5:      Put this quantity somewhere on the beach between the low-water- 

minus-1-meter line and the dune foot. 
This method is simple and straightforward. It does not require mathematical models, 
but good quality profile measurements are absolutely necessary. 

Problems 
Of course, there are also problems with the Dutch Design Method. There is one 

very important general assumption: 
The beach nourishment has no influence on the long-term natural behaviour 
of the coast. Or, in other words, the erosion rate before nourishment equals 
the erosion rate after nourishment. 

This general assumption is true in The Netherlands when beach nourishment is 
relatively long and the seaward displacement of the water line because of the 
nourishment is not too great. In The Netherlands the ratio between length of a nour- 
ishment (L) and seaward movement of the water line (width of the nourishment, w), 
L/w, is in the order of 20 - 40. Of course, one should realise that the Dutch coast 
is a coast with a tidal difference of 2 - 4 meters, a tidal current along the coastline 
and an almost perpendicular wave attack. Provided the L/w ratio is in the order of 
20 or more, this assumption is valid in most areas of the world. 

The erosion rate has to be calculated as a volume per unit of time (e.g. irrVyear 
per m of coastline) In cases were no profile data are available, one may also use the 
retreat of the high-waterline, but then one implicitly assumes that also the coastal 
profile is constant in time. That is usually not so. Apart from that the variation in 
the measured data is also significantly more if one uses coastline retreat instead of 
volume retreat. 

So in fact the first step is to measure the coastal profile for a number of years, 
and calculate the volume in the profile (see fig. 1). Important is to define good 
boundaries. The landward boundary has to be placed far enough landward that 
erosion (also storm-erosion) will "never" pass this boundary. "Never" has to be 
interpreted as: possible not in the observation period and extrapolation period. The 
offshore boundary has to be far enough into the sea, that no significant 
onshore/offshore transports take place over this boundary during normal situations. 
In any case one should try to place this boundary seaward of possible breaker-bars. 
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Figure 1: control profile 

It is usually a problem to match the terrestric levelling of the beach with the 
offshore soundings. In case of a big tidal difference this is no problem. The 
soundings (during H.W.) may overlap the levellings (during L.W.). In case of a 
smaller tidal difference this might become a problem. In such a situation nearshore 
sounding with the use of a Hoovercraft may solve the problem. 

The next step is plotting the volume data as a function of time (see fig. 2a). Through 
the data in this figure one may draw a regression line. Usually a linear trend can be 
assumed, especially when the regression-period is in the order of ten years. This 
period is recommended for this type of analysis. In very special cases non-linear 
regression has to be applied. The slope of the regression-line indicates the erosion- 
rate, e.g. Qm (mVyear). 

As next step a nice lifetime for a nourishment is selected, for example 5 years. 
One may select any figure, and optimize this later on. Experience however, has 
shown that such an optimization usually is completely overrun by non-technical 
issues, like available budget, available sand, execution schemes, etc. We call this 
lifetime T. 
The volume to be nourished is thus VN = Qm * T (m3). (see fig. 2b). 
However "losses" in longshore direction are not considered. These "losses" occur, 
because the nourishment has always a limited length. Also there is a wash-out of 
finer particles (the grain-size distribution of the nourished sand is new equal to the 
original beach sand). 
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Vt=-Qm.t 

-time 

VN=-Qmt 

-time 

1.4 * V, N 

_j i i     ' 

-time 

Figure 2: principle of beach nourishment design 
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Because the beach is somewhat further into the sea, the wave-attack is heavier, 
and, last-but-not-least their might be a profile adaptation outside our control volume. 
This last effect becomes less when we place our seaward boundary farther in a 
seaward direction. 

For all these losses we should add something. A first estimate of this surcharge 
is 40%. This percentage is covering all type of losses (see fig.2c). This percentage 
can be fine-tuned by using measured data from the evaluation of previous 
nourishments in the region. We found in the Netherlands that we usually could use 
a somewhat lower percentage. 

As an example the beach nourishment of Texel is presented [Rakhorst, 1989]. 
The quantity of the nourishments was determined, using linear regression, see fig. 
3. As can be seen the yearly erosion-rate increased somewhat after was started with 
the nourishment schemes. However this change is negligible on the total quantities 
to be nourished. In this case the surcharge is very small (due to a wide control 
profile, long nourishment, correct sand). 
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2  + 

1 

0 

Volume 

1960 1970 1980 1990 

Texel, km 25-31 
ace. Rakhorst 1989 

Figure 3: Coastal volumes at Texel 
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An other example can be found in the nourishments on Westerland, Sylt 
(Fuhrboter, 1991, and Fuhrboter & Dette, 1992). See figure 4. One can see clearly 
that, after a short adaption period, the regression before nourishment. The 
surcharges, however, vary very much. Also they are quite big. This is mainly caused 
by the fact that the control volume, is only measured to the MSL-lm line, which is 
approx, the Low Water Line. This underlines the necessity to make the control 
volume wide enough. 

1970   1972 1978 

Figure 4: Coastal volumes at Sylt (Westerland) 

1984 

Westerland [Sylt] 
ace. Fuhrboter 1991 

1991 

The erosion can be described using : 

V. *2**'' 

The paper of Dette and Fuhrboter describes a mathematical method to optimize the 
term K2 exp (k,t) in this equation. For practical reasons we do not try to optimize 
this in the Netherlands, because practice has learned that the effect of other aspects 
(available budget, time planning, etc.) have a much bigger impact than optimization 
of this term. Also the fact that using a wider control volume decreases the magnitude 
of this surcharge is a reason not to focus too much on this point. 
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The data from Westerland are very interesting when they are plotted in a slightly 
different way. In fig. 5 the same data are plotted, but now on the vertical axis the 
deviation from the linear trend is plotted. So in fact only the k2 exp (kjt) - part is 
plotted. The exponential functions can be observed very clear in the 1978 and 1984 
nourishments. 

*106 m3 

Volume above m.s.l.-1 
deviation from trendline 

Figure 5: Volume difference from linear trend (Sylt) 
Westerland [Sylt] 
ace. Fuhrboter 1991 

In autumn 1973 there was a big storm on this coast. Due to this storm much sand 
eroded from the higher part of the beach and was deposited below the low-water 
line. Because this deposition was outside the control-volume, it is indicated as a loss. 
In the calm period after the storm this sand was transported back. The erosion-line 
comes back to the expected e-power-line. When a wider control volume had been 
used, one could probably not find this storm in the record. This shows very clear 
that individual storms like the autumn 1973-storm, not really contribute to the slow 
and chronic erosion of a beach. Storms do not cause extra erosion to nourished 
beaches. 

Of course, the design-procedure described above is not very exact. One run the 
risk of making two types of "design errors". 
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"design error 1" 
The yearly erosion was not determined correctly, like in the Texel case. See 

figure 6. Because the real erosion (= slope of regression line) is more than 
anticipated, the life-time of the nourishment is also shorter than anticipated. So next 
time one has to nourish somewhat more sand, or define the life-time somewhat 
shorter (if one wants to use the same nourishment volume) 
However one has also to conclude that every grain of the first nourishment has done 
his job. Only we expected too much. So every dollar invested in the nourishment 
was invested very well. Therefore one has to conclude that this "design error" does 
not lead to financial problems. 

• X. 
\ \ 

*^\     ^v *\«\. ~\^   \ 
anticipated Q m 

-.    /     . realised Q m 
^N 

• ""^     ^ 

design life 
-time 

h*- 

Figure 6: Design error type 1 

reliased lifetime 

Design error type 1: Q m was not determined correctly 

"design error 2" 
The yearly erosion trend is determined correct, but the surcharge was somewhat 

too small, see figure 7. This also leads to a shorter lifetime than anticipated, and 
next time the design can be easily adapted by using the correct surcharge percentage. 
But also in this case one has to conclude that all nourished sand worked very well, 
and that one can not speak of a bad investment. This "design error" too does not 
have considerable financial consequences. 

From the above one has to conclude that artificial beach nourishment has, from 
a financial point of view, a very big advantage. It is in fact an investment on which 
one has hardly any risk. Every grain of nourished sand is effective. Artificial Beach 
Nourishment may prove to be somewhat cheaper or more expensive than anticipated, 
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real surcharge 

T anticipated surcharge 

design life 
H -time 

H 
reliased lifetime 

Design error type 2: surcharge (40%) was not determined correctly 

Figure 7: Design error type 2 

but what has been invested is not lost. 

Placing the sand 
From a morphological point of view there is not much preference where the sand 

is placed in the beach profile (provided it is between the breakerline and dune-foot 
or swash-line). Placement outside the breakerzone might be attractive in some cases, 
but that is outside the scope of this paper. 
The first minor storm after the placement of the nourishment will adapt the profile 
to the natural profile. And nature can do this much better than bulldozers and 
scrapers. 

Experience in the Netherlands has indicated that so-called profile nourishment 
(i.e. try to make a natural stable profile) does not has any influence on the erosion- 
rate. It was only found that at very steep, relatively fast eroding beaches, a high 
placement lasted somewhat longer, because the profile could not adapt quickly 
enough to the erosion. In fact, because of high nourishment the profile was 
constantly too steep, and the next nourishment was due before the profile could 
adapt. 

From an economic point of view a placement just above H.W is preferably. 
Usually dumping from split-barges in the breakerzone can not be realized, and one 
has to pump the sand ashore. The cheapest way is placing the discharge pipes just 
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out of the reach of the waves, which implies a nourishment-level just above H.W. 
The seaward slope is formed by the free flowing sand. No bunds are used. 

The consequence of this method is that one has just after the nourishment a 
beautiful, wide, high and dry beach, but with a seaward slope which is to steep to 
survive the stormy season. So, the first storm in autumn will rework the profile until 
it reaches its natural shape, and much sand is transported from the H.W-line to just 
below L.W. From a morphological point of view this a absolutely no erosion. In 
general the public has a different opinion. They see only the dry beach, and they see 
that it "disappears" after a minor storm. So they regard the nourishment as a failure. 

Because of this psychological reason (for funding nourishments one needs public 
support) it is wise to make the shape of a nourished beach in such a way that the 
changes in autumn are not too big. In this way one will have more public support 
for nourishments. 

The beach profile 
It is very difficult to design the new beach profile. A very good assumption is 

that the profile after the nourishment will eventually be the same as before the 
nourishment, provided the same type of sediment has been used. 

Nature will form that profile. Therefore it does not matter very much where the 
sand is placed in the profile. After one or two small storms the complete profile is 
reworked by nature and the natural (stable) profile is formed. From this one may 
conclude that one should dump the sand where dumping is the cheapest, as long as 
it is landward of the breaker line. 

In The Netherlands, the cheapest way is placing the sand on the beach, preferably 
on the higher section. All discharge pipes can be placed out of reach of the waves, 
and after the nourishment a beautiful, wide beach is formed. However, because the 
slope just under the low water line is too steep, the first storm in autumn transports 
sand from the beach towards the underwater shore. From a morphological point of 
view, this is no problem. From an economical point of view, this is the optimal solu- 
tion. A number of nourishment projects in the Netherlands have been designed in 
this way. 

However, from a political point of view this is not a good solution. The public 
has a beautiful beach in the summer, directly after the nourishment. But in autumn, 
during a minor storm, the public observes that the beach largely disappears. They 
do not observe that the sand is deposited just below the low water line. The public 
draws the incorrect conclusion that the nourishment was not successful at all. The 
wide beach has disappeared. 

Because beach nourishment is generally paid for by a public authority, public 
opinion is important in acquiring sufficient funds. Therefore it is wise to design 
beach nourishment in such a way that the public sees that the beach is somewhat 
wider after the nourishment, but that there is no major adaption in the beach shape 
during the first storms in autumn. If the purpose of the nourishment is to make a 
wide recreational beach, this is very important. If the purpose is to prevent flooding, 
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the best place is as high as possible on the beach. If the purpose is to combat chronic 
erosion, the best place is in the breaker zone. 

Sediment size 
The size of the sediment is important. If the sediment is finer that the original 

material, the equilibrium slope will be more gentle. Some researchers also assume 
that finer material causes bigger losses. However it is not clear whether these bigger 
losses are caused by the more gentle beach profile or whether they are a real loss. 

In order to get an impression of the effect of the grain size on the beach slope, 
one may use a general diagram as made by Dalrymple and Thompson [1976]. 
However, many beaches have slopes of 1:50 or less, and they are not in this 
diagram. Also the scatter of the data is too wide for practical application. 
It is therefore recommended to start from the existing beach slope and use scale 
relations to derive the change in beach slope. These scale-relations have been 
developed by Vellinga [1982] and used for calculating the overfill ratio by Pilarczyk, 
Van Overeem and Bakker [1986]. The formula to be used is (11/12) = (wl/w2)056. 
In this formula 1 is a characteristic length and w is the fall velocity of the beach 
material. 

Suppose the volume to be nourished per meter of coastline is 500 m2, and the 
nourishment height is 5 m. The used sand is 250 micron instead of the original 275 
micron. When the original slope was 1:75, the new slope will be 1:80. Because of 
the more gentle slope an extra volume of Vi x 5 x 5x(80-75) = 60 m2 is necessary. 
This is an overfill of 12 %. 
If one applies the technique of James, as presented in the US Shore Protection 
Manual, which is based upon the sorting out of fine particles, in this example one 
finds a overfill ratio of 20 %. Experience in Holland shows that the SPM method 
gives relatively high overfill ratios. Also it is expected that the mechanism of sorting 
out is not the governing mechanism, but only the fact that a more gentle slope will 
occur. 

However, detailed research in this field, based upon a good set of prototype data 
is not available at this moment. 

Conclusion 
From the above one can conclude that the presented design method for artificial 

beach nourishment is simple, straight forward and very reliable. No advanced models 
are required. The disadvantage is that beach profile data have to be available. 
Because of this, it is always good to have a good beach monitoring programme 
(profile measurements to be made once a year, at fixed profiles). 

In the Netherlands all nourishment have in fact been designed using this method, 
except one. That nourishment was for an artificial peninsula, where (of course) no 
beach data were available. In that case mathematical models were used. 

Directly after the nourishment, the shape of the beach is not optimal. Nature will 
adapt the shape of the nourishment. Also, because the nourishment protrudes into the 
sea, the current attack will be more. So, some extra loss has to be expected. It is 
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difficult to calculate this loss exactly. Our experience shows that an extra surcharge 
of 40 % on the designed quantity covers all losses, also the loss because of the extra 
current attack. A more mathematical approach to determining this loss is presented 
by Fuhrboter [1991], although his assumption that an initial loss rate is proportional 
to the volume of sand available on the beach might not always be true. 
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CHAPTER 191 

FIELD INVESTIGATION AT A MOUTH OF SMALL RIVER 

Hitoshi Tanaka1  and Nobuo Shuto2 

Abstract 

Field measurements have been carried out at the 
mouth of the Nanakita River in Japan. The maximum 
velocity at the throat section was kept constant, 1 
m/sec, although the river mouth topography changed much 
rapidly in a week. It therefore seems that the 
equilibrium condition at the river mouth can be expressed 
in terms of the maximum velocity. The wave set-up height 
measured in the river mouth was also analyzed and was 
found to be responsible for the intrusion of sand into 
the mouth. 

1. Introduction 

Up to now, a great number of field observation have 
been carried out at river mouths to understand a dynamic 
process of sand movement due to combined effect of wave 
motion, river flow and tidal current. Many of these field 
measurements are, however, restricted to relatively large 
rivers ( e.g. Ogawa, Fujita and Shuto (1984), Sawamoto 
and Shuto (1988) ), since they are of considerable 
importance from a view point of hydraulic engineering. 
The process of topography change at a mouth is greatly 
dependent on the dimensions of the river. It is 
therefore difficult to generalize the observed results 
at different river mouths with different dimensions. 

1 Associate Professor, Water Resources Engineering 
Division, Asian Institute of Technology, G.P.O. Box 
2754, Bangkok 10501, Thailand. 

2 Professor, Disaster Control Research Center, Tohoku 
University, Aoba, Sendai 980, Japan. 
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We initiated a field study in 1988 at the mouth of 
the Nanakita River,  a typical small river in Japan, to 
find an appropriate countermeasure against the closure of 
the mouth. Some interesting features are observed which 
are distinctly different from those seen at big rivers. 

2. Study Area 

The Nanakita River mouth is located on the Pacific 
Ocean coast as shown in Fig.l. The catchment area of the 
river is 229km2 and the river length is 45km. During 
rainy season, the tidal discharge and the fresh water 
discharge are of the same magnitude except for the very 
short period of big floods induced by typhoon or low 
pressure. The river discharge during winter season 
becomes negligibly small as compared with the tidal 
discharge. Thus, a complete closure of the mouth takes 
place rather frequently ( Tanaka and Shuto (1991) ). 

The Teizan Canal 9km long connects the Nanakita 
River mouth with another river mouth, the Natori River 
mouth. The lock gates, located at the joint with the 
Nanakita River, are kept partially open. Accordingly, a 
part of discharge of one river might flow to the other if 
there is a difference in water level between the two 
rivers. 

The planform of the river mouth topography and the 
shape of the narrowest cross-section have been measured 
every two weeks since 1988. The water level variation has 
also been measured by means of automatic water level 
gauges which are installed at Stations A, B and C in 
Fig.l. The velocities at the mouth and in the Teizan 
Canal were continuously measured for 25 hours at the 
consecutive spring and neap tides on August 20 to 21 and 
27 to 28, 1990, using propeller-type currentmeters. 

3.Results and Discussions 

3.1 Change of Cross-Sectional Area and Velocity In A Week 

Figure 2 shows the change of the planform of the 
river mouth topography and the narrowest cross-section in 
a week. The sand spits on both sides intruded into the 
mouth due to wave action and, subsequently, the narrowest 
section shifted upstream. Distinct decrease of the cross- 
sectional area also took place within one week. 

The time-variations of the water levels during the 
first observation are shown in Fig.3(a). It is noted that 
the water level in the river mouth was almost always 
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N 
Sendai Port 

Sendal Bay 

St.C  •, 
(Yuriage) 

0  1  2km 

Fig.l  Map of  the  river mouth. 

Aug.   21,   1990   (spring  tide) 

Aug.   28,   1990   (neap  tide) 

Fig.2  Change  of  plan  topography and cross   section 
in a week. 
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higher than that in the sea, while the water elevation 
measured in the Natori river mouth was almost identical 
with the sea water level. Such a difference is due to the 
fact that, at the Natori River mouth, where two jetties 
have been already constructed, the water depth at the 
mouth was deep enough to prevent wave motion from 
breaking, while at the Nanakita River, waves broke in 
front of the mouth, resulted in the water level rise, 
that is, the wave set-up. 

The corresponding variation of the velocities 
measured at the Nanakita River mouth and in the Teizan 
Canal are shown in Fig.3(b). The positive velocities 
denote the flow into the river from the sea through the 
mouth or through the Teizan canal. The velocity along the 
Teizan Canal was always negative, which shows the flow 
direction in the canal was from the Nanakita to the 
Natori river due to the difference of water level 
explained above. 

The observed results during the second measurement 
are shown in Fig.4. The water level rise is smaller than 
the 1st observation due to the difference of the 
significant wave height; during the 1st observation, the 
significant wave height, H1/3, was 1.4m, while during the 
second observation, H1/3=0.9m. 

According to Figs.3(b) and 4(b), the maximum current 
velocity at the mouth was kept lm/s by tidal and river 
flows, although the cross-sectional area was rapidly 
narrowed by waves within one week. This result suggests 
that the dynamic equilibrium condition of the cross- 
section at the Nanakita River mouth can be expressed in 
terms of the maximum velocity. Similar result has already 
been reported by Bruun (1978). 

The solid lines in Figs.3 and 4 show the calculated 
water levels and velocities obtained using a one- 
dimensional model which is commonly applied in the 
analysis of sea-inlet-bay system ( e.g. see Bruun 
(1978) ).  The governing equations are as follows. 
Equation of motion: 
„ _„ = hz.  du 2gn2Lc |u|u 

Equation of continuity: 
u = h A^ - QR)  (2) 

where rio the ocean elevation, -qR the water level in the 
river mouth, Lc the length of the channel, u the velocity 
at the river mouth, Ken, Ke5C, Kcu the coefficients of 
entry loss, exit loss and bend loss, respectively, n the 
Manning's friction coefficient, R the hydraulic radius, 
Ac the  area of the cross-section at the river mouth, AR 
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the surface area of the river under the influence of 
tidal variation, and QR the fresh water discharge. The 
equations for the Nanakita River mouth and those for the 
Teizan Canal are solved simultaneously using the Runge- 
Kutter method. In the calculation of the latter, the 
energy loss due to the lock gates are considered, 
referring to a diagram proposed by Chow (1959). The 
effect of the wave set-up height at the Nanakita River 
mouth is also included in the numerical analysis, 
assuming that the sea level rise was 10% of the deep 
water wave height ( see Fig. 6 ). The unidirectional 
current in the Teizan Canal as well as the oscillatory 
current at the river mouth is predicted very well 
through the numerical model. 

3.2 Wave Set-Up in the River Mouth 

As seen in the previous section, the wave set-up is 
remarkable in the Nanakita river mouth. Although the same 
phenomenon might be observed at a mouth of rivers with 
similar or smaller dimensions, field studies on the wave 
set-up at a river mouth have been very few. This is 
partly due to the fact that most of the field measurement 
up to the present have been made at big rivers which are 
of practical importance. At these rivers, the water depth 
is so large that no wave breaking takes place, 
consequently, no wave set-up at the river mouth. 

At the Nanakita river mouth, wave set-up has great 
influence on the flow field near the river mouth and 
must be responsible for the topography change at the 
mouth. Thus, analysis of wave set-up height is carried 
out in this section. The set-up height, rj, can be 
calculated by taking difference of the water levels at 
the Nanakita river mouth and the Sendai port, since the 
water level measured at the latter station was free from 
the effect of wave breaking as seen in Fig. 5. 
Furthermore, the water level rise induced by other forces 
such as wind and low pressure must be included equally in 
both records, because the distance between these stations 
is only 2km. 

Figure 5 shows the water level variations at 
St.A in the Sendai port, St.B in the Nanakita river mouth 
and St.C in the Natori river mouth, measured on the day 
when the maximum set-up height of 6 6cm was observed at 
the Nanakita River mouth. As mentioned above, the Natori 
River mouth is protected by two jetties to keep the 
cross-section large, while the Sendai port is protected 
by a breakwater of 2 km long as shown in Fig.l. That is 
the reason why the water level at St.C was almost 
identical with the sea level at St.A and was lower than 
the water elevation measured in the Nanakita River mouth. 
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Fig.6 Relationship between wave set-up height 
and steepness of deep water wave. 
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Figure 6 shows a correlation between the 
dimensionless set-up height, rj/Hor and the steepness of 
deep water wave, H0/L0, where H0 and L0 are the wave 
height and the length of deep water waves, respectively. 
Theoretical curves according to the Goda's theory (1985) 
are also shown in the figure. Yanagishima and Kato (1990) 
measured the wave set-up height on the Kajima Coast in 
Japan and reported that the Goda's theory showed good 
agreement with their measurement. According to the 
present measurement, however, the observed data are 
consistently less than the predicted values by the 
theory. Possible reasons for this discrepancy are: (i) 
the wave set-up in front of the river mouth was not two- 
dimensional phenomenon due to the distorted bottom 
topography near the river mouth, and (ii) the sea water 
could intrude into the river mouth when the water 
elevation in the river mouth was lower than the sea level 
in the surf zone. 

3.3 Influence of The Teizan Canal on The River Mouth 
Topography 

At the Nanakita River mouth, the tidal discharge is 
very important factor to keep the mouth open ( Tanaka and 
Shuto (1989) ). Generally speaking, the magnitude of the 
flow induced by flood and ebb tides at a river mouth is 
of the same order, as the tidal discharge changes 
sinusoidally. At the Nanakita River mouth, however, the 
ebb tide flow is of smaller magnitude, because of the 
southward flow into the Teizan Canal as seen in Figs. 3 
and 4. This means that the tidal flow is effective to 
transport sand into the mouth rather than flushing sand 
out of the mouth. 

Photo 1 was taken on February 1st, 1991, when the 
daily averaged fresh water discharge was 3.7m3/sec, while 
the tidal discharge was 7.5m3/sec. Sand deposition which 
is commonly designated "bay shoal" ( Bruun (1978) ) is 
observed in the river mouth. Dotted lines in the 
photograph show an upstream edge of the shoals. Such a 
topography is seemed to be induced by predominant current 
into the river mouth during the flood tide. 

In order to make a quantitative estimation of the 
effect of the Teizan Canal, the one-dimensional analysis 
is carried out using Eqs.(1) and (2) under the following 
three conditions ( see Fig.7 ): (i) assuming that the 
lock gates at the joint with the Nanakita River are 
completely open, (ii) the lock gates are kept partially 
open as the present state, and (iii) the gates are closed 
completely to prevent the southward flow into the canal. 
Calculation is carried out for the days in August, 1990, 
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Photo 1 Aerial photograph on January 1, 1991. 

when the field observations were continuously made for 25 
hours. 

The gross volume of water entering or exiting 
through the mouth and the Teizan Canal is calculated for 
each flood and ebb tides and is summarized in Table 1, 
in which the ratio of each volume to the corresponding 
value in Case 2 is also shown in brackets. The unit of 
the tabulated value is 103m3 and the positive value 
shows volume of water entering into the Nanakita river 
through the mouth or the canal. It is seen that the flow 
in the Teizan Canal is always negative in Cases 1 and 2 
due to the wave set-up effect. In Case 1, the discharge 
into the Teizan Canal will consistently increase during 
both flood and ebb tides as compared with Case 2, due to 
the enlarged cross-sectional area of the Teizan Canal. At 
the river mouth, the volume during the ebb tide will 
decrease, while that during the flood tide will increase. 
Thus, the entering flow into the mouth will become more 
predominant in Case 1. On the other hand, in Case 3, the 
reduction rate of the flood tide discharge will attain to 
20%, while the ebb tide flow will increase by 16% at its 
maximum. Therefore, it can be concluded that, by closing 
the gates, the intrusion of sand into the Nanakita River 
Mouth during the flood tide will be reduced, resulting in 
the improvement of the river mouth closure. 
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Case 1 :   completely open 

Nanakita 
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Case 2   :  partially  open 

/s 
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Fig.7 Condition of calculation. 
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Table   1  Calculated water  discharge. 

UNIT: loV3 

Date 

Case 1 
(completely open' 

V, 

Case 2 
partially open) 

Vn 

Case 3 
(completely closed) 

V, V, 

Aug. 
20 

21 

1st 
ebb tide 

-92 
(1.80) 

-337 
(0,85) 

-51 
l.( 

-395 -436 
(1.10) 

1st 
flood tide 

-116 
(1.97) 

473 

(1.13) 

-59 
1.00 

419 359 
(0.86) 

2nd 
ebb tide 

-64 848 
(1,59) (0.94) 1,( 

-912 

(l.C 

Aug. 
27 

28 

1st 
flood tide 

-77 
(1.75) 

323 -44 300 
(U l.C 

262 
(0,87) 

1st 
ebb tide 

-135 
(1.44) 

-441 
(0,91) 

-94 -560 
(1.16) 

2nd 
flood tide 

-57 
(1.33) 

247 
(1.05) 

-43 
1.00 

236 186 
(0.79) 

Vc: discharge through the 
VH; discharge through the 

Teizan Canal 
Nanakita River mouth 

(+)(-) 
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4. Conclusions 

The principal results of the present study are as 
follows: 
(1) The water level at the Nanakita River mouth was 
higher than that in the Natori River mouth due to the 
wave set-up, resulting in a unidirectional flow along the 
Teizan Canal to the Natori River. This indicates that the 
tidal flow during the flood tide is effective to 
transport sand into the river mouth rather than flashing 
sand out of the mouth. Shoals in the mouth are seemed to 
be formed due to such a predominant flow into the mouth. 
(2) The cross-sectional area of the narrowest section at 
the Nanakita river mouth decreased remarkably in a week, 
while the maximum of the velocity at the throat section 
was kept constant, lm/sec. This result suggests that the 
equilibrium condition at the river mouth can be expressed 
in terms of the maximum velocity at the narrowest 
section. The time-variations of water level and the 
velocity are successfully reproduced by a one-dimensional 
analysis. 
(3) Wave set-up height measured in the river mouth 
attained to 10-20% of the deep water wave height, 
slightly lower than Goga's theory. 
(4) Numerical simulation indicates that, by closing the 
lock gates at the joint with the Teizan Canal, sand 
intrusion due to tidal current into the mouth will be 
reduced. However, further investigation should be made to 
evaluate the role of the Teizan Canal not only from 
engineering view point but also from a environmental and 
ecological view points. 
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CHAPTER 192 

ENTRAINMENT AND TRANSPORT OF FINE SAND BY 
COMBINED WAVES   AND CURRENT: AN EXPERIMENTAL STUDY 

by 
C. VILLARET and B. LATTEUX1 

Abstract 

Experiments have been performed in a large wave flume in order to measure 
sediment transport rate of fine sand under combined regular waves and current. 
Instantaneous velocities and concentrations are measured using ultrasonic velocimeters 
and optical turbidity probes. Suspended transport rates, as obtained from vertical 
integration of measured fluxes, are decomposed into a mean current and an oscillatory 
wave components. Under waves only, the wave contribution is in the direction of 
wave propagation. Under combined waves and current, the wave contribution is found 
to systematically oppose the direction of superimposed mean current. 

1. Introduction 

From previous observations, it is well established that sediment transport is 
enhanced under combined waves and current, due to the stirring action of waves and 
advection by mean current. However, the relative contribution of both wave and mean 
motions to suspended sediment transport is a non-linear process which is still poorly 
understood (e.g Van Rijn, 1991). 

Instantaneous values of velocity u and concentration c are classically 
decomposed into a mean component, time-averaged over the wave period (<x(t)>=X), 
and a phase-averaged oscillatory components xW; 

u(z,t)=U(z)+uw(z,t)+u'(z,t) 
c(z,t)=C(z)+cw(z,t)+c'(z,t) 

Assuming turbulent fluxes to be small, the time-averaged sediment flux can be written: 

<u(z,t) c(z,t)> = <uw(z,t) cw(z,t)> + U(z)C(z) (1) 

Suspended sediment transport rates, as obtained by depth-integration of equation (1), 
are then decomposed into a mean current and an oscillatory waVe contributions. 

!EDF, Laboratoire National d'Hydraulique, 6 quai Watier, 78400 Chatou, FRANCE 
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The mean current contribution represents advection of mean concentration by 
the superimposed mean current or by the second-order eulerian drift induced by the 
wave motion (Longuet-Higgins, 1953). Under combined waves and current, eddy 
viscosity models have been used successfully to reproduce mean velocity and mean 
concentration profiles, assuming enhanced turbulence within the wave boundary layer 
(e.g. Grant and Madsen (1979)). 

The contribution of oscillatory wave motion to suspended transport rates is 
produced by the asymmetry of the phase-averaged velocity forcing and concentration 
response. Davies (1990) numerical simulations have shown that the time lag between 
maximum velocities and bottom concentration peaks is an important parameter which 
determines the wave contribution effect to suspended sediment transport. 

The principal objective of the following series of experiments is to obtain direct 
estimates of sediment fluxes from instantaneous velocity and concentration 
measurements under combined waves and current. Part 2 is a description of 
experimental set-up, measuring apparatus and test conditions. Measurements of mean 
concentration and mean velocity profiles are presented in Part 3. The effect of wave 
contributions to suspended transport rates is discussed in Part 4. Results of near 
bottom phase-averaged concentrations and diffusion of concentration peaks away from 
the bottom are presented in Part 5. Part 6 is a discussion of results and conclusions. 

2. Experimental Set-Up 

Experiments were carried out in a large wave flume (1.50m x 1.50m x 79m) 
which is equipped with a piston type wave maker. The flow is circulated through a 
pumping system which can generate a current in both directions. The 20 m long test 
section is made of a 40 cm high surelevated bottom. A 10 cm thick erodible sand bed is 
placed above the bottom. Two 10 m long sand traps are located on each side of the test 
section. The measuring section is situated in the middle of the platform as shown on 
Figure 1. 

An optical turbidity probe (OPCON) is used to measure instantaneous 
concentrations. Instantaneous velocities are measured at the same elevation using 1-D 
ultrasonic velocimeter. The two probes are located about 15 cm apart in the same cross 
section and oriented at 45° from the flow direction in order to minimize disturbances of 
the flow field. Measurements are repeated at different elevations down to a few mms 
from ripple crests with at least 8 points in the near bottom 10 cm. Measurements are 
taken at two different lateral positions in the measuring cross section (y=+/-25 cm), in 
order to check the spatial variability of the signal. Instantaneous velocity and 
concentration measurements are phase-averaged over at least 50 wave periods in order 
to estimate both mean and periodic components. 

Bed elevations are recorded every 4.5 mm using an electromagnetic bed profiler 
along three longitudinal sections (y=0, +A25 cm) above both platform and sand traps. 
Measurements are made before and after each test, in order to estimate total sand 
volume per channel width  (L Azb) passing through the measuring section. Total 
transport rates in dry weight, Qt, is given by: 

Q_LAzb(l-n)ps (2) 

At 
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where n is the sediment bed porosity (n=0.4), ps, the sediment density (ps =2.65 
g/cirP) and At, the duration of experiment. Mean bed level measurements zb need to be 
corrected for small variations in the reference elevation in order to satisfy mass 
conservation. Test duration At must be less than one hour in order to minimize bed 
level variation during experiment due to erosion or deposition processes. 

The sand bed is made of a well sorted fine sand with mean diameter d50=0.09 
mm and mean settling velocity ws =0.7 cm/s. The water depth h above the platform is 
60 cm. A series of 10 tests have been carried out for wave periods T of 1.5, 2 and 2.5s 
and an incident wave height Hi of about 25 cm. Longitudinal reflected waves, Hr, are 
generally less than 10% of incident waves. For each wave condition, a mean current 
Ur of about 20 cm/s at a reference level zr=35 cm is superimposed tothe wave field in 
or against the direction of wave propagation. Hydrodynamic conditions are 
summarized in Table 1 in which a positive sign means a following current. 

water level 
- 1.10m 

SIDE VIEW 

steel grid current 

traps 

TOP VIEW 

27.8 31.7 S0.1 53.9 67.1 72.2 73.1      73-2   /   BU/fff * 

damping, beach 

Figure 1: Side and top views of the wave flume 



SEDIMENT TRANSPORT RATE 2503 

3. Experimental Results : 

Bedforms: 

Bedforms are two-dimensional for T=1.5 s and become irregular three- 
dimensional for T=2.5 s. Bedform dimensions are obtained from statistical analysis of 
bed profiler data. Typical bedforms heights do not show significant variation with flow 
parameter (&V = 0.65 cm), while wave length A* slightly increases with wave period 
from 5 to 7 cm. (see Table 1). 

Test 
N° 

T 

(s) 

Hi 

(cm) 

Hr 

(cm) 

Ur 

(cm/s) (cm) 
5r 

(cm) 

35 1.5 23.2 1.0 -4.6 4.8 0.7 

39 2 23.2 1.3 -5.75 5.5 0.7 

42 2.5 25.0 2.15 -5.9 6.7 0.6 

36 1.5 18.8 1.05 17.4 5.0 0.6 

40    ( 2 21.0 2.1 17.4 5.0 .65 

77 2.5 17.8 2.6 17.0 5.6 .7 

38 1.5 17.5 1.25 -17.0 4.8 0.6 

41 

54 

2 21.1 

20.1 

1.6 

2.20 

-18.7 

-32.75 

5.5 0.7 

45 2.5 21.0 1.6 -17.6 5.8 .6 

Table 1: Hydrodynamic test conditions 

Mean velocity profiles: 

In the case of waves only, there is a small eulerian drift which is in the direction 
of wave propagation near the bottom and against it in the outer flow (Ur=-4 to-5 cm/s) 
as shown on Figure 2. 

Under combined waves and current, mean velocity profiles are fitted to a 
logarithmic profile in order to estimate both mean friction velocity u* and apparent 
roughness height ka, assuming a Karman constant K=0.4 (seeTable 2): 

(3) 
The main effect of the waves on the mean velocity profiles is to increase the equivalent 
roughness height ka as compared to physical roughness (ks=1.5 8r). This effect is 
larger for opposing waves and current than for following waves and current. These 
results are qualitatively in good agreement with expectations from theoretical models 
(e.g. Grant and Madsen (1979)) and previous observations (e.g. Nap and Van 
Kampen (1988)). 
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Mean concentration profiles: 

In all our experiments, sediments stay within a thin (<5cm) near bottom layer. 
An exponential concentration profile gives a reasonably good fit to measurements as 
indicated by regression coefficients r>0.95. Results are interpreted in terms of bottom 
concentration Co and suspended layer thickness Ls, according to Nielsen's (1979) 
model (see Table 2): 

C=C0exp(--2-) (4) 

In the case of three dimensional bedforms (T=2.5s), there is a lot of scatter in 
measurements as shown on Figure 3. Under waves only, decrease of mean bottom 
concentrations with wave period may be due to changes in bedforms geometry from 
2D to 3D as period increases. 

Under waves only, the suspended layer thickness approximately scales with 
bedforms height (Ls=2 to 3 cV). Significant increase of suspended layer thickness is 
observed for a following current which is in good agreement with expectations from 
previous models and observations. In the case of opposing current, this effect can only 
be observed by increasing opposing current intensity (Test 54). In the other tests with 
opposing current, the suspended layer thickness is approximately the same as for 
waves alone. For longer waves with opposing currents (T=2.5s), Ls is actually smaller 
than for waves alone. 

Test 
N° 

u* 

(cm/s) 
ks 

(cm) 

r Ls 
(cm) 

Co 

(g/D 

r 

35 ^^ ^^ 1.13 35.0 -0.99 

39 0.99 30.9 -0.99 

42 ^-^ 1.60 15.7 -0.96 

36 1.90 8.1 0.95 1.77 9.8 -0.95 

40 2.20 12.7 0.98 1.26 16.7 -0.98 

77 2.37 14.2 0.95 2.18 8.2 -0.97 

38 -1.19 14.1 -0.95 1.05 12.6 -0.95 

41 

54 

-1.43 

-1.96 

15.0 

8.9 

-0.94 

0.92 

1.07 

1.90 
22.6 

9.5 
-0.98 

-0.99 

45 -1.47 14.7 -0.98 0.98 27.8 -0.96 

Table 2: Test results 
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U (cm/s) 

Figure 2: Mean velocity profiles under waves only 
Tests 35 (o: T=1.5 s), 39 ('*': T=2s), 42 ('x': T=2.5s). 

C(g/l) 

Figure 3: Mean concentration profiles under waves only 
Tests 35 o: T=1.5 s), 39 ('*': T=2s), 42 (*x': T=2.5s). 
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4.Transport rates 

Suspended transport rate estimates are decomposed into a wave and a mean 
current contributions according to equation (1), Measurements are averaged between 
the two-measuring points at (y=+/-25cm) accross measuring section. Total transport 
rates Qt are estimated from bed profiler data according to equation (2). In most cases, 
the difference between total transport rates Qt and suspended transport rates Qs is less 
than the spatial variability of measurements (30%). This indicates that bed load 
transport remains relatively small. In the case of opposing currents, net suspended 
transport rates are also small so that bed load contributions are not negligible anymore; 
total transport rates are then significantly enhanced in the direction of opposing mean 
current due to the small bed load contributions (see Table 3). 

Under waves only, total transport is in the direction of wave propagation and 
increases with the wave period. Contribution of the weak eulerian drift to total 
transport Qc remains small. Under combined waves and current, the wave contribution 
Qw to total transport systematically opposes the mean current direction. The direction 
of total transport depends then on the relative intensity of both contributions. In the 
case of following current, the wave contribution is opposed to the direction of wave 
propagation but remains small compared to the mean current contribution Qc, so that 
net transport is in the direction of wave propagation. 

Test 

N° 

Qc 
xlO-4 

Qw 
,10-4 

Qs 

,10-4 

Qt 

,10-4 

35 21 100 121 81 

39 2 112 114 137 

42 10 160 170 167 

36 142 -22 120 126 

40 135 -55 80 106 

77 166 -38 127 93 

38 -29 36 8 -19.5 

41 

54 

-63 

-143 

147 

133 

84 

-10 

20 

X 
45 -60 95 36 -14 

Table 3: Sediment transport rates (Units are in kg/ m /s) 
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5. Instantaneous concentrations 

Bottom concentration: 

Under waves only, the bottom phase-averaged concentration is mainly periodic 
at half the wave period (T=2s) and concentration peaks occur near current reversal 
(u(t)=0), as shown on Figure 4.a. Under combined waves and current, only one 
maximum concentration peak is observed which systematically occurs slightly after 
flow reversal when the instantaneous current is opposed to the mean current direction 
as shown on Figures 4.b and 4.c for T=2s. Near the bottom, the contribution of the 
wave motion to total transport is then expected to oppose to the mean flow direction. 

Diffusion of concentration peaks: 

Diffusion of concentration at various elevations is shown on Figure 4.a under 
waves only. The first peak occuring near flow reversal when current starts to oppose 
direction of wave propagation, cannot be observed away from the bottom. Phase- 
averaged concentrations show only one maximum peak occuring when current is in the 
direction of wave propagation (u(t)>0). Flux due to oscillatory motion is then expected 
to be positive at all elevations. 

Diffusion of maximum concentration peaks away from the bottom can be 
observed on Figure 4.b for following current and on Figure 4.c for opposing current. 
Concentrations are maximum when instantaneous current is negative (u(t)<0) in the 
case of following current and positive (u(t)>0) for opposing current. Flux due to 
oscillatory motion is then expected to oppose the mean current direction at all 
elevations. 

Flux profiles: 

Typical flux profiles, time-averaged over the wave period, obtained for waves 
only, and combined waves and current are shown on Figures 5.a, b, c (T=2s). As 
expected from near bottom concentration response and diffusion of concentration 
peaks, sediment transport flux due to oscillatory wave motion is in the direction of 
wave motion in both cases of waves only and opposing current and waves and in the 
opposite direction for following current. 

6. Discussion of results and conclusions: 

Results obtained for the mean current and wave contributions to total sediment 
transport make a qualitatively consistent picture. Under combined waves and current, 
the wave contribution is found to systematically oppose the mean current direction. In 
this case, the direction of the wave contribution to total sand transport can be explained 
by the asymmetrical bottom concentration response. Only one maximum concentration 
peak is observed which occurs slightly after flow reversal when the instantaneous 
current starts to oppose the mean flow direction. 

It is interesting to note that these results are qualitatively similar with 
observations by P. Murray and al (1991) in the sheet flow regime. They also found 
that the total sediment transport rate under combined waves and current is 
systematically reduced by its wave component; their observations confirm the existence 
of one maximum peak in the bottom concentration which occurs when the 
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instantaneous current is opposed to the mean flow direction. These observations 
suggest that the reduction of total transport by the wave contribution is a fairly general 
result occuring in both ripples and sheet flow regimes. 

Under waves only, the effect of the eulerian drift under waves only as well as 
second-order Stokes component on mean phase-averaged concentrations still needs to 
be clarified. A similar dissymetry on the phase-averaged concentration response can be 
observed under waves only as under opposing current and waves so that transport due 
to wave motion is in the direction of wave propagation in both cases. 

The effect of bedforms dimensions and of measuring technique on 
concentration profiles is also unclear. In the case of three dimensional bedforms 
(T=2.5s), a spatial averaging technique may become necessary, considering spatial 
variability of signal. 
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Figure 4.a: Phase-averaged concentrations (1-5) and bottom velocity (6) under wave 
only for T=2 s (Test 39) 
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Figure 4.b: Phase-averaged concentration (1-6) and bottom velocity (7) under wave 
and following current for T=1.5 s (Test 36) 
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Figure 4.c: Phase-averaged bottom velocity (©) and concentration at various elevations 
(lto b~) under wave and opposing current for T= 2 s (Test 54) 
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Figure 5: Time-averaged sediment flux profiles at T=2s ( < u(t) c(t)>: ; UC:  
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a) Wave only (Test 39); b) following current (Test 40); c) opposing current (Test 54). 
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A TIME—DEPENDENT NEARSHORE MORPHOLOGICAL RESPONSE 
MODEL 

Hsiang Wang1, Gang Miao2 and Li-Hwa Lin3 

Abstract 

This paper presents a numerical model for computing time-dependent near- 
shore hydrographic changes including beach profile responses. The time scale of 
the model is suitable for storm events to seasonal changes. The model is very 
stable and is capable of handling complicated topographies including inlets and 
irregularly-shaped structures such as curved jetties and breakwaters. 

The basic approach is similar to many previous investigations utilizing a 
hydrodynamic model to drive a sediment transport model. The hydrodynamic 
model computes fully interacted current and wave fields based on coupled mild 
slope wave equation and depth-averaged circulation equations. The sediment 
transport model is of energetic type treating the rate of sediment as the summa- 
tion of two energetic mechanisms one due to the mean current and the other due 
to the wave induced turbulence. 

The model has been successful comparing with the evolution of beach pro- 
files in large wave tank tests as well as other 2-dimensional numerical models 
of profile evolution. The model is able to predict the bar formation realistically 
without introducing constraints such as the bar genesis. At present the model 
consists of four modulars that apply separately for the situation of beach with no 
subaerial structure but could include non-reflective bottom structure, beach with 
shore-connected structures, beach with shore-detached structures and beach-inlet 
system. Test applications are presented here with some comparisons with field 
data and 3-D movable bed experiments. 

INTRODUCTION 

The nearshore zone is the area where the action of waves and currents on the 
sea bed is most intense, and where the bed material is almost always in motion. 
Erosion/accretion of the beach and change in offshore bottom topography occur 
naturally through the transport of sediment by waves and currents. Perturbations 
introduced by coastal structures, beach fills and other engineering activities may 
result in unexpected deformation of beach shapes and nearshore topographies. 
In the past, the prediction of beach evolution was mainly conducted by relying 
on experience of similar cases and on the results of hydraulic model tests.   In 
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recent years numerical models have gradually been developed and applied for 
this purpose. 

The purpose of three-dimensional models is to predict the change of bot- 
tom topography from the spatial distribution of the sediment transport rates, 
which are evaluated from the nearshore wave and current fields computed point 
by point in small areas defined by a horizontal grid placed over the region of in- 
terest. Models of 3-D beach topography change require much fewer idealizations 
than do the line models. In this paper, a time-dependent nearshore morpho- 
logical response model was developed. Test applications are presented together 
with comparisons of 3-D movable model test results and some field measurements. 

OUTLINE OF THE MODEL 

The model consists of three submodels for calculating (1) waves, (2) nearshore 
currents, and (3) sediment transport and bottom changes. The first two models 
are fully coupled to provide nearshore hydrodynamic condition. Nearshore waves, 
through radiation stresses, provide the driving force for the currents which, in 
turn, modifies the wave field. A compatible current and wave field is obtained 
through iterative process. This combined sediment transport model is then used 
as the driving force for the sediment transport model which also calculates bot- 
tom changes through sediment conservation equation. The change in topography 
again modifies the hydrodynamics, therefore, yet another level of current-wave- 
topographic interaction is required through frequent updating. At the first step, 
the initial beach topography and the geometry of the structures for the study 
area are given as input. Next, the wave model determines the spatial distri- 
butions of radiation stresses and near-bottom orbital velocities. The circulation 
model, then, computes the mean water surface level and the depth averaged mean 
currents using the radiation stresses from the wave model as the forcing terms and 
includes bottom friction, advective acceleration and the lateral diffusion terms. 
Finally, the sediment transport rates are computed at the local points from the 
wave-current conditions calculated in advance, and then the three dimensional 
bottom topography change is computed by solving the equation of sediment mass 
conservation. The wave and current fields are updated hourly to incorporate to- 
pographic changes and tidal variations. 

Wave Model 

Five contemporary numerical wave models were evaluated for their suitability 
(Lee and Wang, 1992). Two of them originally developed by Winer (1990) and Lee 
and Wang (1992), respectively were selected and modified for the present purpose. 
Both models account for current-wave-topography induced shoaling, refraction 
and diffraction effects. Empirical surf zone mechanics are also incorporated. 

Both models are based upon the mild-slope equation given by Kirby (1984). 
Winer's model is the parabolic approximation version and theoretically is valid 
only for small incident wave angles. It employees a Crank-Nicholson finite dif- 
ference scheme to solve the complex wave amplitude, A, of the following set of 
equations: 

a [Cgcos6 + U\    „  , T, ,       a fV 
(Cgcosfl + U)AX   +   - [   g | A + VAy + -{-) A 

-   -kCg(l-cos2 0)A-- 
A 

ccg\ + £A = O a) 
y 
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u-^a + k-U (2) 

a1 = gkt&nhkh (3) 

where t is the time, V/, is the horizontal gradient operator, U is the depth averaged 
horizontal velocity vector, C is the phase velocity, Cg is the group velocity and a 
is the angular frequency. The last term in Eq. 1 is the energy dissipation term, 
where K is the energy dissipation coefficient. This term has been added in order 
to deal with the wave decay and recovery after breaking. Eventually coefficient « 
will be related to the energy dissipation due to wave breaking following the work 
of Dally et al. (1984). This model is exceptionally stable and efficient. It usually 
only requires very minor adjustment for different applications. 

The other model is based upon elliptic wave equation using the Gragg's 
method to solve for <f> which is the wave part of the velocity potential at the 
mean water level: 

-iu[2U    •    V4>+(V-U)4>] + (U-V)(U-V4) + (V-U)(U-V4)       (4) 

-   V • (CCgVfo + {a2 - w2 - k2CCg - i<rit)4 = 0 

This model has no small wave angle restriction and can accommodate reflective 
boundary conditions. The model is less stable and sometimes does not converge. 

Circulation Model 

The governing equations for the circulation model are the depth integrated 
time averaged horizontal equations of momentum (Ebersole and Dalrymple, 1979): 

dU , TTdU , „dU ,   dfj t   1 1  _   ,   1   (dSxx , dSxy\ , 1 dr, 

dV , TTdV , „dv , „dfi ,   ! !   _   ,    !   (dS*v     dSvv\ , ldr< 

and the continuity equation 

§ + £<•> + £<•>=° ^ 
where (U, V) are the depth-averaged velocity components in the x and y direc- 
tions, respectively, D = h + fj, h is the still water depth, and fj is the elevation 
of the mean water level due to wave setup/setdown, 77 is the lateral shear stress 
due to turbulent mixing, (7^,7^) are the bottom shear stresses, (rsx,Tsy) are the 
surface shear stresses, Sxx,Sxy and 5^ are the radiation stress components which 
arise from the excess momentum flux due to waves. The radiation stress terms 
are forcing terms, whereas the bottom friction terms and the lateral mixing terms 
represent flow impedances. These equations are obtained by integrating the local 
x and y momentum equations and the continuity equation over the depth of the 
water column and then time averaging the results. The governing equations in 
the circulation model are solved by alternating direction implicit (ADI) scheme. 
In order to treat the wave-current interaction, alternate computations of waves 
and of currents are necessary. 
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Sediment Transport Model 

Like the selection of wave model, a number of proven sediment transport 
models, mainly for 2-D profile modeling, were evaluated. They were compared on 
their basic transport mechanism. This was accomplished by comparing the trans- 
port forcing function expressed in equivalent shear stress term. Table 1 shows 
the equivalent shear stress terms from various models. The comparison under 
one specific wave condition is illustrated in Figure 1. It can be seen that they all 
assume similar shape.The transport model following that developed by Ohnaka 
and Watanabe (1990) was selected because the formulation is most suitable for 
3-D application. The rate of sediment transport is treated as the summation of 
two energetic mechanisms one due to the mean current and the other due to the 
wave induced turbulence. The transport due to the mean current is 

Table 1: Equivalent Shear Stress from Different Sediment Transport Models 

Energy Loss (Dally, Kriebel, Larson and Kraus) 

T - _.»  /P(sc») 

Time-Averaged Bottom Velocity (Dally) 

T = 7 fo ?ku\dt      ub = f \fi cos w* 

Deficit of Moment of Momentum (Houston and Dean) 

=   _      2 9   [El f,    ,   H2\l 

Combined Bottom Velocity (Watanabe) 

TC = U2 + V2 + u2 + 2Uu cos 6 + 2Vu sin 6 

T sinh kh 

AC(T - Tcr)U 

P9 
(8) 

where Ac is a nondimensional coefficient (of the order 0.1 to 1.0), values of which 
should be empirically determined, T is the maximum value of the bottom shear 
stress in a wave-current coexistent field. rcr is the critical shear stress for the 
onset of sediment movement, p is the density of water, and g is the gravitational 
acceleration. If T < rcr, qc is zero. The transport due to waves is 

$ = £U*„ %)% 1/2 
(9) 

where $ = (1 — \v)qw/w0d is a dimensionless net transport rate, d, w0 and A„ are 
the diameter, settling velocity, and void ratio of the sediment, respectively, Bu, 
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is a nondimensional coefficient (of order 2 to 10), \Pm is the Shields parameter 
and \PC is the critical value of \Pm for the onset of general movement of sediment. 
Since qw is the absolute value of the net transport rate, a method is needed to 
determine the direction of the net transport. Criteria for predicting whether 
a beach will erode or accrete through cross-shore sand transport processes have 
been suggested by a number of authors. The two most commonly used parameters 
include one for characterizing the deepwater wave steepness, HQ/L0, and the other 
one related to the relative sediment fall velocity, H0/w0T, also know as the Dean's 
parameter. A version proposed by Larson et al. (1989) in their SBEACH model 
was adopted here. The criterion for distinguishing beach erosion and accretion 
can be expressed by the following equations: 

Ho 
-     \w0T 

H0 

L0
>C fe) 

accretion 

in which C = 0.00070 is an empirical coefficient. 

100.0 
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Figure 1: Comparisons of equivalent shear stresses for different transport models. 

The change in local bottom elevation, Z),, or water depth, h, can readily be 
computed from the spatial distribution of the sediment transport rates by solving 
the following equation for the conservation of sediment volume 

dh dqx      dqy 

dx      dy 

q = ql + qZ = (qx,qv) 

(10) 

(11) 
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MODEL VALIDATION AND APPLICATIONS 

In order to validate the 3-D morphological response model, several large wave 
tank results of dune erosion were simulated. These included Saville's (1957) large 
wave tank tests and the case of a sand beach backed by a sloping dike tested in 
the BIG WAVE FLUME, Germany (Dette and Uliczka, 1986). 

Figure 2 shows a comparison of measured and calculated profiles for CE Case 
400, from Saville, for which: initial slope = 1/15; grain size = 0.22 mm; wave 
height and period of 1.62 m and 5.6 sec in the horizontal section of the tank 
(depth = 4.42 m); and constant water level. The numerical and test results are 
shown for simulation times of 1, 3, 5, 10, 15, and 20 hours. The numerical model 
satisfactorily reproduced the observed forshore erosion and main breakpoint bar 
development. Simulated shoreline retreat and bar growth was initially rapid and 
gradually slowed as the bar moved offshore to reach a location close to that of 
the observed bar at the end of the run (20 hr). 

A similar comparison is shown in Figure 3 for the case of 'dune with fore- 
shore': +2 m above SWL and 10 m wide dune with 1 to 4 seaward slope down 
to 1 m below SWL and following 1 to 20 slope down to channel floor. The BIG 
WAVE FLUME is 324 m long, 7 m deep and 5 m wide. The test profile was 
subjected to regular waves (Jif = 1.5 m, T — 6 s, h = 5.0 m). The predicted 
profiles are shown at times of 62, 111, 190 and 273 minutes and are compared 
to the measured profiles. The computed wave height distribution across shore is 
also shown. The waves cut back the foreshore to produce a vertical scarp, and a 
bar formed near the break point which grew and moved offshore with continued 
wave action. The volume of the main breakpoint bar and the amount of erosion 
on the foreshore are rather well predicted by the numerical model. However, the 
bar trough is less well reproduced. The model is incapable of simulating micro 
features such as the bottom undulations inside the breaking zone. 

The model is also compared with other 2-D dune erosion models including 
Kriebel and Dean (1984) and Larson et al. (1989). The comparisons of profile 
changes in the nearshore zone are all very close; they deviate in bar formations. 
Figure 4 shows the comparison between the present model and the SBEACH 
applied to a prototype profile and wave condition. The Kriebel's model (not 
shown here) almost duplicates the SBEACH in the nearshore zone but produces 
no bar. 

The present numerical model has been applied to a variety of cases including 
beach nourishment, beach with submerged rocks, offshore detached breakwater, 
shore-perpendicular structures, inlet-beach system, etc. The model results of 
waves, currents and topographic changes for a region around Sebastian Inlet 
are given here as an illustration. Sebastian Inlet is located at the east coast 
of Florida between the Brevard and Indian River County line approximately 45 
miles south of Port Canaveral entrance. The bathymetric map of 1989 is given 
in Figure 5. It is located in a littoral drift zone predominately from north to 
south. The inlet has been kept open by means of maintenance dredging and jetty 
improvements. It suffers from channel shoaling and downdrift beach erosion. 
Movable bed physical model and field studies were carried out (Wang et al., 
1991, 1992) to seek improvement measures. 

A few examples are given here to show the comparison between numerical 
simulation and field or laboratory results.  First of all, the wave patterns under 
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Figure 2:   CE case 400, Comparison between simulated and measured beach 
profiles, t  =  1, 3, 5, 10, 15, 20 hours. Data from Saville (1957). 
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Figure 5: Sebastian Inlet bathymetric map for year 1989. 
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long crested conditions can be closely simulated by the numerical model. This 
can be seen in Figure 6 which compares wave pattern recorded by aerial photo 
with simulation. 

The current in the inlet is tidal driven, often reaching to 2.5 mis during 
ebb and flood. In the vicinity and outside the inlet, the current field is very 
complicated. During ebb cycle, the current behaves like a jet carrying with it a 
rather concentrated seaward momentum. This jet when deflected by the curved 
north jetty directs itself towards the southeast, which gradually shaped the main 
flood-ebb channel. A clockwise vortex is formed on the south side behind the 
jet stream. During flood cycle, the current converges to the inlet like flow into 
a funnel. The flow pattern is influenced by both the ebb shoal and the jetties. 
A very strong current developed near the tip of the south jetty, causing a major 
scouring hole at its tip. The current patterns simulated by the numerical model 
are compared with those measured in the field in Figure 7. Again, like wave field 
simulation, the current pattern appears to be quite reasonably reproduced. 

For morphological changes the numerical model is compared with movable 
bed physical model tests. The model has a horizontal scale of 60 using finer sand 
than the prototype as bed material (detail see Wang et al., 1992). The actual 
physical dimensions of the model are approximately alongshore and offshore. Fig- 
ure 8 compares the numerical and physical model results for a specific case with 
the following input conditions: the offshore boundary is H = 2 ra, T = 8 s, and 
the incident wave angle at the offshore boundary is 10° (from the north-east). 
The tide is semi-diurnal with a range of 1.0 m. The plot gives the cumulative 
bottom changes after a time period equivalent to 6-days in prototype. The solid 
lines represent accretion and dash lines represent erosion with contour interval 
of 0.1 m. The most visible bathymetric changes occur in the nearshore region 
behind the ebb shoal including the area near the tip of the south jetty. Beach 
face is eroded by wave action and sand is carried out towards offshore forming 
offshore bars. Meanwhile, the ebb shoal experienced vigorous sediment motion 
due to wave breaking and the sediment is also carried into the nearshore region. 
Although the details are somewhat different the agreement can be considered 
good macroscopically as most of the prominent topographical changes are cor- 
rectly predicted. 

CONCLUSIONS 

A numerical model has been developed for computing time-dependent near- 
shore hydrographic changes including beach profile responses. The time scale of 
the model is suitable for storm events to seasonal changes. The model is very 
stable and is capable of handling complicated topographies including inlets and 
irregularly-shaped structures such as curved jetties and breakwaters. 

The model has been fairly rigorously calibrated against 2-D large scale beach 
profile evolution tests carried out in the GWK tank and in the CERC's large 
tank. The model is also verified with other 2-D numerical models. The model 
is capable of describing the growth and movement of main breakpoint bars and 
corresponding berm processes with reasonable reliability. Calibration and verifi- 
cation for 3-D cases are limited. So far, a set of field and laboratory movable bed 
data concerning one specific inlet configuration has been utilized. The numerical 
model seems to perform well to predict wave patterns of long crested waves; gives 
reasonable current patterns. Consequently, the patterns of topographic changes 
can also be reasonably predicted. Of particular importance is the ability of the 
model to depict correctly the sediment transport patterns that can add to the 
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Figure 6: Comparisons of wave patterns from aerial photography and model at 
Sebastian Inlet. 
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insight to the sediment transport process. Of less confidence is the quantity of 
transport as well as detailed topographic changes. Work is still in progress to 
improve the reliability of the model as well as expanding the scope of the model. 
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CHAPTER 194 

TOTAL RATE AND DISTRIBUTION 
OF LONGSHORE SAND TRANSPORT 

Akira Watanabe1 

Abstract 

Longshore sand transport rate has been computed, for 2,520 cases covering 
field- and laboratory-scale conditions, using a general formula for local transport 
rate in a coexistent wave-current field proposed by the present author. The com- 
puted total transport rate has been well related to the alongshore component of 
wave power and two other parameters. Cross-shore distributions of the longshore 
transport rate have also been studied. 

1.   Introduction 

Longshore sediment transport plays a very important role particularly in 
long-term beach evolutions. In the longshore transport, sand grains are set in 
motion mainly by wave action and then carried by a longshore current. How- 
ever the total transport rate is usually estimated using the CERC formula or 
its equivalence, which relates the total rate directly with the so-called longshore 
component of energy flux (or power) of breakers and does not explicitly involve 
the longshore current velocity. The CERC-type formulas are based on the power 
or energetics model concept and field measurements, but their reliability and ap- 
propriate values of the coefficients are yet debatable. In addition there have been 
only few studies on the cross-shore distribution of the local transport rate, which 
is regarded as important as the total rate for various engineering problems. 

Watanabe et al. (1986) have proposed a power-model type formula for local 
sediment transport rate under combined action of waves and currents, whose 
validity has been confirmed through numerous fundamental studies and practical 
applications (e.g., Watanabe et a/.,  1991).   This local transport rate formula 

1 Professor, Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo, 113 Japan. 
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is applied in the present paper to the evaluation of the total rate and cross- 
shore distribution of the longshore sand transport under regular waves on straight 
beaches. 

2.   Computational Procedure for Waves, Currents and Sand Transport 

2.1  Computational conditions 

From the standpoint of such fundamental studies as this, computation of 
waves, currents and sediment transport should be performed for conditions as 
simple as possible. It has therefore been assumed in the following computation 
that the shoreline and depth-contour lines are straight and parallel to each other, 
that incident waves are regular and uniform in the alongshore direction, and that 
the sediment grain size is spatially uniform. On the other hand, for the sake of 
generalization of discussions, the computation has been conducted for a total of 
2,520 cases: six values of the sand grain diameter d, four values of the uniform 
bottom slope tan/? and a bar-type beach, and three, seven and eight values of 
the incident wave angle 60, period T and height H0, respectively, as shown in 
Table 1, covering field- as well as laboratory-scale conditions. 

Table 1   Computational conditions. 

d 
(mm) 

tan/3 00 

(deg) 

T 

(•) 

Ho 
(m) 

0.2 

0.5 

0.8 

1.1 

1.5 

2.0 

1/10 

1/20 

1/30 

1/50 

bar-type 

15 

30 

45 

1.0 

1.5 

2.0 

0.02 

0.04 

0.08 

0.16 

6.0 

10.0 

14.0 

18.0 

0.3 

0.6 

1.2 

2.4 

2.2  Computation of nearshore waves 

A set of time-dependent mild-slope equations, proposed by Watanabe and 
Maruyama (1986) and improved by Watanabe and Dibajnia (1988), can deal 
with most of nearshore wave deformation such as shoaling, refraction, reflection, 
diffraction, breaking and recovery. For the present problem, we can reasonably 
neglect the wave reflection from the shore and the refraction due to the presence 
of currents, and then the time-dependent mild-slope equation set reduces to the 
following simple wave energy equation: 

d 

Ax 
(H2Cgcos9) = -nfDH

2 
(1) 

where x is the shoreward coordinate, H is the wave height, Cg is the group 
velocity, 9 is the wave angle, and n is the shallowness factor. The quantity /D is 
the breaker-induced energy dissipation factor and defined as: 
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/D = £tan/° ^ WD)- (2) 2       H\D\     is-iT 

is = 0.8 (0.57 + 5.3 tan/?),     j'r = 0A{H/D)B (3) 

in which D = h + r\ is the local mean water depth (h: the still water depth; r\: 
the mean water surface elevation), and the suffix B indicates the breaking point. 
Equation (1) has been solved together with SnelPs law and Eq. (4) for the wave 
setup/down to obtain cross-shore distributions of the mean water depth D, wave 
height H, wave angle 6, group velocity Cg, and so on. 

dr? 1   dS^ 
da; pgD dx 

where Sxx is the normal component of the radiation stress, and p is the water 
density. The location of wave breaking has been determined using a generalized 
breaker index expressed in terms of the ratio of the horizontal orbital velocity at 
the wave crest to the wave celerity (Watanabe et al, 1984). 

2.3 Computation of longshore current 

Since the wave field is stationary and uniform in the alongshore direction, 
the longshore current velocity has been computed by the following equation 
(Nishimura, 1988): 

pCtWVt-^- 
dx 

HeD- 
dx 

+ ^ = 0 (5) 
da; 

W = W + (u • sin 6>)7W,    M=(2/7r)M6 J 

W = yVe
2 + u2 + 2Vtusm9 + ^Vt

2 + u2~2Vtusm9] /2 j 

where 

Me = pNfyJgD (7) 

in which V( is the longshore current velocity, Ci is the friction coefficient for the 
current, Sxy is the tangential radiation stress, «(, is the near-bottom orbital veloc- 
ity amplitude, fj,e is the lateral mixing coefficient, and £ is the offshore distance 
from the mean shoreline. A value of 0.01 has been adopted for N. 

In most of the previous computation of nearshore currents, constant values 
(on the order of 0.01) have been used for the friction coefficient C{. However, since 
its value significantly affects the magnitude of the longshore current velocity and 
the resultant sediment transport rate, we should determine Q in a more objective 
and reasonable way. Hence, in the present study, local values of C{ have been 
estimated using a frictional law of Tanaka and Shuto (1981) for a wave-current 
coexistent field and empirical formulas of Sato (1987) for ripple formation due to 
waves. 

For this, first we calculate at each local point the near-bottom orbital diam- 
eter do using the small-amplitude wave theory as well as the friction coefficient 
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/cw using the frictional law, in which the presence of the longshore current is 
ignored and the equivalent roughness ks is set equal to the sand grain diameter 
d. The empirical formulas of Sato give the critical conditions for the forma- 
tion/disappearance of sand ripples and the ripple size as functions of the Shields 
number and do/d. Then we evaluate the friction coefficient C{ using the frictional 
law, in which this time the longshore current is included and the equivalent 
roughness ks is set equal to the local ripple height, if ripples exist, or to the grain 
diameter d in case of no ripples. (According to previous studies, the equivalent 
roughness is about four times as large as the ripple height. However, the rip- 
ple height itself has been employed as ks in this study, because the ripple crest 
orientation is rather parallel to the longshore current direction.) Cross-shore 
distributions of the longshore current velocity V( have been thus computed by 
iteratively solving Eq. (5) together with the frictional law for unknowns V( and 

Ct. 

2.4 Computation of longshore sand transport rate 

The sediment transport rate formula proposed by Watanabe et al. (1986) 
gives local transport rate, under general conditions of combined action of waves 
and currents, as the summation of the transport rate due to mean currents and 
that due to the direct action of waves. In the present study, by neglecting the 
latter, the following formula has been used for the computation of local immersed- 
weight rate i( of the longshore sand transport. 

it{x) = (\-ew)s-Ac [rb{x)-Tcr] Vt(x) (8) 

in which ev and s (= pt.jp— 1) are the porosity and the immersed specific density 
of the sediment, Ac is a dimensionless coefficient, fj is the maximum value of the 
periodical bottom friction in a coexistent wave-current field, calculated by the 
frictional law of Tanaka and Shuto (1981) with the equivalent roughness equal 
to the grain diameter, ra is the critical shear stress for the onset of general sand 
movement (Watanabe et al., 1986), and V( is the longshore current velocity. A 
value of 2.0 has been adopted for the coefficient Ac on the basis of recent studies 
(e.g., Watanabe et al, 1991). 

Total immersed-weight rate h of the longshore transport has been computed 
by the cross-shore integration of %i (x): 

roo 

h=-\     u(x)dx (9) 

where x0 is the locations of the mean water shoreline. Then total volumetric 
transport rate Qi has been calculated by the following equation: 

<fc = 7i—£ r (10) (1 - ev) (p, - p) g 
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3.   Results of Computation and Discussions 

3.1  Example of computation results 

As one example of the results thus computed, Figure 1 shows cross-shore 
distributions of the wave height H, wave angle 8, longshore current velocity Ve, 
near-bottom orbital velocity amplitude {<{,, immersed-weight sand transport rate 
it, equivalent roughness k„ friction coefficient Cf in the longshore current com- 
putation, and friction coefficient /cw in the transport rate computation, when 
d = 0.2mm, tan/? = 1/20, 80 = 45°, T = 10.0s, and H0 = 1.2m. 

The transport rate it becomes maximum between the breaking point and 
the location of the maximum Vt, as expected, not only in this case but in all 
the cases. The range where it takes significant magnitude is narrower than that 
for Vt and is comparable to the surf zone width. In the range of about 80m 
around the breaking point, the equivalent roughness ks is equal to the grain size 
d — 0.2mm and hence the friction coefficients Ci and /cw take common values. 
This is because the bottom friction in this range exceeds the critical value for the 
disappearance of sand ripples or the initiation of the sheet flow. 
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Pig. 1   Example of cross-shore distributions of computed quantities. 
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3.2 Total rate of longshore sand transport 

First let us study the relation of the total immersed-weight transport rate It 

with the longshore component of wave energy flux Pt at the breaking point: 

Pt = EBCgB-sin 9B cos 8B (11) 

where EB, CgB and 8B are the energy density, the group velocity and the wave 
angle of breakers. Komar and Inman (1970) have proposed the following linear 
relation between It and Pt on the basis of the energetics concept and field data: 

It = 0.77 Pt (12) 

in which the proportionality constant 0.77 should be halved if the energy density 
is calculated from the significant wave height as in the CERC formula. 

Figure 2 shows a relation between It and Pt obtained in the present com- 
putation for cases of d = 0.2mm and tan/? = 1/50. The relation is remarkably 
independent of the incident wave period T and angle 80. The magnitude of It 
is nearly proportional to P( under field-scale conditions, whereas it rapidly de- 
creases under laboratory conditions, in which the maximum friction T\, exceeds 
the critical shear rcr only slightly in Eq. (8). Such an overall trend is consistent 
with previous studies {e.g., Komar and Inman, 1970). 
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Fig. 2  Example of relation between It and Pt. 
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The relation between li and Pi for all the 2,520 cases is shown in Fig. 3, 
which indicates a trend similar to that in Pig. 2. In Fig. 3, different symbol 
marks are used for different grain sizes and beach slopes, but their effect on the 
Ii-Pi relation cannot be seen clearly because of the overlapping of many marks. 

10° 

10 to-5    io-4    io-3    io-2    lo-1    io°     IO
1 

Pi = EB C"JB cos 9B sin 9B   (tf-m/m/s) 

Fig. 3  Relation between li and P{. 

In order to make this clearer, we assume the linear relation, Ie = ajp • P(, for 
the 1,440 cases under field conditions, and calculate the proportionality coefficient 
ajp for each grain size and bottom slope using the least-square method. Figure 
4 (a) shows values of ajp normalized by the mean proportionality coefficient ajp 
for all the 1,440 cases. It is seen in this figure that ajp considerably decreases as 
the grain diameter d increases, being much less dependent on the bottom slope 
except for cases of tan/? = 1/10. The values of ajp range between 0.04 and 0.23 
with their average ajp — 0.078, which are very much smaller than 0.77 in Eq. 
(12) by Komar and Inman (1970) or 0.52 proposed by Kraus et al. (1982), being 
rather close to the value of 0.06-0.12 in an empirical formula presented by Sato 
and Tanaka (1966). In a summary, according to the present computation, the 
relation between 1/ and Pi is approximately expressed as: 

It = (0.04 ~ 0.23) P( ~ 0.078 Pt (13) 

For readers' information, Fig. 5 shows the relation between //, computed by 
Eq. (8) with the critical shear rcr = 0.0, and P(. They are proportional very well 
to each other not only for field-scale but also for laboratory-scale conditions. 
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Fig. 4 Dependency of proportionality coefficients 
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Fig. 5  Relation between // and Pi. 
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Komar and Inman (1970) have reported another empirical formula based on 
field data as follows: 

0.28 Pi (14) 

where 

Pi = EB CgB cos 9B -Vt/uw (15) 

in which V t is the mean velocity of the longshore current, and uhB is the amplitude 
of the near-bottom orbital velocity at the breaking point. Figure 6 shows the 
relation between It and Pi in the present computation, in which Vt has been 
evaluated by simply averaging Vt over the range from the breaker line to the mean 
shoreline. Data scattering in Fig. 6 has become small as compared to that in Fig. 
3. In addition, as shown in Fig. 4 (b), the dependency of the proportionality 
coefficient atp> on the grain size and on the bottom slope is also weak except for 
cases of tan/? = 1/50. Values of alpl is still much smaller than 0.28 in Eq. (14), 
and the relation of the two quantities is expressed as: 

It = (0.05 ~ 0.13) PI ~ 0.08 Pi (16) 
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Fig. 6  Relation between It and Pi. 

In order that the relation It oc Pt oc Pt' holds good, the mean longshore 
current velocity Vt must be proportional to uiB • sin#B- Their relation is shown 
in Fig. 7. Although these two quantities approximately satisfy a proportional 
relation for an individual combination of the grain diameter d and the bottom 
slope tan/?, values of the proportionality coefficient change over the range of 
one-order of magnitude, depending on d and tan /?. 
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Fig. 7  Relation between V{ and «J,B -sin^s- 

Now let us make the following long wave approximation: 

CgB ~ \/gDB,    cos 9B ~ 1 

M6B K (iTB/2) ^/X>B = (J/2)^UB 

for the parameter P/ defined by Eq. (15). Then we obtain the relation: 

P/~(pg/47)H2
BV( (18) 

where j is the ratio of the wave height Hg to the mean depth £>B, and is practically 
constant. Hence we can expect a linear relation between the total volumetric 
transport rate Q( and a new parameter R( defined as: 

Rt = Hi Vt (19) 

which is consistent in the dimension with Qt- The relation between Qt and Rt is 
shown in Fig. 8. As expected, for the field-scale conditions, Qt is approximately 
proportional to R[ as expressed by the following relation (See Fig. 4 (c)): 

Qt = (0.020 ~ 0.053) Rt ~ 0.034 Rt (20) 

It is interesting (and strange in a sense) that the value of 0.034 of the mean pro- 
portionality coefficient in Eq. (20) is very close to 0.024 in the empirical formula 
presented by Kraus et al. on the basis of field data, because using the same data 
set they have obtained the value of 0.52 as the proportionality constant in the 
It-Pt relation, which is very much larger than the value of 0.078 in Eq. (13). 
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3.3 Cross-shore distribution of longshore transport rate 

As described in 3.1 in reference to Fig. 1, the local rate of the longshore 
transport i{ becomes maximum between the breaking point and the location of 
the maximum longshore current velocity, and takes significant values over a range 
as wide as the surf zone. However, since the cross-shore distributions of it may 
not necessarily be similar for various conditions of the grain size, bottom slope 
and incident waves, it seems difficult to express them in a single normalized form. 
Hence here we will examine only the magnitude of the maximum local transport 
rate i^max and the offshore distance X,tma,x of the point of i/maJt, which are regarded 
as the most important representative parameters in the cross-shore distributions 
of it. 

First, concerning the maximum transport rate jittlax, since the total rate Ie 

is approximately proportional to Pt and the width of the significant longshore 
transport zone is comparable with the surf zone width XB (the distance between 
the breaking point and the mean shoreline), itm^x may be related to a parameter 
St = Pt/X-s. As expected, it is seen in Fig. 9 that a fairly high correlation exists 
between «<max and St. According to Fig. 4 (d), the value of the proportionality 
coefficient atS = itmM/St obtained for the field-scale cases decreases as the grain 
size increases, being nearly independent of the bottom slope. Under the field-scale 
conditions, the relation between these two parameters is expressed as: 

W* = (0.075 ~ 0.24) St ~ 0.13 5, (21) 
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Then the relation between Xi(m3.x (the offshore distance of the point of ^max 

measured from the mean shoreline) and XB is shown in Fig. 10, where plotted 
are points more than 2,300 except for the data with vmax < 10-7 tf/m/s. The 
two parameters show such a remarkably highly proportional relation that only a 
small number of points can be seen because of their overlapping. According to 
this figure as well as Fig. 4 (e), the proportionality coefficient axx = Xitma,x/XB 

takes nearly constant values depending very weakly on the grain size and the 
bottom slope. The relation is expressed as: 

*«m« = (0.52 ~ 0.83) XB ~ 0.72 ZB (22) 

4.   Concluding Remarks 

Major conclusions of this study are as follows: 

(1) The validity of the local transport rate formula and that of the conven- 
tional total rate formulas for the longshore transport have been reinforced each 
other at least qualitatively. 
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(2) Under the field-scale conditions, the total immersed-weight transport 
rate Ii is approximately proportional to the longshore wave power component 
Pi. However, the value of the proportionality coefficient obtained in this study is 
very much smaller than 0.77 in Komar and Inman's formula and is rather close 
to the value in Sato and Tanaka's formula, decreasing as the grain size increases. 
It should be noted that in many examples of the actual application of the It-Pi 
formula to one-line models, values between 0.05 and 0.4 have been adopted for 
the coefficient on the basis of the calibration using past beach change data. 

(3) Under the laboratory-scale conditions, the effect of the critical shear 
stress Tcr cannot be neglected. 

(4) 7/ and P/ as well as Qt and Ri have also shown a highly proportional 
relation, respectively, particularly under the field-scale conditions. The propor- 
tionality coefficients are weakly dependent on the grain size. 

(5) Concerning the cross-shore distributions of the longshore transport rate, 
it has been found that ^max and S( as well as Xumax and XB are also proportional 
to each other. 

Further study should be conducted on the effects of the beach profiles (more 
realistic profiles, other than uniform slopes, corresponding to given conditions of 
sediment grain size and incident waves), breaker-induced turbulent stresses, grain 
size distributions, effective bottom roughness, beach transport in the swash zone, 

random waves, and so on. 
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CHAPTER 195 

COMBINED FLOW SAND TRANSPORT: FIELD MEASUREMENTS 

RICHARD J.S. WHITEHOUSE1 

ABSTRACT 

This paper compares the results of measurements obtained from two 
field experiments performed to determine the effect of waves and currents 
(w+c) on the transport of sand in suspension. One set of measurements are 
from an estuary (Maplin Sands) and the other are from the surf zone 
(Boscombe Pier). The vertical and temporal variation in and the correlation 
between some of the hydrodynamic and sediment dynamic parameters are 
discussed. 

1. INTRODUCTION 

The ability to predict the transport rate of sandy sediment by combined 
wave plus current (w+c) action is an important aspect of many coastal and 
estuarine engineering projects. Although the physically based sediment 
transport formulae are able to be constructed from first principles they often 
rely upon experimental data to aid in their formulation and for their 
verification. 

In the complex situation of w+c flow the mean (current) component can 
be characterised by the depth averaged velocity V and the periodic 
component due to wave action by the bottom orbital velocity amplitude W. 
Combined flow conditions in the marine environment can be described as 
current dominated when the ratio W/V < 0.2 or wave dominated when 

1Section Manager, Sediments Research Group, HR Wallingford Ltd, Howbery 
Park, Wallingford, OXON 0X10 8BA, UK 

2542 
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W/V > 0.2 (Soulsby and Humphery, 1990). Once waves are present they will 
enhance the entrainment of sand, by the so called stirring process, and hence 
increase the transport rate of sand over that due to the current alone. Under 
storm conditions in tidal channels or in the nearshore zone the waves can 
become the dominant entraining agent. The detailed mechanics of the 
entrainment process, and the resulting concentration profiles, will depend 
upon sedimentological factors, whether the waves and currents are small or 
large, and the value of the ratio W/V. 

This paper presents some results from two field w+c sediment 
transport experiments that have been performed in two different nearshore 
environments, at Maplin Sands and at Boscombe in the UK. Previously Owen 
and Thorn (1978) and Grass (1981) have used a selection of the Maplin data 
to parameterise functions for the sediment transport rate under w+c. 
Whitehouse (1991), however, was the first to present profile data from these 
experiments (Boscombe). 

The data provide information with which to examine the physical 
processes behind the entrainment of sand and the resulting near-bed 
concentration, the diffusion of sediment into the flow, and subsequently the 
rate of sand transport. 

2. MEASUREMENTS 

Detailed measurements have been made at two field sites to determine 
the vertical structure through the water column of hydro and sediment 
dynamic parameters. Over 350 measured profiles were obtained from the two 
experiments. 

The first series of measurements were made in the Outer Thames 
Estuary between 1973 and 1975 from a free standing tower sited at the 
southern edge of Maplin Sands and adjacent to a deep water channel. The 
site was exposed to wind wave action and experienced strong tidal currents 
moving in and out of the estuary over a fine sand bed (d50=0.141 mm). These 
data were collected for the specific purpose of determining the effect of 
waves in enhancing current dominated sand transport, and also included data 
for the current alone condition. 

The second series of measurements were taken under storm wave 
conditions in the surf zone at the seaward end of Boscombe Pier (1977-78). 
At this site, in Poole Bay on the south coast of the UK, the tidal streams are 
weak but can be enhanced under storm conditions by strong wind induced 
alongshore currents. The medium diameter sand present at this site was 
recorded as having a median size of around 0.200mm. 
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Background  information  and  location  maps for both  of these 
experiments have been presented by Owen and Thorn (1978). 

In both series of experiments an instrument package was mounted on 
a trackway to enable the vertical structure measurements to be made starting 
at 0.05m above the bed. Vertical profiles of the horizontal component of 
velocity were obtained using a self aligning propeller current meter at Maplin 
and at Boscombe from a 2 axis electromagnetic current meter (EM), oriented 
to obtain both the cross shore and alongshore components of velocity. The 
corresponding suspended sediment concentration profiles were obtained with 
a pump sampler device. The sand fraction concentrations (sediment larger 
than 0.04mm) were determined in mgr1 as the dry mass of sediment 
contained in the volume of water that was sampled (20 litres). 

Waves at Maplin were measured by a Waverider buoy sited 900m to 
the east of the tower and at Boscombe by the output from a pressure 
transducer mounted 1.25m above the bed. The wave velocity W at Maplin 
was calculated from the Waverider data and at Boscombe directly from the 
EM record. 

At Maplin only mean velocities were recorded, averaged over 100 
seconds, whilst at Boscombe waves and currents were sampled at 4Hz with 
record lengths of 1 minute or more. 

3. HYDRODYNAMICS 

The results of the flow measurements obtained from both experiments 
will be discussed further below. 

3.1   Maplin data 

The velocity measurements taken at this site have allowed the form of 
the velocity profile through the tidal cycle to be determined at half hourly 
intervals. An example of the data are plotted in Figure 1 a (no waves) in which 
the numbers at the tops of the profiles indicate the chronological order 
through the deployment. The negative current velocities, on this and 
subsequent graphs, represent the measurements made on the flood tide and 
the positive values correspond to the ebb. The current speed has been 
assumed to be constant above the height of the topmost measured point and 
the top of each line has been plotted as to represent the water surface at the 
time that profile was measured. The locus of points thus formed provides a 
trace of the water level through the tide, varying by more than 4m, and shows 
the out of phase relationship between tidal amplitude and tidal currents typical 
of many estuaries (Dyer, 1973). On the whole the sequence of velocity 
profiles are well behaved and exhibit the characteristics of a tidal oscillatory 
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boundary layer, with a mass flow asymmetry in the flood direction. 

Similar datasets were obtained on 25 subsequent deployments during 
which wind waves were present. A detailed analysis of the velocity profiles 
allows for some influence of the waves on the current structure to be 
determined but these details will not be discussed any further here. 

For practical purposes, however, Soulsby (1990, figure 10 and 
equation 23) has shown that an empirical current velocity profile appears to 
provide a reasonable approximation to the vertical structure of the tidal 
current for a number of estuary and continental shelf sites. The function is a 
modified version of the 1/7 power law, with constant velocity above mid depth 

Velocity (ms ') 

-0.2 -0.1 0 

Concentration (kgrrr3) 

0.2 

Figure 1. The evolution of (a) the tidal current velocity profile and (b) the sand 
concentration profile at Maplin Tower through a spring tide with no wave 
action (1 November 1973). Profiles 1-1 to 1-26 
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(Equation 1). The height above the bed z is non dimensionalised with the 
water depth h and the current velocity Vz at height z with V. 

(1a) 

(1b) 

Five sets of profile data both with and without waves and for flood and 
ebb tides have been plotted with the empirical function in Figure 2 which 
confirms the form of Equation 1 on average. The data correspond to 
measurements made near to the peak excursion of the tidal velocity 
amplitude (Table 1). Although this profile shape will be unlikely to hold at 
times around slack water it can be used to approximate the vertical current 
structure for a large proportion of the tide. 

3.2 Boscombe data 

The EM data provide information both on the vertical structure and on 
the temporal variation in the velocity field for 26 deployments of the 
instrument package. An example of the time series data from Boscombe is 
plotted in Figure 3 showing the variation of the water surface elevation due 
to the passage of waves in 4.23m of water and the corresponding near bed 
velocities. The waves in the trace are typical of surf zone conditions 
producing the characteristic periodicity in the cross shore (x) velocity. The 
record for the y component of velocity depicts the turbulent alongshore 
current and that for the resultant velocity is mixed accordingly. 

The vertical structure data at this location does not conform to the 
function employed in Figure 2. Above the bottom 5 or 10% of the water 

Table 1. Physical parameters for velocity profiles displayed in Figure 2 

Data   Velocity   Wave velocity    Water depth Tide 
V (ms1)        W (ms1)       h (m) 

1-3 0.303 0.000 6.59 ebb 
2-12 0.251 0.038 7.30 ebb 
1-22 0.422 0.000 5.75 flood 
4-1 0.440 0.110 7.60 flood 
5-7 0.656 0.091 5.03 flood 
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column the time averaged current velocity becomes approximately equal to 
the depth averaged value, at least to the height of the measured data which 
is equivalent to about 70% of the water depth for most cases. The data also 
indicate a veering of the velocity vector through the water column. 

4. SEDIMENT DYNAMICS 

The time averaged sediment concentration measurements will be 
discussed below for both experiments. 

4.1 Maplin data 

As with the velocity profile measurements the temporal variation in the 
vertical sand concentration profiles at this site with no wave action can be 
visualised (Figure 1 b). For convenience, the data have been plotted in the 
same form as the velocity data in Figure 1a. Some interesting features can 
be observed by following the chronological sequence through the tide from 
slack water, profile 8. 

The concentrations remain low for small flood (negative) velocities but 
increase markedly as the current velocity exceeds 0.3ms"1 (profile 16), the 
concentration at 0.05m increases from 0.045kgm"3 at profile 16 to 0.196kgm"3 

at profile 17. Although the magnitude of the velocity has not changed 

_  0.6 

0.6 0.8 
Vz/V(-) 

Figure 2. Comparison of selected Maplin Tower velocity profile data with the 
empirical function presented by Soulsby (1990) 
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appreciably in the half hour interval between these two observations the 
magnitude of the near bed sand concentration has increased by a factor of 
4. The near bed concentration reaches an equilibrium at profiles 18 to 21, 
equal to about 0.270kgm"3. 

Thereafter, and for the ensuing ebb tide, the near bed concentrations 
decrease rapidly due to the downward settling of the sand in suspension until 
a near vertically uniform distribution is achieved. No significant additional sand 
entrainment takes place on the ebb tide with the depth averaged velocity not 
exceeding 0.3ms"1. The data provide clear evidence to support the use of a 
threshold velocity for the entrainment of sand into suspension, for the lag in 
the response of the concentration profiles with increasing flow velocity and for 
a hysteresis in the velocity concentration correlation. 

The influence of waves on the flood tide concentration profiles can 

Time (s> 

Figure 3. Time series records from the surf zone- at Boscombe for: (a) the 
water surface elevation expressed in m of water and, (b) the x (stippled line) 
and y (dashes) components of fluid velocity and their resultant (solid line). 
The velocity measurements were taken at 0.05m above the bed starting at 
1523hrs on 15-11-1978. The mean water level on (a) was at 2.98m. 
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be seen in Figure 4 for similar values of velocity V and water depth, one for 
the current alone case and one with wave activity (W=0.072ms"1, T2=2.8s). 
Under wave enhanced conditions (W7V=0.214) the near bed sand 
concentration is increased by a factor of 2.7 over the current alone case due 
to the stirring action of the waves. Additional turbulence diffusing up from the 
wave boundary layer serves to enhance the sediment load and both factors 
produce an increase in the depth integrated flux of sand q+ (see Section 6) 
by a factor 1.3. 

4.2 Boscombe data 

The sediment concentration measurements at Boscombe relate only 
to w+c conditions. Vertical profile data are presented in Figure 5 for two 
different wave dominated conditions with similar values of the current velocity, 
water depth and wave period, about 6.5 seconds, but different wave heights 
Hs. Under the larger wave conditions the near bed sediment concentration is 
enhanced by more than a factor of 10 and the magnitude of q+ by a factor 6.2 
above that for the smaller wave case. 

Nielsen (1979) has shown in laboratory measurements that the 
magnitude of the near bed concentration under waves is a function of the 
bottom boundary layer and independent of breaker type. However, under 
broken waves in the surf zone there will be two contributions to the 
turbulence field, one from the wave boundary layer and a second from the 
downwards dissipation of surface generated turbulence contained within the 
broken wave as discussed, modelled and verified with experimental data by 

0.8 

0.6 

N  0.4 

0.2 

0.001 

Profile 1-17 
W=0.000ms-1 

Maplin data 

Current alone 
Wave enhanced 

0.01 0.1 
Sand concentration (kgm~3) 

Figure 4. Sand concentration profiles obtained from Maplin under current 
alone and wave enhanced conditions 
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Deigaard et al. (1986). At Boscombe the contribution of surface turbulence 
to supporting the suspension will be appreciable. 

For similar values of the current velocity, the data presented in Figure 
5 show that an increase in the magnitude of the near bed concentration is 
produced by the addition of the stronger wave component. The additional 
contribution to the turbulence energy field from the broken wave, the relative 
strength of which is symbolised by the ratio K/h, will be important in defining 
the suspension profiles. This particular case is complicated by the differences 
between the median grain sizes of the two suspension profiles. 

5. SEDIMENT ENTRAPMENT 

The relationship between the flow conditions and the near bed 
sediment concentration will now be considered. Sand concentration data 
measured at a height of 0.1m above the bed has been used for both 
experiments to enable a comparison to be made, denoted C01. 

5.1 Maplin data 

The data for the variation of C01 with the depth averaged current 
velocity have been plotted in Figure 6. To enable the effect of the waves on 
the concentration to be viewed the data have been banded in terms of the 
wave velocity W. Current alone measurements are plotted as W=0 and are 
indicated by the thick black line, the other data are plotted for increasing 
values of W. The measurements clearly show the effect that waves have in 
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0.5 

T 0.4 

N 0.3 

0.2 

0.1 
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Figure 5. Sand concentration profiles obtained from Boscombe under two 
different wave dominated conditions 
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enhancing the near bed sand concentration over a wide range of current 
velocities. 

In some cases, however, the sand concentration is reduced below its 
current alone value over the range of measured current alone values 
(V<0.5ms1). This is not surprising given the potential for scatter in sediment 
transport measurements. Van Rijn (1984), for example, reports the results of 
an earlier analysis of well controlled steady flow flume measurements in 
which he found deviations in the measured total load transport rate by up to 
a factor of 2 for similar conditions. It is concluded that the overall trend of the 
data presented in Figure 6 is encouraging. 

5.2 Boscombe data 

Whitehouse (1991) reported that the near bed concentration of sand 
was correlated more closely with the magnitude of the wave velocity W than 
with the current velocity V which had been found at the Maplin site. Here we 
have plotted the C0-1 data from Boscombe in Figure 7 on the same axes as 
the Maplin data in Figure 6 and banded in the same fashion. 

Although a direct comparison of the two data sets cannot be made, 
because we do not have any current alone data from this site with which to 
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Figure 6. The variation in C01 the sand concentration at 0.1 m above the bed 
with current velocity V at Maplin (all data), banded in terms of the wave 
velocity amplitude W (ms1) 
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assess the grain size difference at the two sites, the larger wave velocities 
produce higher concentrations of sand near to the bed for a given value of 
V. However, the large wave orbital velocities at this site do appear to have a 
dominant effect in determining the entrainment of sand from the bed. 

5.3 Vertical mixing 

Once the sediment has been entrained from the bed the w+c 
concentration profiles for both experiments can be approximated by an 
exponentially decaying concentration profile over the bottom 10% of the water 
column, ie constant eddy viscosity. 

6. SEDIMENT TRANSPORT RATE 

The suspended sediment transport rate was determined by integration 
of the sand flux profiles (V2C2 product) through the water depth, assuming 
that the flux goes to zero both at the bed (z=0) and also at the water surface 
(z=h). 

6.1 Maplin data 

The sediment transport rate q+ has been plotted in Figure 8a to show 
the variation with the current velocity, the data has been banded in terms of 
W. This shows that q+increases with increasing V and in addition that the 
transport rate is enhanced by the addition of waves, especially obvious for the 
highest range of W values. However, the scatter in the data is noticeable at 
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Figure 7. The variation in sand concentration at 0.1m above the bed with 
current velocity at Boscombe (all data), banded in terms of the wave velocity 
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low values of the current velocity (V<1E-1ms1) with the transport rate also 
appearing to be reduced below the current alone value. Further investigation 
of the data for those periods with small current velocities is warranted, ie 
during which non equilibrium conditions prevail. 
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Figure 8. The relationship between the depth integrated suspended sediment 
transport rate and the current velocity: (a) Maplin data, (b) Boscombe data, 
banded in terms of the wave velocity amplitude W (ms~1) 
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Selected data of this form have been collapsed onto a single curve 
using the concept of an equivalent current velocity (Grass, 1981) or a sand 
flux multiplier (Owen and Thorn, 1978). 

6.2 Boscombe data 

The transport rate data from Boscombe have been plotted in the same 
axes as for Maplin (Figure 8b). The two ranges of W banded data show an 
increasing transport rate with increasing current velocity. However, the limited 
data set available at Boscombe also indicates a strong positive correlation 
between the wave velocity and the transport rate (Whitehouse, 1991). 

7. CONCLUSIONS 

This paper has presented the results from two field experiments 
performed to obtain measurements of suspended sand transport under wave 
and current action. The data illustrate the potential for waves to increase the 
near bed suspended sediment concentration above that resulting from the 
action of a current alone. As a consequence, more sediment is available to 
be mixed into the water column. This can be accomplished easily with the 
additional turbulence generated from the wave boundary layer and with the 
surface contribution to the turbulence levels from broken waves in the surf 
zone. 

The sand transport data obtained from Maplin Sands during equilibrium 
periods of the tide can be used immediately in further work. The complex 
situation imposed at non equilibrium times in the tidal cycle, caused by the 
advection of suspended sand and other processes, requires an analysis in 
terms of more advanced physical modelling concepts. 

The Maplin and Boscombe data taken in combination will be useful in 
enhancing the value of further analyses of w+c sediment transport because 
of the different environments, w+c conditions and sediment conditions 
covered. 

8. ACKNOWLEDGEMENTS 

The Maplin Sands measurements were made as a part of the 
engineering studies for the Third London Airport and the Boscombe Pier 
experiment was funded by the UK Department of the Environment. The 
original experiments were conceived and realised by Messrs M.F.C. Thorn 
and M.W. Owen. This analysis was undertaken as a part of the MAST G6M 
Coastal Morphodynamics research programme and the author would like to 
thank Mr P.J. Houghton and Mrs E.C. Stevenson for their contributions in 
analysing the raw data. 



COMBINED FLOW SAND TRANSPORT 2555 

Useful comments were received from Mesrrs R.L Soulsby and M.W. 
Owen and from the University of Liverpool (Civil Engineering Department) 
during the analysis. The work was funded in part by the UK Ministry of 
Agriculture, Fisheries and Food, and in part by the Commission of the 
European Communities Directorate General for Science, Research and 
Development under Contract No MAST 0035-C. 

9. REFERENCES 

Deigaard, R., Fredsoe, J. and I.B. Hedegaard. (1986). Suspended sediment 
in the surf zone. Journal of Waterway, Port, Coastal and Ocean Engineering, 
112, 1, 115-128. 

Dyer, K.R. (1973). Estuaries: A Physical Introduction. John Wiley, London, 
140pp. 

Grass, A.J. (1981). Sediment transport by waves and currents. Report No 
FL29, SERC London Centre for Marine Technology, 26pp. 

Nielsen, P. (1979). Some basic concepts of wave sediment transport. Institute 
of Hydraulics and Hydraulic Engineering, Technical University of Denmark, 
Series Paper 20. 

Owen, M.W. and Thorn, M.F.C. (1978). Effect of waves on sand transport by 
currents. Proceedings 16th Coastal Engineering Conference, ASCE, pp. 1675- 
1687. 

Soulsby, R.L. (1990). Tidal-current boundary layers.In: The Sea, Volume 9, 
Part A, Ocean Engineering Science, B. Le Mehaute and D.M. Hanes Eds, 
Wiley, New York, pp.523-566. 

Soulsby, R.L. and Humphery, J.D. (1990). Field observations of wave-current 
interaction at the sea bed. In: Water Wave Kinematics. A. Torum and O.T. 
Gudmestad Eds, Kluwer Academic Publishers, Netherlands, pp.413-428. 

Van Rijn, LC. (1984). Sediment transport, Part II: Suspended load transport. 
Journal of Hydraulic Engineering, ASCE, 110, 1613-1641. 

Whitehouse, R.J.S. (1991). Analysis of field data for suspension transport 
under waves and currents. HR Published Paper No 55. Originally presented 
at IAHR International Symposium on the Transport of Suspended Sediments 
and its Mathematical Modelling, Florence, Italy, September 1991. 



CHAPTER 196 

Numerical Simulation of Pocket Beach Formation 

Takao Yamashita1 and Yoshito Tsuchiya, M.ASCE2 

Abstract 

The numerical model for three-dimensional beach change prediction is con- 
structed to simulate a pocket beach formation. The model consists of three mod- 
ules of waves, currents (include beach change) and sediment transport. Wave 
transformation module is based on the mild slope equation of hyperbolic type, 
current module is horizontally two-dimensional with direct interaction with sea 
bottom change which is evaluated by sediment transport model formulated by 
Bailard. 

Numerical simulation of pocket beach formation was performed under two con- 
ditions of an artificial pocket beach formation which is the typical case of beach 
stabilization by headlands and an empirical pocket beach which is made by com- 
bining an equilibrium bay and beach profile. 

1. Introduction 

Beach erosion control by constructing a series of stable pocket beaches, the 
headland defense works by Silvester(1972), seems to be one of the effective meth- 
ods to recover sandy beaches in the area which has been seriously eroded due to 
both reducing longshore sediment transport and increasing offshore going sedi- 
ment transported by reflected waves from the sea wall. "Stabilization of Sedi- 
mentary Coastlines" is the title of Silvester's paper in Nature(1960) and "Use of 
Crenulate Shaped Bays to Stabilize Coasts" is the title of paper in the proceedings 
of 13th ICCE(1972). As can be recognized from these titles, this method is based 
on the idea of stabilizing beaches with pocket beach formation. Thirty years af- 
ter Silvester, beach stabilization seems to be a word in vogue and the headland 
defense works has been recognized as a feasible way to protect sandy beaches in 

instructor, Disaster Prevention Research Institute, Kyoto University, Gokasho, Uji, Kyoto 
611, Japan 

2Professor, ditto 

2556 
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place of offshore detached breakwaters which thickly parasite on Japan's' eroded 
beaches. 

Following Silvester's frontier works, studies on mechanism of beach stabilization 
by forming pocket beaches (crenulate-shaped or zeta-shaped bays) have been 
carried out by several researchers. Hsu et. al.(1987) formulated bay shaped in 
terms of the 2nd order polynomial. Tsuchiya et. al.(1990) classified a pocket 
beach into two types of statically and dynamically stable beaches. Theoretical 
explanation of the existence of statically and dynamically stable pocket beaches 
has been done by Tsuchiya and Refaat(1990) in terms of the one-line theory with 
nonuniform longshore sediment transport model. 

This study aims to simulate an artificial pocket beach formation by the numer- 
ical model for three-dimensional beach change prediction, in which knowledge of 
wave theory, nearshore dynamics, shoreline change model and sediment transport 
model are integrated. First numerical model is constructed and then simulation 
of pocket beach formation is performed under the condition of typical case of 
stable beach construction by headlands. 

2. Model Outline 

2.1 Wave Transformation 

The steady state mild slope equation of the elliptic type including terms of 
uniform currents(JJ) interaction and wave energy dissipation due to breaking is 
employed to calculate wave field. 

~ + (y- U)^ - V • (CCgV<f>) + (a" - k2CCg - zaW)<f> = 0 (1) 

where <f> is the velocity potential and the derivative operator is defined as D/Dt = 
d/dt + U3d/dx3 (Kirby 1984). 

Wave energy dissipation rate W formulated by Izumiya fe Horikawa(1984) is 
employed here. Using the complex surface elevation (, the mild slope equation 
can be written as: 

(2) {'+=(£-'+H}£+s(*-<*o)-'-H.^)H 
where w and a are the absolute and intrinsic angular frequencies, respectively 
with the following relation 

uj = a+U-k,      a = Jgk tanh kh (3) 

and the wave celerity and group velocity are defined respectively by 

For effective numerical calculation, an equivalent hyperbolic system to the el- 
liptic mild slope equation (2) can be derived as : (Warren et. al., 1985; Madsen 
and Larsen, 1987; Yamashita et. al., 1990). 

dP 8   / 9\ 
--^P + uCC.-    -    =0 (5) 
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OQ     .  n       „„  d (S 
dt-^Q + .CCg-(-)=0 (6) 

dx       dy      to I       ui \ C a    ) J \dt 

where S, P, and Q are the surface elevation and line discharges in the x and y 
direction and SS is the wave source which is given as 

CAs 
SS = a0e'* (8) 

AxAy 

where x is the phase, a0 the wave amplitude, 9 the wave angle and spacial incre- 
ments are defined As, Ay, and As = Ax/cos9 respectively. 

The sponge layer boundary condition (Larsen and Dancy, 1983) is effective 
behind the wave source boundary and along the shoreline. An artificial dumping 
is introduced inside sponge layer of which dumping coefficient fi(x) is given by, 

n_| exp{(2~xlAx - 2~x'lAx) In a]      for    0<i< xs , . 

{        1 IOI      Ij<I 

where xs is the thickness of sponge layer, a the parameter being dependent on 
xs. This set of equations can be solved numerically by the ADI method. 

2.2 Sediment Transport Model 

The sediment transport rate <j, can be evaluated by the model of Bailard(1982), 
which was calibrated by Stive(1986), in which the sediment transport rate q 
consists of bed-load and suspended-load including the effects of wave asymmetry 
(suffix as), mean currents (suffix nc) and bottom slope (suffix si). The total 
sediment transport vector is calculated by, 

? = 7 V~n vT (£»& + &» + ?»<* + £>« ~ ^ ~ £'*) (10) (Ps - P)g(l - A) 

w here 
4   cosd2-      _ <ZBsul _ rfrcoa 92 f -       _    3 J>,U„,,j, CUB <j»2 f 

qasb ~   Csinh2(kD) h      qass ~ 5irCsinh2{kD)% 

qncb = WbU^bU,     qncs = 6ABsu
3

orbU (11) 

1.6Bbu
3„b dD 

Qslb —  —7 ; 7T~ 1,        Qsls — 
tan tp     dx  ' Wf       dx 

where i is the unit vector, 8: the wave direction, worf,: the near-bottom orbital 
velocity of wave motion(linear), U: the near-bottom mean current vector, <f>2'. the 
phase lag of second harmonics of the Stokes wave theory, es = 0.02, ps, p: the den- 
sities of sea water and sediment, g: the gravitational acceleration, A: the sediment 
porosity, wf. the sediment falling velocity and k: the wave number. Moreover, 
the parameters for bed-load Bb and suspended-load Bs are Bb = pCftb/tanip 
and Bs = pCfCb/wf, respectively. The friction factor Cf is given by, 
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c* = & = rxp 5-2 (2-5z 6.0 (12) 

where J9,, is the characteristic grain diameter and am the orbital amplitude. 

2.3 Nearshore Currents and Sea Bottom Change 

Momentum equations including terms of interaction with sea bottom changes 
(dD/dx,) are derived as: 

at oxj 

dH      dD\      1 

^i^-ari--K + 
dxj       dxj 

(13) 

where ,  /?:momentum correction coefficient, H: total depth, Distill water depth, 
Qi and U, are discharges and velocities of nearshore currents, 7;B:bottom stresses 
and Syiradiation stresses. 

P9 
1 dxidxjk^   + smh2kD 

) + %{|S|2 2kD 

sinh 2k D 

2kDcoih2kD- 1., dS „     , dS l2     ,,,     ,,, 
+ 2P <l&l2 + l^la-*al5l8) 

(14) 

where % is Kroneker's delta and * indicates complex conjugate.   Furthermore, 
horizontal mixing is formulated as 

— sin 9 cos ( 
dx} 

dV ,dU\ 
+ sin 9 sin 9— cos 9 cos 9- 1- sin 9 cos 9-— (15) 

r/T rl'r • nr • I dx dXi dx,J 

where ve is the eddy viscosity estimated by velocity scale [u] ~ WgH) and the 
length scale [I] is the distance from the shore. 

The continuity equations of water and sediment transport are given respectively 
by 

dH      dQ, 

at OX: 

8D_ 

dt dx, 
0. (16) 

The sediment transport rate q, is evaluated by the model of Bailard(1982). The 
finite difference ADI method is also employed to solve the nearshore currents 
and sea bottom changes. The one-line model is employed to predict a long- 
term shoreline change under the dominant wave field calculated by the wave 
transformation model shown in 2.1. After determining the shoreline position of 
a stable beach, the sea bottom topography change is calculated up to getting the 
equilibrium beach topography. To save CPU time, wave field is renewed several 
times after calculations of nearshore currents and sea bottom change. 
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3, Pocket Beach Formation 

3.1 Artificial Pocket Beach Formation 

An initial beach topography is assumed the uniformly sloping bottom (s=l/23) 
constructed by the sand nourishment in the seriously eroded beach together with 
the construction of two headlands (100 and 50m long each) and groin system (see 
Figure 1). This beach is called an artificial pocket beach in this paper, of which 
dimension is typical in the headland defense works (beach stabilization works) 
under construction or planning in Japan's eroded coasts. 

groin 

unit: m 

Figure 1. Initial beach topography 

Operating the dominant incident waves (T=8s, j?=2m, 0=8° are assumed 
here) and computing the stable shoreline position by the shoreline change model 
(one-line model including the effect of wave diffraction because the wave field is 
computed by the wave transformation model mentioned above), computations 
of nearshore current and sea bottom change start to obtain the statically stable 
topography of a pocket beach. Figures 2 (a)-(d) show the computed shoreline, 
beach topography, wave and current fields. It can be observed from these figures 
that nourished sand may not go out of headlands area to form a zeta-shaped 
bay in the case of dominant wave operation. Because perfect wave absorption 
is assumed at the boundaries such as headlands, beaches and side walls, smooth 
wave and current fields are computed in which wave diffraction and breaking play 
a main role in forming nearshore circulation. 

3.2 Changes in Empirical Pocket Beach 

In addition to the case of an artificial pocket beach formation, an attempt of an 
empirical pocket beach formation is conducted.   Combining the formulations of 
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equilibrium bays (Hsu et. al., 1987) and equilibrium beach profiles, we can get the 
ideal stable beach topography which is called an empirical pocket beach in this 
paper. The stable shoreline of the pocket beach can be assumed by an equilibrium 
bay formulated by equation (18) (Hsu et. al). Fixing the critical depth of 
beach changes, Dean's(1981) equilibrium beach profile evaluated by equation (17) 
is assumed along the line between shore and critical depth to determine the 
topography of stable beach, then we can get the stable beach topography shown 
in Figure 4. 

(a) Computed shoreline of the pocket beach 

(b) Topography of artificial pocket beach 
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Figure 2. Artificial Pocket Beach Formation 
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h(x) = A(Ds)x
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(17) 

§- = C0 + C/J) + C4T (18) 

where the coefficients Cot C\ and C2 are dependent on the incident wave angle ft 
and the definition of variables are shown in Figure 3. 

wave Vest H„ 

headland 

Figure 3. Definition of variables of equilibrium bay (Hsu et. al.) 

Figure 4. Topography of an empirical pocket beach 

Calculations of nearshore currents and sea bottom changes are executed under 
the same conditions of wave and boundary as those of the case of an artificial 
pocket beach. Figure 5(a) shows the shoreline position calculated by equation 
(18)in which the length of headland is 57m. It can be recognized that both the 
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embayment (about 30m at a;=140m) and the salient length of 60m are almost 
same as artificial bay formation. 

Figures 5(b) and (c) show currents and bottom topography in which no re- 
markable circulation cells except behind headland is observed and change in to- 
pography is also small. This means that pocket beach is stable against dominant 
waves. 

4. Conclusions 

A finite difference numerical model for sea bottom topography change was 
constructed by combining a wave transformation model(steady) and a three di- 
mensional beach change model(unsteady) in which interaction between nearshore 
currents and bottom change was simultaneously considered. Numerical simula- 
tion of an artificial pocket beach formation was performed by the developed model 
together with the shoreline change model. 

Applying the model to the case of artificial pocket beach of which dimension 
was similar to that of headland defense works (beach stabilization works) under 
construction in Japan's eroded coast, it was recognized that nourished sand might 
not go out of headlands area. 

Moreover, combining the formulations of equilibrium bays and equilibrium 
beach profiles by Dean the initial beach topography was assumed(it was called 
an empirical pocket beach in this paper). It was shown that no remarkable circu- 
lation cells except behind headland are formed and topography change was also 
small to confirm beach stabilization. 

(a) Computed shoreline of the pocket beach 
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(b) Nearshore currents 

(c) Beach topography 

Figure 5. Changes in Empirical Pocket Beach 
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CHAPTER 197 

A CRITICAL REVIEW OF AVAILABLE DATA 
FOR CALIBRATION AND/OR VERIFICATION OF 

SEDIMENT TRANSPORT MODELS 

Julio A. Zyserman1 

Abstract 

A survey and a critical review of existing sediment transport data in waves and/or 
currents has been performed. Special emphasis has been given to the applicability of the data 
sets for the calibration and/or verification of sediment transport models. Only data sets 
dealing with non-cohesive sediment have been considered in this review. The eventual need 
for further experimental research is discussed under the light of the results from the present 
study. 

Introduction 

The increased understanding achieved in recent years of the phenomena involved in the 
processes of sediment suspension and transport by streams and by the combined action of 
waves and currents in the marine environment has lead to the formulation of increasingly 
more detailed (and complex) sediment transport models. 

In spite of this improved understanding, the intricacy of the phenomena being described 
and an incomplete comprehension of all mechanisms involved frequently result in the 
introduction of crude hypotheses into the models, assumptions that have to be validated 
against experimental data. Some models are based on calibration factors that can only be 
determined from experimental results. In other cases, an empirical approach based on 
measured data is the only feasible way of describing phenomena that are either too complex 
or poorly understood to allow for a theoretical or semi-empirical description. 

The preceding discussion points out the permanent need for sediment transport data of 
good quality. A critical data review has therefore been performed in order to identify 
potentially useful data sets for the calibration and/or verification of transport models. 

Research Engineer, Ph.D., Danish Hydraulic Institute, Agern AIM 5, DK-2970 
Htasholm, Denmark. 
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General Requirements to Experimental Data 

The flow chart of a generic sediment transport model is shown in figure 1. Most sediment 
transport models that are provided with adequate input data (hydrodynamic, sediment, bed 
form and miscellaneous data), will yield the sediment transport rates as output. More 
advanced models may be constituted by different modules; each module aiming to describe 
of one or several of the phenomena involved: for example, a module to determine the 
vertical structure of the flow, another to calculate the turbulence levels along the water 
column, a third one to determine the concentration profiles of suspended sediment, etc. 
Output of such advanced models may therefore include information such as velocity profiles 
(time-mean or instantaneous), concentration profiles (time-mean or instantaneous), etc. Other 
models may calculate the characteristics of bed forms based on the input data provided, so 
bed form data can in some cases be found as output from the model. 

INPUT DATA 

Hydrodynamic Data 

Sediment Data 

Bedform Data 

Miscellaneous Data 

SEDIMENT TRANSPORT MODEL 

OUTPUT DATA 

Sediment Transport Rates 

(Instantaneous) Velocity Profiles 

(Instantaneous) Concentration Profiles 

Figure 1.    Flow chart of a generic sediment transport model. 

It appears from the figure that the model/data interaction takes place at least at two levels, 
namely at the input and the output levels of the model. In the case of more complex models, 
the interaction could also occur at the output level of each constituent module. In order to be 
suitable for the purposes of calibration and/or verification of mathematical models, the data 
used should fulfill general and specific requirements. The general requirements will be 
addressed in what follows, whereas the specific ones will be discussed in the next section. 

The amount of sediment transported by streams or by the combined action of waves and 
current in the coastal environment is determined by the complex interaction between the flow 
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conditions and the bed material. Enough information about all the relevant physical parame- 
ters involved should be provided to the transport model in a format suited to its particular 
formulation, in order to obtain an accurate characterization of the phenomena that the model 
intends to simulate. 

Generally speaking, it can be said that the quantity of the data should be sufficient to 
ensure that the degree of agreement or discrepancy found between the calculated and the 
observed transport rates can only be attributed to the assumptions inherent to the model and 
not to scarce or missing information about the conditions in which the reported transport 
rates were determined. The data should also be of good quality, obtained under well-defined 
conditions and using instruments suited for the measurement of the desired magnitudes. 

Another general requisite refers to the way in which the measured data is reported. 
Tabulated form is preferable to graphic form, since it avoids the possible inaccuracies associ- 
ated with collecting values from a figure, and facilitates the process of handling the data and 
the supply of information to the transport model. In this connection, data on magnetic media 
is highly favoured, especially if they have been stored in a database, with the related 
advantages regarding data retrieval and search for selected ranges of one or several of the 
physical variables involved. 

Specific Requirements and Classification of Experimental Data Sets 

The amount and degree of detail of the data required for the calibration and/or validation 
of a given model depends not only on the assumptions and physical principles involved in its 
derivation but also on the situation the model aims to describe (transport by streams, or 
under combined current and waves, etc.). More complex models will require in general 
larger amounts of more detailed input data in order to allow for an adequate description of 
the phenomena under consideration. More parameters will be required in order to character- 
ize intricate hydrodynamic conditions such as in the case of breaking waves propagating at 
arbitrary angles with respect to a current than in the relatively simpler situation of a steady 
current flowing along a laboratory flume. 

One out of many possible classifications for the sediment transport data sets consists of 
separating between those obtained under pure-current situations and those measured in 
presence of waves or, eventually, in combined waves and current situations. This classifica- 
tion is based not only in the inherent differences between the hydrodynamic conditions but 
also reflects the trend usually followed when developing sediment transport models. In turn, 
each case can be split up into data obtained in the laboratory and data acquired in the field. 
Another item in the classification corresponds to the data collected in oscillating wave 
tunnels. These laboratory facilities are able to reproduce full-scale flow conditions (although 
lacking phase-differences along the tunnel and the vertical component of the wave-induced 
motion) under the controlled conditions of a laboratory. 

The number of physical parameters required for a complete characterization of each 
situation depends not only on the flow condition but also on the particular sediment transport 
model considered. Instead of addressing a particular model formulation, it was chosen to 
pose requirements to the experimental data sets that were strict enough so as to ensure their 
suitability for the calibration and/or validation of the most advanced transport models that 
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are normally used, namely the deterministic-type model for sediment transport in coastal 
areas (see for example Zyserman et al. (1991 a) for a classification of models) and models 
calculating separately bed-load and suspended-load transport in the case of streams. 

The requisites regarding the description of the experimental conditions and the measured 
transport rates vary for the different items in the classification, the major differences being, 
however, restricted to the characterisation of the hydrodynamic data. 

The geometrical properties of the sediment can be appropriately described in any case 
through its median size dso, other percentiles di, gradation a%, or, conversely, through its 
grading curve G.C. Another important parameter is the settling velocity w. If not specified, 
it can be determined if the sediment density p, and the kinematic viscosity v or the tempera- 
ture T of the water are known. The kinematic viscosity of water has been explicitly included 
because it is not always a function of the water temperature alone, as in the case when 
suspended particles of a clay-size fraction are present. 

Bed forms are suitably described by means of their type, height h, length I and celerity 
a under all cases. 

The rates of bed-load transport %, suspended-load transport q, and total-load transport qt 

are of course of basic interest. Concentration profiles c(y) are also important, where y is the 
elevation about the bottom. For measurements in water tunnels, or under combined waves 
and currents, the time-mean values of the transport rates q,, q, and q, are of interest. 
Vertical profiles of time-mean concentration c(y) and time series of the instantaneous 
concentration at different elevations (time series of ensemble-average concentration in the 
case of wave-tunnel data) c(y,t) are also relevant parameters. 

In the case of pure-current flow conditions in the laboratory, the flow is adequately 
described if information about the dimensions of the flume (length L, width W and height 
H), about the water depth D, discharge Q and/or mean velocity V and water surface slope 
I is provided. Additionally, vertical profiles of the horizontal velocity component u(y) could 
be used to check the hydrodynamic module (if any) of the model considered. The same 
parameters are valid to describe the flow conditions in the case of currents measured in the 
field, but information about the orientation O of the study reach and the cross-section A of 
the measuring section should be provided. 

Appropriate parameters to describe the flow when considering measurements in water 
tunnels are the amplitude of the oscillatory motion So or its maximum velocity u<>, together 
with the period T, the discharge of the net current Q or its mean velocity V. Useful addi- 
tional parameters are the vertical profiles of the ensemble-averaged velocity u(y) and time 
series of the instantaneous velocity recorded at different elevation above the bed u(y,t). 

Waves plus current conditions in the laboratory can be characterized by means of the 
water depth D, the wave height (root-mean-square, significant, etc.) H, the period (peak, 
zero-up-crossing, etc.) T\, the type of breaking wave (if any) and the distance to the point 
of breaking xB. Information about the breaker type and the distance from the measuring 
position in the surf zone to the breaker line is relevant because the production of turbulence 
by breaking waves is usually taken equal to that of a bore or hydraulic jump. This assump- 
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tion may be valid in the case of spilling breakers or of breaking waves of other type in the 
inner surf zone, but not close to the breaking point in the case of plunging breakers. Import- 
ant additional parameters are the local bed slope S, the discharge Q or the mean velocity V 
(when relevant), a time series of the instantaneous elevation of the water surface from which 
the spectrum can be determined in the case of irregular waves or, conversely, information 
about the spectral parameters )j(t). Useful additional information for the calibration/validation 
of the hydrodynamic module of the model (if any) is provided by u(y) and u(y,t). 

In the case of combined waves and current in the field, the same parameters used to 
describe the waves and the spectrum in the laboratory can be applied. Due to the two- 
dimensional (in plan) nature of the problem, it is now necessary to speak about the long- 
shore and cross-shore components of the bed slope S5, of the time- and depth-averaged 
velocity Vj, of the time-mean velocity profile Oj(y), and of the instantaneous velocity Uj(y,t). 
Another important parameter is the angle 7 between the current and the direction of wave 
propagation. Information about the beach profile P and orientation O may also be useful. 

Data Sets Reviewed 

A list of the 40 data sets reviewed, arranged according to the classification discussed, is 
listed below. This list is by no means exhaustive, but it has been deemed that the results of 
their review will provide an overview of the type of data available. A more detailed descrip- 
tion of most of the data sets can be found in Zyserman et al. (1991 b). 

Pure Current, Laboratory 
Barton and Lin (1955) 
Laursen (1957) 
Meyer-Peter and Miiller (1948) 
Stein (1965) 
Williams (1970) 

Guy et al. (1966) 
Lyn (1986) 
Nomicos (1956) 
Vanoni and Brooks (1957) 
Wang and Qian (1992) 

Pure Current, Field 
Anderson (1942) 
Culbertson et al. (1972) 
Scott and Stephens (1966) 

Colby and Hembree (1982) 
Nordin and Dempster (1963) 

Wave Tunnel 
Hayakawa et al. (1983) 
Murray et al. (1991) 
Ribberink and Al Salem (1989) 
Sawamoto and Yamashita (1986) 
Staub et al. (1984) 
Van der Velden (1987) 

Horikawa et al. (1982) 
Nakato et al. (1977) 
Sato and Horikawa (1986) 
Sleath (1982) 
Steetzel (1984) 

Waves (+ Current), Laboratory 
Bosnian and Steetzel (1986) 
Nap and van Kampen (1988) 
Skafel and Krishnapan (1984) 
Vellinga (1984) 

Dette and Uliczka (1986) 
Nieuwjaar and van der Kaaij (1987) 
Steetzel (1987) 
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Waves (+ Current), Field 
Downing (1984) Fairchild (1977) 
Jaffe et al. (1984) Kana and Ward (1980) 
Kos'yan (1985) Nielsen (1984) 
Owen and Thorn (1978) 

It is important to keep in mind that most of the data sets reviewed were obtained under 
tests not specifically aimed to the calibration and/or verification of sediment transport 
models, so the results of the present review must be interpreted under the light of this 
restriction. On the other hand, the obtention of many of the parameters required to charac- 
terize the test conditions from the point of view of sediment transport models could be done 
without great efforts or additional costs, and would render the data sets useful for more 
application that those devised when the tests were designed. 

Only data sets dealing with non-cohesive sediment of sand-fraction size have been 
considered in the present review, with the sole exception of the bed-load transport data of 
Meyer-Peter and Muller, which was obtained using bed materials in the range from coarse 
sand to gravel. 

All data sets reviewed regarding wave-tunnel measurements were obtained under simu- 
lated regular wave conditions. Only the tests of Murray et al. included a net current superim- 
posed to the oscillatory motion. 

In some cases, the experimental results were not included in the reference reviewed, but 
a description of the tests, the measuring techniques and the results obtained was included. 
The review is based on the information provided in the reference, especially in the case of 
data collected under large field measurement programmes. More detailed information could 
be possibly found in the original data sets. 

Results of Data Review 

It has been chosen to present the review in tabulated form, in order to allow for a quick 
interpretation of the results obtained. Tables 1 and 2 include the results for the pure current 
case in laboratory and the field, respectively. Table 3 refers to wave tunnel data, whereas 
Tables 4 and 5 deal with the waves plus current cases in laboratory and in the field. 

The variables selected for the description of each case have been placed in the columns 
of the tables and collected in groups for hydrodynamic data, miscellaneous data, sediment 
data, bed form data and transport data. Information about the format in which the data is 
presented in the reference (tabulated (T) or graphic (G)) is also provided. Different types 
of bed material (both with regard to size and/or density) were used in some of the tests 
performed in the laboratory. This has also been indicated in the corresponding tables. 

An open triangle has been used to indicate that the relevant parameter was reported for 
each data record of the data set, whereas a dot indicates that such information is available 
only for some data records. A cross means that information about the corresponding variable 
was not provided in the reference reviewed, but that it can be obtained from other sources, 
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typically related papers. Finally, an empty circle indicates that no information at all was 
reported on the parameter. 

It can be observed upon examination of the results that, in general, data sets collected in 
flume experiments in the laboratory are well-documented, with good information about the 
hydrodynamic conditions (including velocity profiles), and satisfactory details about the 
sediment and bed form data. Most of those references reporting transport data do so with the 
total-load transport rates. The Meyer-Peter and Miiller data set was intended for the collec- 
tion of bed-transport data. Laursen (1957) and Guy et al. (1966) also report the suspended 
transport, although the manner in which it was separated from the bed-load transport differs 
between both references. 

All the data sets reviewed under the classification of pure current in the field except that 
of Anderson (1942) were collected by the U.S. Geological Survey, and present therefore 
similar characteristics with regard to the amount and format of the information reported. All 
five sets provide very good details about the hydrodynamic data, although information about 
the discharge is missing in Anderson's data set. The bed material is defined mainly through 
its grading curve, and vertical profiles of velocity and concentration of suspended sediment 
are reported in all cases, with vertical profiles of the median grain size of suspended 
sediment indicated in four of them. The information about bed forms is scarce (only the type 
of the observed bed forms is listed) and no transport rates of any kind are reported at all, 
probably because of the difficulties related to the effective trapping of the sediment in the 
field. 

The wave-tunnel data reviewed is mainly reported in graphical form. The hydrodynamic 
conditions of the tests are well described, but measurements of velocity profiles (both 
ensemble-averaged and instantaneous) are scarce. The water temperature is only reported in 
two cases, even though its determination is an easy task. The same applies to the grading 
curve of the bed material, which is mainly defined through its median size d*,. Measure- 
ments of the concentration of suspended sediment are also rather scarce. With regard to c(y), 
Ribberink and Al Salem, Steetzel and van der Velden measured time-averaged concentration 
profiles, while the other authors determined ensemble averages. Bed form data may be 
termed as satisfactory, whereas transport data is very scarce. 

The experimental data under combined waves and current considered in the present 
review were obtained either from profile-evolution tests (Dette and Uliczka, Steetzel, 
Vellinga) or from experiments with a horizontal or sloping bed. Data is well-documented, 
in the sense that it is usually presented both in tabulated and in graphic form. The wave 
conditions and the water depth at the measuring position are well-defined, although the type 
of breaking waves and the distance to the breaking line are reported only in a few cases. 
Time-averaged velocity profiles were measured in most data sets. The sediments are 
described mainly through the median grain size and/or other percentiles. No grading curves 
are presented. All the data sets reviewed include measured profiles of time-mean concentra- 
tion of suspended sediment. Neither instantaneous values of concentration nor transport rates 
were directly determined in any case, although the magnitude of the transport could be 
estimated from the time sequence of observed profile changes. Bed form data is well defined 
in all tests with horizontal or uniformly sloping bottom, with exclusion of the rate of 
migration of bed forms. 
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When data obtained under waves and current conditions in the field is considered, it 
appears that the overall quantity of information is scarce. Data are mainly presented in 
graphical form, with a reasonable amount of details about the local wave conditions, but are 
rather poor regarding the miscellaneous, sediment and bed form data. Transport data is 
completely missing. The lack of detailed information can of course be understood if the 
difficulties related to collecting data in the marine environment are recalled, especially so in 
the case of measurements within the surf zone. 

Conclusions 

The general conclusions presented here are biased by the choice of the transport models 
selected when describing the particular requirements to be fulfilled by the data. Quite 
different conclusions may of course be reached if the results of the review are seen under the 
light of the requirements of transport models based on simpler principles. 

It appears that information about sediment transport rates collected in pure current 
situations in the field is missing. This type of data is important for the verification of 
models developed using only laboratory data. Similar considerations apply to the characteris- 
tics of bed forms. 

The total transport rate in combined wave and current motion on a plane or uniformly 
sloping bottom should also be determined from laboratory tests and compared to the results 
of similar experiments under pure current situations, in order to evaluate the influence of the 
waves on the time-mean transport rates. 

Vertical profiles of time-mean concentration of suspended sediment were determined in 
most of the data sets reviewed that were obtained from wave tunnels or under combined 
current and waves, both in laboratory and in the field. Time-mean transport rates are missing 
in most cases. 

The time-averaged rates of suspended transport can not be accurately evaluated by 
integration along the vertical of the product of time-mean concentration and velocity, due to 
the so-called wave-related component of the transport, which is defined as the time-average 
of the product of the periodic oscillatory components of the velocity and the concentration, 
see Murray et al (1991) and Zyserman et al. (1991 a) for a discussion. The influence of the 
wave-related component on the rate of suspended transport becomes more important for 
wave-dominated or weak-current cases. 

Transport data collected from wave tunnels provide a unique possibility of evaluating the 
vertical structure of the wave-related component of the suspended sediment transport in real- 
life conditions through the measurement of the ensemble-averaged values of both the velocity 
and the concentration at the same position at different elevations above the bed under well- 
controlled test conditions. The influence of this component should therefore be evaluated for 
different relative magnitudes of the current-related and wave-induced velocities. 
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It appears that the obtention of suitable data under the combined action of waves and 
current in the field will require the careful planning of comprehensive survey campaigns, 
most probably involving the participation of a large number of researchers with interest in 
the different aspects related to the phenomena of sediment transport in the marine environ- 
ment. In this connection, and whenever new experiments aiming to the collection of sedi- 
ment transport data are being planned, the interaction between researchers and modellers 
can only be of mutual benefit, and would render the data sets useful for a larger number of 
potential users. 
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CHAPTER 198 

A feasibility   study  of a perched  beach 

concept   in the Netherlands 

Joost H.M. de Ruig , Piet Roelse 

Abstract. 

The present Dutch coastal defence policy is aimed at a full com- 
pensation of shoreline retreat, mostly by means of beach nourish- 
ment. For some parts of the coast with a small dune ridge 
attacked by severe erosion, a so-called 'seaward coastal defence 
strategy' might be more profitable. According to this stra-tegy, 
measures will be taken to influence the morphological system in 
such a way that erosion is prevented, which will result in a sta- 
ble or even progressive coastline. 

An analytical policy design was chosen at the onset of the study. 
A number of seaward coastal defence measures will be tested fol- 
lowing a series of selected criteria, such as effects on morphol- 
ogical, financial and construction aspects as well as effects on 
recreation and ecology. The study works from 'coarse' (entire 
province of Zeeland, SW-Netherlands; different coastal defence 
alternatives) to 'fine' (selected location; preferred coastal 
defence alternative). This has resulted in conclusions and recom- 
mendations with regard to the feasibility of a pilot project with 
a perched beach in the 'Cadzand' area. 

1.   Introduction. 

1.1  A new coastal defence policy for the Netherlands 

Major parts of the Netherlands are situated below sea level and 
would be flooded if there was no protection by a coastal defence 

Rijkswaterstaat, Tidal Waters Division, P.O.Box 20907, 2500 EX The Hague, The Netherlands 

Rijkswaterstaat, lidal Waters Division, P.O.Box 8039, 4330 EA Middelburg, The Netherlands 
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system. This system consists of dunes and dikes to protect the 
polders and dams to close off large (former) tidal inlets. 
The dunes represent about 75% of this line of defence, varying in 
width from one hundred metres to several kilometres. They give 
the Netherlands its characteristic landscape and harbour unique 
natural values for the Northwest of Europe. They also represent 
an economic value: drinking water supply, recreation, industry 
and residential. 

At present the Dutch coast is 'Delta safe'. It can withstand 
extreme storms and the associated water levels and waves with a 
frequency of 1/2000 to 1/10000 per year. This level of safety 
must be maintained. Constant effort is demanded, as ongoing coas- 
tal erosion causes almost half of the coastline to recede, slowly 
but relentlessly. 
Past coastal defence was based on a problem solving policy. For 
large parts of the coastline, recession was tolerated: dunes un- 
derwent 'controlled retreat'. Interests and natural values in the 
dune area were affected to an increasing extent. Furthermore, sea 
dikes and other hard barriers came to protrude like bulwarks into 
the sea. 

Wadden Coast 

Holland Coast 

Delta Coast 

Zealand 
^* Flanders 

Figure   1.        Pattern    of   erosion   along    the   Dutch    coast    (Louisse   & 
Kuik,   1990). 
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Coastal erosion is evident along the entire coastline: more than 
50% of the dune coast suffers erosion (figure 1). A more rapid 
sea level rise will be felt everywhere, resulting in erosion 
along 80% of the sandy coastline. Not one function of the coast 
will be left untouched. This problem requires a reconsideration 
of the coastal policy. The options vary from no protection to 
full protection of all interests and values: 

• Retreat: Coastal erosion is accepted unless polder safety 
is threatened; 

« Selective Preservation: Special values and interests in the 
dune area are protected; 

• Preservation: Coastal erosion is counteracted at all loca- 
tions ; 

• Expansion Seaward: Preservation, but at some markedly ero- 
ding coastal sections with a relatively weak sea defence 
the coast will be reinforced by a seaward construction and 
natural sand sedimentation will be encouraged. 

In 1990 the Dutch government made a choice for the 'preservation' 
alternative, which implies that the coastline will, at the least, 
be preserved at its 1990 position: all structural erosion will be 
counteracted (Ministry of Transport, Public Works and Water Mana- 
gement, 1990; Louisse &Kuik, 1990). 

1.2   Dynamic preservation 

By nature, the coastline of a dune coast is not fixed at one sin- 
gle position. Choosing for 'preservation', some allowance should 
be made for movements of the coastline. At some locations more 
aeolian dynamics (sand drifts, blow-outs, mobile dunes) will be 
permitted and so-called 'slufters' (wet dune valleys influenced 
by the tides) can be formed. 
By lending the 'preservation' alternative a certain degree of 
dynamics, the charm and quality of the natural coasts will be 
safeguarded: 'preservation' changes into 'dynamic preservation'. 
The choice for sand nourishments, a 'soft' coastal defence me- 
thod, as the major means to defend the coast is in line with this 
philosophy. 

1.3   Seaward coastal defence strategy 

Some parts of the Dutch coast are facing extreme erosion as well 
as very poor safety reserves. For these locations the application 
of the 'expansion seaward' alternative can be more profitable or 
(in time) even necessary, for instance with respect to sea level 
rise. 
This approach is roughly investigated as the 'seaward coastal 
defence strategy'. According to this strategy, additional measu- 
res will be taken to influence the morphological system in such a 
way that the coastline will not erode any longer, but be kept in 
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place or even grow in a seaward direction. The effectiveness of 
this approach has to be compared with maintenance by beach nou- 
rishment, as well as the effects it will have elsewhere on the 
morpholgical system, nature and other interests (Pluijm, 1990) . 

1.4  Feasibility study: working from 'coarse' to 'fine' 

The difference between the several morphological systems along 
the Dutch coast makes it impossible to suffice with one seaward 
solution. In order to gain more insight into these possibilities, 
plans have been worked out for the most vulnerable locations. 

There are two main reasons to realize these plans within the fra- 
mework of a feasibility study: 

the choice for beach nourishment as the general way to keep 
the coast-line in its place; along each kilometre of the 
coast this will be the reference for other coastal defence 
measures; 
in principle, the effects of seaward constructions on the 
morphological system, nature and other interests are un- 
known . 

The aim of the feasibility study is to select locations in Zea- 
land (province in the southwest of the Netherlands) where: 

in practice beach nourishment cannot stop the structural 
erosion, or: 
(in time) the costs of combating erosion for a seaward ap- 
proach are less than for beach nourishment, and if so: 
the possible seaward construction will not have any severe 
negative effect elsewhere. 

A stepwise working method is used in this feasibility study. That 
is, we work from 'coarse' (large scale: entire province of Zea- 
land; different coastal defence alternatives) to 'fine' (small 
scale: selected location; preferred seaward construction). This 
intention is reflected in the headings of the following chapters. 

2.   Possibilities for seaward coastal defence in Zea- 
land. 

2.1  The Zealand coast: an introduction 

The Dutch coast is composed of three major units. In the south 
the Delta coast, consisting of (former) deltas and islands; be- 
tween Hoek van Holland and Den Helder a stretch'of coast not in- 
terrupted by tidal inlets (the Holland coast) ; and in the north 
the Wadden coast, consisting of series of coastal barrier islands 
with tidal inlets in between (see figure 1). 
The province of Zealand lies entirely within the Delta area. Its 
defence system Is composed of dunes and dikes, which protect the 
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polders and dams which close off large estuaries and basins and 
which have been constructed during the last decades ('the Delta 
works'). The implementation of these works has induced major 
changes in hydraulic conditions and the geomorphology of the for- 
mer ebb tidal deltas (Mulder et al. , 1990). Although the shoals 
in the ebb deltas protect the coast against severe wave attack, 
the shifting of deep tidal channels causes much erosion. Along 
these channels very steep shorefaces and small beaches occur, 
with only little space available for nourishment. Most of the 
coastal sections with narrow dune ridges are protected with 
groynes to reduce the coastline withdrawal. 
One of the estuaries in the Delta area, the Western Scheldt, is 
still open, being the shipping entrance to Antwerp. The estuary 
mouth is an active system of bars and gullies, with important 
impacts in the form of coastline undulations on the adjacent 
coastal stretches of Walcheren en Zealand Flanders (figure 2). 

Figure  2.        Division   of   the  Zealand   coast 
study. 

used   in   the  feasibility 

2.2 Method 

Due to the differences in morphology of the coastal zone and sho- 
reface, the Zealand coast has been divided into nine sections 
(figure 2). In this way, the necessity of a seaward defence could 
be determined for each section . 

Ten coastal defence constructions where selected, including large 
dams perpendicular as well as parallel to the coastline, artifi- 
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cial channel shifting and perched beaches. Seven of these con- 
structions are illustrated in figure 3. 
Coastal erosion is the result of the boundary conditions of waves 
and tide and the resistance of the coast to these conditions. 
Some of the selected measures, for instance breakwaters, will act 
like a screen and diminish the incoming wave height. In the pro- 
blem area these constructions give rise to good results. Usually, 
this induces a shortage of sand somewhere else, which will dimi- 
nish the overall gain. Other measures will raise the resistance 
temporarily (beach nourishment) or permanently (shoreface protec- 
tion). A perched beach shows both principles. 

large dam perpendicular 
to the coastline enlarging existing groynes perched beach 

I •        I I 
• !        ! 

r           ' 1 mum 

;. :- 

large dams to shift currents sand dam/stockpile 

channel shifting 

Figure 3. Coastal defence struc- 
tures used in the fea- 
sibility  study. 

For each coastal section these measures where tested for diffe- 
rent criteria and scored within a matrix (Maranus et al., 1990): 
- effectiveness; 
- effects on other functions and values in the coastal zone; 
- costs (initial and maintenance); nullification of capital; 
- flexibility and stability; 
- consequences for coastal management; 
- risk. 
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Each judgement was based on a rough estimation of the consequen- 
ces a measure should have for a concerned criterion. For the pur- 
pose of the first step in a feasibility study, this seems suffi- 
cient . 

2.3 Results 

The method used selects the most promising measures for each 
coastal section. The necessity to intervene, however, varies and 
depends on the erosion rate. Both elements combined resulted in 
three coastal defence measures which could be more effective than 
beach nourishment. Among them, a perched beach concept for the 
coasts of SW-Walcheren and Zealand Flanders was considered for 
further study. 

3.   A perched beach: theory, effects and experiences. 

In general, a perched beach construction consists of a coast pa- 
rallel dam (breakwater) with a sand nourishment at the landward 
side of it. Sometimes the nourished beach has been closed off at 
its extremities by groyns or large dams. In Japan and the U.S.A. 
it is considered as a new phase in coastal defence systems. It is 
based on the concept that a 'plane', rather than a 'linear struc- 
ture' , is able to protect the shore effectively (figure 4; Arai & 
Tamura, 1987; Sawaragi, 1988). The dam and the nourished beach 
gradually absorb the wave energy, giving the beach a more stable 
equilibrium profile, resulting in less erosion. The coastal de- 
fence system is strengthened and the beach is widened, which gi- 
ves opportunities for recreation. 

(2)   Linear protection system (phase 2) 

offshore breakwater 

(3)    Plane protection system 

Figure 4. Evolving coastal defence: from 'linear protection sy- 
stem' to 'plane protection system' (after Arai & Ta- 
mura,   1987). 
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During the last decades some experience has been acquired with 
perched beaches, especially in the United States and Japan. The 
construction was applied with varying success. Besides the metio- 
ned benefits, some disadvantages became clear: 

development of scour holes on either side of the dam (Sawa- 
ragi et al., 1988; Delft Hydraulics, 1990; Franco, 1990); 
blocking of natural beach nourishment during fair weather 
periods (Douglass & Weggel, 1987); 
possible danger for swimmers and small boats; 
high investments (with respect to beach nourishemnt). 

4.   Seaward coastal defence in Zealand Flanders. 

4.1   Defence alternatives 

The coast of Zealand Flanders is bordered by the main tidal chan- 
nel of the Western Scheldt estuary, the Wielingen (figure 5). 
During the last centuries, widening and southward displacement of 
the channel induced a great loss of land. 
Today, the 15 km long coastline and adjacent dikes and small dune 
ridges are defended by 85 groyns, each with a length of about 200 
to 300 m. and a spacing of 100 to 300 m. 
The shoals in the ebb delta protect the coast against severe wave 
attack; the maximum yearly significant wave height is about 3 m. 
The mean tidal difference reaches 3.7 m. Close to the shore, the 
maximum flood and ebb current amounts to 1.0 - 1.2 m/s. 

Figure 5.        Zealand Flanders. 
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The presence of the Wielingen dominates the coastal evolution. Up 
till now it caused a continuous regression of the coastline, in 
spite of the intense coastal defence. Superimposed, we find a 
second order long-term fluctuation caused by so-called 'sand wa- 
ves' (Verhagen, 1989;), resulting in a pattern of periods with 
sedimentation and erosion (figure 6). 
Nowadays, the most vulnerable section of the coast lies in the 
neighbourhood of the Tienhonderd Polder (figure 5). The small 
beach is bounded by a steep shoreface and is influenced by conti- 
nous erosion since 1960. The narrow dune ridge shows poor safety 
reserves. Further study on seaward coastal defence, structures is 
focused on this part of Zealand Flanders. 

300 

1860  1880  1900 1920 1940 1960 1980 2000 2020 2040 2060  2080 

Figure 6. Tienhonderd polder,  Zealand 
sedimentation and erosion. 

Flanders: 

years 

Patterns of 

For Zealand Flanders, the first step in the feasibility approach 
selected a perched beach concept for further study (2.1). This 
concept is at the centre of the next step of this strategy. Two 
perched beach variants are considered. Beach nourishment, as the 
main coastal defence measure in the present policy, is the refe- 
rence. For the present, it is assumed that nourishment can indeed 
counteract the erosion. Other well tried or far reaching possibi- 
lities have also been taken into account, which results in the 
following list of measures (figure 7): 

perched beach (small); 
perched beach (medium); 
large coast parallel dam/breakwater; 
large dam perpendicular to the coast; 
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shoreface protection; 
beach nourishment. 

Figure  7. Tienhonderd   polder,   Zealand   Flanders:   Possible   coas- 
tal   defence measures. 

4.2 Criteria 

As in chapter 2.1, each measure has been tested for several cri- 
teria. In fact they are about the same, but testing is done with 
more detail. Important conditions were the effectiveness of the 
construction and the future erosion rate. The effectiveness was 
defined as the percentage of the overall erosion stopped by the 
construction in question. Every measure except the large dam per- 
pendicular to the coast needs additional sand nourishments to 
fully counteract the structural erosion. 
Indirectly, the initiation of scour holes and lee side erosion 
also determines the effectiveness to a high degree. Far reaching 
constructions such as large dams score negatively from this point 
of view. 

The maintenance costs are directly deduced from the future erosi- 
on rate. In fact, this rate is unknown. The prediction, consis- 
ting of several variants, was based on extrapolation of the first 
order coastline regression and the superimposed sand waves. In 
general, it is expected that erosion will continue for another 30 
to 40 years (figure 6). Rates of sea level rise higher than the 
present will lengthen this period. 

The resulting costs, including additional nourishments based on 
the assumed future erosion rate, are brought together in table 1. 
It can be concluded that a large dam parallel to the coast and a 
medium sized perched beach cannot compete with the other coastal 
defence alternatives. 
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Table 1. Prediction of the total costs for each coastal 
defence alternative (Tienhonderd Polder, Zealand) 

measure costs 
(million  dutch guilders) 

beach  nourishment 11   -   16 

perched beach   (small) 10   -   14 

perched beach   (medium) 16   -   19 

large   coast  parallel 
dam / breakwater 

48   -   58 

shoreface  protection 10   -   13 

large  dam perpendi- 
cular   to   the   coast 

14   -   15 

Especially the greater constructions will influence the recreati- 
onal and ecological values of the coastal area. Both threats and 
possibilities will develop. It is not always clear which will 
dominate. 

1   beach extension 

3 protection  shoreface.  dam  construction 

S   junction between dam and groins 

4 beach nourishment 

«: -jjgj^J^?«z*5&~ 

cross-section 

^tma        ^^oxisting profile 
J&       1 /^ 

North Sea 
birds eye view 

Figure  8.        Tienhonderd   polder,    Zealand   Flanders:    Preferred   per- 
ched  beach  concept. 
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4.3 Preferred coastal defence construction 

Considerations of the different aspects as mentioned above culmi- 
nated in a preferred perched beach concept as shown in figure 8. 
In fact, the strong points of a perched beach, sand nourishment 
and shoreface protection are combined. First, the beach is exten- 
ded in a seaward direction by means of a nou-rishment and will 
approximate his (stable) equilibrium profile. Protection of the 
shoreface and the construction of a small breakwater connected 
with the already existing groynes will conserve this situation. 
Erosion of the shore-face will be prevented and the landward mi- 
gration of the tidal channel blocked. Finally, a complementary 
beach nourishment will create a perched beach. 
Most of this special perched beach construction is made out of 
sand. This yields profits from the point of view of costs and 
flexibility. 

5.   Perched beach concept for Zealand Flanders. 

5.1   Location and dimensions 

The presence of the Wielingen dominates the coastal evolution. 
Sand losses (about 20 m3/m.jaar) from the coastal section of the 
Tienhonderd Polder are caused by seaward cross shore transport. 
Rip currents play an important role in this process. The sand 
drops into the tidal channel and is transported into the the Wes- 
tern Scheldt estuary. 
It is expected that the perched beach construction will diminish 
the cross shore loss of sand and stop the landward migration of 
the Wielingen. The most suitable location for the breakwater and 
additional shoreface protection, therefore, seems to be the edge 
of the tidal channel. A more landward location of the breakwater 
will have less effect in reducing the erosion rate. 

-20   £ 

direction of 
net transport 

experimental area 

distance along the coast 

Figure 9. Effect of the perched beach construction (without- 
additional sand nourishment) on the position of the 
coastline  after 3  years   (Delft Hydraulics,   1991). 
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Model computations reveal that the concept will act as an effec- 
tive coastal defence measure. However, scour holes could develop 
at the landward side of the dam, which can reduce the effective- 
ness of the construction. Further study can quantify this pro- 
blem. The feasibility study shows that after the construction of 
the perched beach sand nourishment, albeit much less in quantity, 
will remain necessary until about the year 2030. 

The length of the coastal section with severe erosion determines 
the length of the construction, e.g. almost 900 metres. 
As stated, the main purpose of the perched beach is to reduce the 
sand losses in cross shore direction. This does not mean that the 
long shore transport of sand remains untouched. Model computati- 
ons show a distinct lee side erosion at the eastern end of the 
construction (figure 9; Delft Hydraulics, 1991). In practice the 
consequences are small. The coastline here consists of a small 
dike and is therefore rigid. Eastward, the dike is bordered by a 
nature re-serve (the 'slufter' (chapter 1.2) of the Verdronken 
Zwarte polder; figure 5) that is in danger of being buried by 
sand. 

crest elevation (m relative to mean sea level) 

\       S • without nourishment 
\        ^      + with nourishment 

-3-2-1 0 1 2 
crest elevation (m relative to mean sea level) 

Figure 10. Relation between the crest elevation of the breakwa- 
ter and the cross shore sand transport losses (Delft 
Hydraulics,   1991). 

The level of the breakwater crest determines the loss of sand 
from the beach into the Wielingen tidal channel. In general, 
blocking this transport needs a crest height which is close to 
the seawater level (Lamberti et al. , 1985). The tidal difference 
(3.7 m) complicates this thesis. Delft Hydraulics (1991) computed 
a 25% to 50% (with or without additional beach nourishment, res- 
pectively) reduced initial sand loss in case of a crest level of 
about 1 metre below MSL. The long term profits with a raised be- 
ach level are uncertain. 
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Roughly, each metre crest elevation means an extra 15% reduction 
(figure 10). However, the other side of the picture shows a more 
pronounced development of scour holes and higher costs and will 
score negatively from a recreational point of view. A breakwater 
crest level between 0.5 and 1.0 metre below MSL seems to be a 
reasonable compromise and offers good opportunities for connec- 
tion with the already existing groynes. 

The width of the breakwater crest is of the utmost importance in 
reducing the risk of a landward scour holes. Several theories 
calculate the most effective width under different conditions 
(Sawaragi, 1988; Delft Hydraulics, 1989). Especially in conside- 
ration of costs and recreation, a decision in favour of a limited 
width seems to be reasonable. After that a wait-and-see policy 
can be followed. 

5.2   Estimate of the cost 

A comparison of different construction methods showed the chea- 
pest way of execution: 
1. extend the shoreface by means of sand fill; 
2. defend the exposed new shoreface by a layer of stones; 
3. construct the breakwater; 
4. fill up the beach and 
5. connect the old groynes with the breakwater. 

In case of a construction length of about 900 metres, the costs 
of this operation are estimated at Hfl 7,700,000 (Dutch guilders 
(+ US$ 4,500,000)). To find out if such an investment can be cost 
effective, the costs of construction, maintenance and additional 
sand nourishment are capitalized for a period of 40 years, the 
expected erosion period. These costs are compared with the capi- 
talized costs of periodical beach nourishment. In fact, the' 
effects on adjacent coastal sections must also be capitalized 
(policy of dynamic preservation: no structural coastline regres- 
sion is allowed). However, long term effects are difficult to 
calculate and are therefore only qualitatively implicated in the 
comparison. Besides, the effects of lee side erosion within the 
dike section and neighbouring nature reserve will be small. 

In the estimate of costs, the uncertainty of some elements play a 
major role: 

future   erosion  rate: 
Two realistic morphological scenarios are worked out: 
51 (neutral to pessimistic):  coastline withdrawal by continuous 

regression and long term fluctuati- 
ons ('sand waves'); 

52 (optimistic): long  term  coastline  fluctuations 
only. 
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effectiveness   of   the measure: 
The effectiveness of a perched beach in Dutch conditions is part 
of the feasibility study. In the Netherlands some experience with 
beach nourishment exists for tide dominated coasts. Based on that 
experience, in the design practice an effectiveness of 50% to 80% 
is applied (Roelse, 1990). 

cubic metre price of sand nourishment: 
In the Delta area the sand can be borrowed relatively cheap from 
shoals near to the shore. Based on projects in the past years 
prices per m3 were taken into account varying from Hfl 10 (± US$ 
6) for 0.5 million m3 to Hfl 14 (± US$ 8) for 0.02 million m3. 

The sensitivity of the cost comparison for those variables is 
illustrated in figure 11. The following example is indicated: 
Assuming the neutral-pessimistic scenario, a m3 price of Hfl 10 
and an effectiveness of beach nourishment of 80%, a perched beach 
has to be at least 50% effective (50% reduced erosion rate) to be 
cheaper than beach nourishment only. In case the coastline deve- 
lopment is favourable (optimistic scenario) the perched beach 
application can only be effective if m3-prices rise extremely. 

100 % 
re«s 

p. 15   12,5 10 

/ 
7,5 

/ 5 

50 

JsM®^ 

.. 15 

....-   12,5 

.--•  10 

  7,5 

   5 

- morphological scenario S1 

• morphological scenario S2 

Figure  11.     Effectiveness   of  beach  nourishment   (effs)   and  perched 
beach   (effh)   related   to m3  sand price   (P) . 

5.3 Effects 

The main effects on other interests focus on ecological aspects 
and recreation. 

Recreation is of major importance to the region: Each year about 
2 million overnight stays are registered. 
The perched beach will initiate a wider beach, which is profita- 
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ble from a recreational point of view. However, the breakwater 
itself forms an obstacle for swimmers, surfers and small boats. 
During some phases of the tidal cycle, dangerous bathing conditi- 
ons can exist, due to undesirable currents and scour holes. 
Avoiding any hindrance results in a far seaward (and hence capi- 
tal) position of the breakwater. 
If there is an overall negative effect on recreation, the project 
will fit in the provincial planning. In that case, the perched 
beach is expected to act as a buffer between the crowdy seaside 
resort of Cadzand in the southwest and the nature reserve in the 
northeast (see 5.1). 

The ecological effects are small. In general the application of 
stonelike materials strengthens the natural diversity. Organisms 
attach to the stones and others will find shelters. 
Biomasses on hard constructions can exceed those of sandy sub- 

• strates by about 10 to 100 times. On the other hand, the existan- 
ce of a(nother) stony breakwater within a sandy coast is not in 
line with preservation of the charm and quality of natural 
coasts. 

5.4  Surplus value and risks. 

A decision in favour of a perched beach construction will initia- 
te research results which, in principle, can be translated to 
other Dutch coasts bounded by tidal channels. Secondly, perched 
beach experiences are of great use in planning large seaward 
coastal constructions. 

The seaward extension of the perched beach is limited: the main 
existing hydraulics and sediment transport paths will almost re- 
main the same. Neighbouring coastal sections will hardly be af- 
fected. 

The dike and the 'slufter' nature reserve downstream of the per- 
ched beach confine the risk for neighbouring coasts. 
Nevertheless, if the construction produces unacceptable effects, 
a minor and easy operation can remove the breakwater, after which 
the material can be added to the shoreface protection. 

6.   Conclusions. 

The feasibility study selects a perched beach construction as the 
most promising seaward coastal defence measure for the vulnerable 
section of the Tienhonderd Polder in Zealand, the Netherlands. 
The construction will act as an effective coastal defence struc- 
ture. Shoreface and beach protection can be achieved for a reaso- 
nable price and without harming the charm of the natural sandy 
coast. Attention should be focussed on the development of scour 
holes at the landward side of the dam. Sand nourishment, although 



PERCHED BEACH STUDY 2597 

in much reduced quantities, will remain necessary until about the 
year 2030. 
The costs appear to be the most important element and determines 
the success of the preferred perched beach. The result of a price 
comparison with beach and shoreface nourishment depends on the 
future erosion, the costs of sand mining and the effectiveness of 
both alternatives. Calculations of the total costs (including di- 
rect investments and repeated (capitalized) costs for beach nou- 
rishments for a period of 30 to 40 years) indicate that a perched 
beach is roughly as expensive as repeated beach nourishments 
alone. 

The construction method and the location of the proposed perched 
beach considerably confine the risks of loss of functions and 
valuable interests within adjacent coastal sections. 
In general, the appearance of a 'hard' structure within a sandy 
coast will score negatively from a recreational point of view 
because it can give rise to dangerous bathing conditions. On the 
other hand, the beach is widened and the use of stones will en- 
courage the settlement of several aquatic species. 

A final decision on the perched beach alternative is not expected 
before the summer of 1993. A 'yes' will make a more detailed 
research (especially of crest width and elevation) necessary. 
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CHAPTER 199 

ARTIFICIAL SAND FILLS IN WATER 

J. van 't Hoff1, M.B. de Groot2, J.C. Winterwerp3 

H. Verwoert4 and W.T. Bakker5 

l   Introduction 

Experience has been obtained on the construction of sand 
fills in water as part of several types of structures in 
the Netherlands. These include the following: (closure) 
dams, artificial islands or coastal extensions, covering 
of pipelines, trench back fills and the foundation of 
submerged tunnels and caissons. 
Rijkswaterstaat (Ministry of Transport, Public Works and 
Watermanagement) Dutch contractors, research institutes 
and consultancy firms have been involved in the 
research, design and construction of a large number of 
projects in the Netherlands and abroad. 
In-depth research was carried out especially within the 
frame work of the preparations of a number of Delta 
closures constructed with sand. 
After the completion of the Deltaworks it seemed impor- 
tant not to leave this knowledge scattered over many 
study reports and design and evaluation notes, but 
rather to summarize the data and experience in a manual 
(Van 't Hoff (ed.) et al, 1992) issued by the Council of 
the Centre for Civil Engineering Research, Codes and 
Specifications (CUR). 
The theoretical section of this manual provides a 
description  of  the  process  phenomena  for  the 
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construction with sand in water based on theory 
development of the physical processes supported by 
observations of these processes in the field and in the 
laboratory. In the practical section the design practice 
is highlighted with thirteen case histories. By means of 
a detailed elaboration of a practical case the theory is 
again more extensively verified with project experience. 
In this paper some results of the theory development are 
presented followed by an example of calculation results 
for a practical case. 

2 Application of study results 

The study provides a tool to predict the dimensions of a 
sand fill constructed in water as a function of the sand 
characteristics, the sedimentation processes on the fill 
area and method of sand placement. 

3 Process phenomena 

The processes related to the placement of sand for the 
construction of sand fills are shown in fig.l. After 
winning (I) the sand is transported to the fill area 
(II) by a hopper dredger or via a pipe line. Subject to 
the means of transport, the sand is either 
bottomdischarged or pipe line placed (III). The sand- 
water jet makes craters (IV) in the sand body under 
construction. A sand-water mixture flows across the edge 
of these craters. This overflow can occur above water 
(V) as well as under water (VI) . Under water loss of 
sand (VII) to the surrounding water can occur. Sand in 
the mixture flow will settle rapidly to form the slope 
(VIII). „ 

—-v 

Fig.l  Phases of taking up, transporting and elementory 
methods of sand placement. 
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4   Dimensions of a sand fill 

The dimensions of a sand fill (fig. 2) placed in water 
are determined by: 

the behaviour of a sand-water mixture after leaving 
the discharge pipe or hopper; 

-   the  width  of  the  crater  developed  during  the 
discharging process as a result of the impact of a 
sand-water mixture plume or jet 
the sedimentation length 
the initial slope of the above and under water sand 
fill area directly after placing; 
the occurrence of flow slides; 
the water depth. 

effective  slope 

Fig. 2 Parameters determining the shape of a sand fill. 

When placing sand in water the sand-water mixture forms 
a jet or plume with a certain initial flow rate and 
concentration at the point of discharge of the pipe line 
or hopper vessel. For a given shape and dimension of 
discharge opening and for given field conditions, the 
dimensions, concentrations and velocities along the 
trajectory of the jet or plume can be predicted as well 
as the traced path. From these characteristic parameters 
the dimensions of the crater, which develops when the 
jet hits the bottom, can be predicted. 

5   Crater dimensions 

The crater width can be determined using either the 
theory of Breusers (1991) for conical or round jets and 
Rajaratnam (1981) for vertical plane shaped jets or the 
theory of Heezen and Van der Stap (1988). 
The theory of Breusers and Rajaratnam begins with a 
description of the erosion under a clear water jet 
followed by the determination of the influence of sand 
in the jet on the dimensions of the crater. With the 
theory of Heezen and Van der Stap the crater dimensions 
are directly determined from tests and experience with 
sand-water jets. Because of the limited available space 
within the context of this paper, only the results of 
Breusers theory will be presented briefly (fig. 3). 
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Fig.3. Erosion under a vertical jet. 

Based on experiments Breusers recommends the following 
relations (see also fig. 4): 

=0.075- 3. if 
ur Mioo 

d0 U*cz 
if 

un }ioo 

(1) 

In which: 
d0 = discharge pipe diameter (m) 
U0  = discharge velocity (m/s) 

u.cr = critical shear velocity according to Shields (m/s) 
ys = crater depth for clear water (m) 

The vertical distance H  to the point of discharge has no 
influence within the application range of the formula: 

H 4<^-<12 @ 20 
(2) 

The effect of the presence of sand in the jet or plume 
on the dimensions of a crater, can be found by assuming 
equilibrium between erosion and sedimentation. Because 
of the presence of sand in the flow, the velocity of the 
flow on the crater edge must be higher than for clear 
water in order to prevent sedimentation. As a result of 
this the crater edge will be closer to the center line 
of the jet. 
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Fig.4. Depth of scour hole for clear water as function 
of U0  according to Breusers. 

The presence of sand can be accounted for, by reducing 
the crater dimensions, calculated with formula (1), 
using a reduction factor which depends on the grain size 
diameter D50 and on the sand concentration (c) in the 
jet. For jets with coarse sand a reduction of the 
dimensions of the crater upto a factor 5 is possible. 

The ratio between radius and depth does not change, 
hence the following always applies: 

-y=^r~2-5 (3) 
In which: s 

r„ = crater radius for sand-water mixture (m) 
rms  = crater radius for clear water (m) 
y = crater depth for sand-water mixture (m) 
y, = crater depth for clear water (m) 

6   Mixture overflow from crater 

Besides the grain diameter, for the determination of the 
slope gradient, the specific flow rate (q) is the most 
important parameter for the above water fill area and 
the specific sand production rate (s) for the underwater 
fill area. A large specific flow rate and a large 
specific sand production rate result in flatter slopes. 
To be able to determine the values of q and s the width 
(B) across which the mixture will spread after passing 
the crater edge must be assessed. 
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The specific flow ratio q and specific sand production 
rate s for single point discharging in an under water 
fill area, follow from the equations: 

q =  Ub.7T/4.db
2/B (4) 

s  = ps.q.ch (5) 

In which: 
q  = specific flow rate (m2/s) 

Ub  = mixture velocity in centre of jet just above sea 
bed (m/s) 

B = spreading width of mixture (m) 
db = diameter of round jet just above sea bed (m) 
s = specific sand production rate (solids) (kg/ms) 
p8 = density of solids (kg/m3) 
cb = volume concentration just above sea bed (-) 

The question is, across what width B the mixture will 
spread. There is little known about this subject. For 
that reason the following approach must be regarded as a 
first attempt to estimate an upper limit Bmax and a lower 
limit Bmin. The upper limit is taken equal to the 
circumference of the crater edge. In principle B could 
become even larger after the mixture has passed the 
crater edge because the size of the crater increases 
continuously from the discharge point. However it seems 
very unrealistic that the mixture spreads more than the 
complete circumference of the crater edge. Hence, for a 
crater under a round (conical) jet the following ap- 
plies: 

Bmax = 27rr«, (6) 

and for a crater under a vertical plane shaped jet with 
a length equal to the curtain-length or the hopper- 
length of the vessel from which the sand is discharged, 
the following applies: 

Bmx = 2nra,  + 2 x curtain-length (7) 

However most likely the mixture will not spread across 
the complete crater circumference Bmax, but will 
concentrate in a channel. 

On the above water fill area the mixture flow can be 
distributed by means of bulldozers across the full width 
of the fill area determined by bunds. This is not the 
case on the under water fill area and hence channel 
formation cannot be prevented here. 
The width B of this channel determines the specific flow 
rate q and the specific sand production rate s and 
therefore the under water slopes. 
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Based on the regime theory, the minimum width of a 
channel normalized for jet diameter d, can be derived 
from (8) (for a round jet, hence for single point 
discharging in an under water fill area): 

Bm 
=0.6 V 

(8) 
In which: 

lower limit of spreading width of mixture (m) 
jet diameter (m) 
mixture flow velocity in centre of jet (m/s) 
mixture flow velocity for which erosion occurs, 
(Shields: Uc  sv(AgrD50)) (m/s) 

d 
u 

In fig. 5 this relation is plotted as a function of the 
flow velocity in the centre of the jet and the grain 
size diameter. 

„6 r° 
400 

1000 

2000 

Fig.5. Minimum spreading width of mixture at overflow of 
crater edge. 

7   Sedimentation and erosion processes 

The extension of a hydraulically placed sand body is the 
result of sedimentation of sand from a sand-water 
mixture flow and in some cases the successive 
replacement of already deposited sand. These 
sedimentation and erosion processes can be determined in 
a quantitative way. In principle they are physically 
independent of each other. The net result can therefore 
be derived by superimposing the sedimentation- and 
erosion-velocity. 
The sedimentation length is defined as the distance 
covered by the sand-water mixture flow before the volume 
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concentration is reduced to 10% of the initial 
concentration. This sedimentation length can be read 
from fig. 6 as a function of the specific mixture flow 
rate, grain size and volume concentration. Because of 
the hindered settling effect, the sedimentation length 
is strongly influenced by the concentration. 
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Fig.6. Sedimentation length as a function of specific 
flow rate, grain size and volume concentration. 

8   Slope formation above water 

The  following  bed-forms  can  be  observed:  terraces, 
cascades and channel formation. 

Terraces and cascades 
Terraces and cascades develop at moderate specific 
mixture flow rates of the order of 0.01 to 0.3 m2/s 
(Winterwerp et al, 1992). The anti-dune like bed-form is 
composed of long, flat sloped terraces where the flow 
velocity is sub-critical and where sedimentation of sand 
takes place, see fig. 7. At the end of this terrace a 
steep cascade is present, where the flow velocity 
becomes super-critical and where erosion takes place. A 
hydraulic jump develops between this cascade and the 
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next terrace at the transition of super-critical flow to 
sub-critical flow. Because of the erosion of the 
downstream side and sedimentation at the upstream side, 
the system of terraces, steps and cascades propagates 
slowly in upstream direction. A dynamic equilibrium 
situation can develop between sedimentation on the 
terraces and erosion on the cascades at a certain 
average bed slope. 

pipeline -discharge  hole 

Fig.7. Terrace formation on fill above water level. 

Channels 
At  high  specific  mixture  flow  rates 
concentrates  in  deep  channels  and  the 
terraces and cascades disappears. 

the  mixture 
bed-form  of 

Equilibrium slope above water level 
The equilibrium slope is defined by the equilibrium 
between sedimentation and erosion. This slope is 
determined with field observations and large scale 
tilting flume tests as a function of the flow velocity, 
grain size and concentration (Winterwerp et al 1990) . 
The following empirical formula for this equilibrium 
slope above water level could be inferred: 

n „      ~-0.45 
i = 0.006(-4£-l)-2- 

Dn <3o (9) 
In which: 

i = tangent of the average slope gradient (-) 
D50 = medium grain size diameter (urn) 

g =  specific mixture flow rate (m2/s) 
D0  = 65 jum 

So 1 m7s 

This equation was derived for specific mixture flow 
rates varying from 0.01 and 0.15 m2/s and grain size 
diameters of respectively 120 and 225 /nm. This relation 
is shown in fig. 8 together with the flume and field 
surveys. The equilibrium slope showed a strong relation 
with the specific mixture flow rate and the grain size. 
The concentration appears to be of minor importance, 
which can be explained by the effects of hindered 
settling. 
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- specific mixture flow rate (mVs) 

Fig. 8. Equilibrium slopes above water, results of 
flume tests and field observations and 
calculations using formula 9. 

9   Slope formation under water 

Compared to the circumstances above water, the soil 
mechanics properties of the sand body during sand 
placement under water have a much stronger influence on 
the development of the slope. Because the deposited sand 
is always very loosely packed, it is susceptible to 
liquefaction. Therefore under certain circumstances the 
slope of the sand body will not be stable and 
liquefaction may occur followed by a flow slide. 
Whether flow slides occur directly after the sand has 
settled depends on the type of sedimentation. To predict 
which type can be expected depends on the sedimentation 
length (L) , the critical slope height (hcr) and the 
porosity (n). 
The  development  of  a  sand  slope  under  water  is 
illustrated in figures 9a, -b and -c. 

During hydraulic placement of sand at low to moderate 
specific sand production rates and with fine sand in 
shallow to fairly deep water, the development of the 
slope takes place in a discontinuous way. This has been 
observed during field surveys and during experiments in 
a large flume. 
During the hydraulic placement of sand, sedimentation 
takes place within the first metres of the slope after 
the sand body has reached the water surface. It then 
starts to develop in horizontal direction. The slope 
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increases locally which may result in a critical 
situation and a flow slide. See fig. 9a. Sedimentation 
again takes place on the resulting flat slope. The 
alternating increase and decrease of the slope caused by 
sedimentation and flow slides, is a continuous process. 
The flow slides are now the dominating factor for the 
transportation of sand to the toe of the sand body. 
For coarser sand and for the same low specific sand 
production rates and shallow water, however, flow slides 
will be observed less readily even when the sand is very 
loose and the porosity of the deposited sand is well 
beyond the critical value. 
It was found that for horizontal slope development a 
critical slope height exists. Beyond this critical 
height flow slides occur. For coarse sand this critical 
slope height is larger than for fine sand. The values 
for h„ are based on experience with the construction of 
sand fills with grain sizes between 100 and 500 /m. The 
critical slope height can be approximated by: 

hcr = 0.075D - 8.5   (120 /jm < D < 500 /im)    (10) 

In which: 
hcr = critical slope height (m) 

D  = grain diameter (jum) 

For h < hcr the under water sand slope increases up to a 
certain steep equilibrium angle. The development of the 
slope takes place in a very regular way and a kind of 
equilibrium situation establishes, see fig. 9b. 

For high specific sand production rates (s > 25 kg/ms) a 
turbulent suspension flow will occur, for fine sand as 
well as for coarse sand, with hydraulic jumps 
propagating continuously in the upstream direction. This 
process is very similar to the type of mixture flow 
above water. 
The suspension flow can extend far beyond the toe of the 
slope resulting in a decreasing under water slope. See 
fig. 9c. Although flow slides may be present these do 
not constitute a prevalent sand transport mechanism. 

Equilibrium slope below water level 
No unique value can be established for the slope of a 
hydraulically placed sand body because of the 
alternating increase and decrease of the slope. Flow 
slides or breach processes, if present, define the 
minimum slopes. The average under water sand slope is 
mainly defined by the grain size and the specific sand 
production rate. 
Average under water slopes observed during the hydraulic 
placement of sand of various projects are shown in fig. 
10 as a function of the specific production rate (s) and 
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grain size. The results of flume tests with fine and 
medium coarse sand are given for various sand production 
rates, as well as the results of previously performed 
small scale flume tests. Since all types of measurements 
are collected a wide scatter is the result. 

i        slope  lengfh 

•        sedimentation  length        , 

a) Small specific sand production rates; increasing 
slope and beginning of flow slides. 

b) Constant slope. 

sedimentation length 

slope  length 

c)     High specific sand production rates; decreasing 
slope. 

Fig. 9  Development of under water sand slopes. 
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0 200 400 600 800 

Fig.10.   Underwater sand slopes measured in the field 
and in the laboratory as a function of D50. 

The following empirical formula applies to the average 
under water slope (i) when no flow slides occur: 

i = 0.0032D.s0A 

In which: 
D =  grain size (/xm) 
s  = specific sand production rate (kg/ms) 

(11) 

L (11 ml = 140 m 

L 116 m) » 180 m 

Fig.11 Building up of the artificial island Issungak for 
hydraulic discharging from the water surface. 

It can be read from fig. 10 that in the field often 
flatter slopes are observed than according to formula 
(11) . These are always practical situations for which 
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flow slides govern the slope formation. In these cases 
it is recommended not to use formula (11) but to 
estimate the slope on the basis of the indicated field 
observations. 

10  Prediction of sand fill dimensions 

Typical computational results for the building up of an 
artificial island at varying discharge heights are shown 
in fig.11 and table 1. 

Table 1   Crater dimensions and sedimentation length for 
discharging from the water surface (Issungak) 

magnitude unit fall height fall height fall height 
19 m 11 m 3 m 

crater width 2r„. m 10-40 8-30 5-20 
specific flow 
rate q m2/s 1.8-2.4 1.4-1.7 0.45-1.1 
specific sand 
production rate s kg/ms 45-200 70-350 170-550 
sedimentation 
length L m 150-250 120-170 50-130 
equilibrium slope 
tan ex (-) 1:7-1:12 1:8-1:14 1:11-1:17 

References 

Breusers, H.N.C. and A.G. Raudkivi (1991). Scouring, 
Hydr. Struct.   Design Manual,   IAHR, Balkema, Rotterdam. 

Groot de M.B., F.T. Heezen, D.R. Mastbergen and H. 
Stefess (1988) . Slopes and densities of hydraulically 
placed sands. Hydraulic fill structures, ASCE Geot. Div. 
Spec.   Conf.,   Colorado State University, Fort Collins. 

Heezen, F.T. and A.CM. van der Stap (1988) . An 
engineering approach to under water dumped sand bodies. 
Internat. Symp. on modelling Soil-Water-Structure 
Interactions,   Delft, Balkema, Rotterdam. 

Rajaratnam, N. (1981). Erosion by plane turbulent jets. 
Journal  of Hydraulic Research,   nr.4. 

Van 't Hoff (ed.) et al (1992). Artificial Sandfills in 
Water. Centre for Civil Engineering Research and Codes, 
report no.   152,   Balkema, Rotterdam. 

Winterwerp, J.C. W.T. Bakker, D.R. Mastbergen and H. van 
Rossum (1992). Hyperconcentrated Sand-Water Mixture 
flows over Erodible Bed. Journ.   of Hydr.  Eng.   nr.   11 

Winterwerp, J.C, M.B. de Groot, D.R. Mastbergen and H. 
Verwoert, (1990). Hyperconcentrated sand-water mixture 
flow over a flat bed. Journal  of Hydr.   Eng.   nr 1. 



CHAPTER 200 

SEDIMENT TRANSPORT BY CURRENTS AND WAVES 

Leo C. van Rijn15 and Aart Kroon2) 

Abstract 

Mathematical and experimental modelling of sediment transport 
processes in the coastal environment is presented. The convection- 
diffusion equation for suspended sediment particles has been used to 
compute the vertical distribution of the time-averaged concentrations. 
The computed results are compared with measured values of laboratory 
and field experiments (surf zone Dutch coast). 

1.  Introduction 

Many details of the complicated sediment transport processes in the 
coastal environment are still unknown. To get a better understanding 
of the most relevant processes, an integrated research programme has 
been set up, sponsored by the Coastal Genesis project (Rijkswaterstaat, 
The Netherlands), the MAST project (EEC research programme) and the 
Basic Research programme of Delft Hydraulics. 

The research programme is focused on theoretical and experimental 
modelling of the processes involved. The major part of the work is 
related to experimental work, as follows: 
• wave tunnel experiments to study the near-bed phenomena (Ribberink 
and Al Salem, 1991 and 1992) 

• wave-current flume and basin experiments to study the vertical struc- 
ture of the velocity and sediment concentration (Van Rijn et al, 
1993) 

• surf zone experiment near the Dutch coast (Kroon and Van Rijn, 1992) . 

Herein, the mathematical modelling of time-averaged sediment con- 
centrations in the coastal environment is presented. The computed 
values are compared with measured results from laboratory and field 
experiments. 

1) Senior engineer, Delft Hydraulics, P.O. Box 152, 8300 AD Emmeloord, 
The Netherlands 

2) Researcher, Dep. Phys. Geography, Univ. of Utrecht, P.O. Box 80115, 
Utrecht, The Netherlands 
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2.  Mathematical model 

2.1  Transport processes 

The total sediment transport rate (qt) can be computed from the 
vertical distribution of fluid velocities and sediment concentrations, 
as follows: 

qc = / VC dz (1) 
o 

in which: 
V = local instantaneous fluid velocity at height z above bed (m/s) 
C = local instantaneous sediment concentrations at height z above bed 

(kg/m3) 
h = water depth (to mean surface level) (m) 
T] = water surface elevation (m) 

Defining: V = v + v and C = c + c (2) 

in which: 
v = time and space-averaged fluid velocity at height z (m/s) 
c = time and space-averaged concentration at height z (m/s) 
v = oscillating fluid component (including turbulent component) (m/s) 
c - oscillating concentration component (including turbulent compo- 

nent) (m/s) 

Substituting Eq. (2) in Eq. (1) and averaging over time and space, 
yields: 

h h 

qt = J vc dz + f v? dz = qc + qw (3) 
o o 

in which: 
h 

qc = I  vc dz = time-averaged current-related sediment transport rate 
o        (kg/sm) 
h 

q„ = f vc dz = time-averaged wave-related sediment transport rate 
o       (kg/sm) 

The current-related sediment transport is defined as the transport 
of sediment particles by the time-averaged (mean) current velocities 
(longshore currents, rip currents, undertow currents). The current 
velocities and the sediment concentrations are affected by the wave 
motion. It is known that the wave motion reduces the current velocities 
near the bed, but the wave motion strongly increases the near-bed 
concentrations due to its stirring action. The wave-related sediment 
transport is defined as the transport of sediment particles by the 
oscillating fluid components (cross-shore orbital motion). 

In this paper the attention is focused on the current-related 
transport rate. 
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2.2  Time-averaged concentration profile 

Usually, the convection-diffusion equation is applied to compute 
the equilibrium concentration profile in steady flow. This equation 
reads as: 

dc 
dz 

+ «..« ^ = 0 (4) 

in which: 
ws m = fall velocity of suspended sediment in a fluid-sediment mixture 

(m/s) 
€s cw = sediment mixing coefficient for combined current and waves 

(m2/s) 
c   = time-averaged concentration at height z above the bed (kg/m3) 

Here, it is assumed that Eq. (4) is also valid for wave-related mixing. 

2.3  Sediment mixing coefficient 

For combined current and wave conditions the sediment mixing coef- 
ficient is modeled as: 

es.c=[(es.„>
2 + (es.c)T

5 <5> 

in which: 
es_„ = wave-related mixing coefficient (m

2/s) 
€sc - current-related mixing coefficient (m

2/s) 

First, the wave-related mixing is discussed. 

Measurements in wave flumes show the presence of suspended sediment 
particles from the bed upto the water surface (Van Rijn, 1991). The 
largest concentrations are found close to the bed where the diffusivity 
is large due to ripple-generated eddies. Further away from the bed the 
sediment concentrations decrease rapidly because the eddies dissolve 
rather rapidly travelling upwards. 

Various researchers have tried to model the suspension process by 
introducing an effective wave-related sediment mixing coefficient (see 
Van Rijn 1989 and 1993). 

As the existing relationships do not yield acceptable results, a 
new approach was presented. Based on analysis of measured concentration 
profiles, the following characteristics were observed (Van Rijn, 1989, 
1993); 
• approximately constant mixing coefficient es,W/b«ci 

in a layer (z < 6S) 
near the bed, 

• approximately constant mixing coefficient eSiV:mBLX   in the upper half 
(z > 0.5 h) of the water depth, 

• approximately linear variation of the mixing coefficient for 8S < z 
< 0.5 h. 
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The mathematical formulation reads as (see Figure 1): 

z < 8S 

z > 0.5 h 

5„ < z < 0.5 h 

Equation (6) is fully defined when the following three parameters 
are known: 

1. Thickness of near-bed sediment mixing layer (8S). 
Based on analysis of concentration profiles measured in non-breaking 
waves, it was found that: 

es,w  — es,w,bect (6a) 

€s,w  — ^s,w,max (6b) 

€s,w  "" ^s,w,bed L^s,w,niax es,w,bedJ f   z_8s  1 
0.5h-5s 

(6c) 

6S = 3 Ar (ripple height) 
5, = 3 {,  (sheet flow regime) 

in which: 
Ar  = ripple height (m) 
8„  = 0.072 As (A6/kSiW) ~0-25  —  wave boundary layer thickness (m) 
8S  = thickness of near-bed sediment mixing layer (m) 
ks,w 

= wave-related bed roughness height (= 3Ar in ripple regime 
and h  8W in sheet flow regime) (m) 

woter  surface i I 

</2h 

7 

g 
»,w, max 

V2h 

•  !• 

E»,w,b«<f   [ 

bed 

A.       WAVE - RELATED    SEDIMENT    MIXING    COEFFICIENT 

1 \ 

V2h 

•- 

e»,c,max 

] 

V2h (parabolic) 

water surface 

bad 

B.      CURRENT-RELATED    SEDIMENT    MIXING    COEFFICIENT 

Figure 1 Mixing coefficient distribution 
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2. Mixing coefficient  in near-bed layer   (es,„,bed) 
This parameter was  found to be: 

e
S.w,bed = «i>fl«8s (8) 

in which: 
U5  = peak value of near-bed orbital velocity (based on significant 

wave height) (m/s) 
ab = 0.004 D* = empirical coefficient (-) 
D*  = d50 [(p3-p)g/ (pv

2)]1/3 = particle size parameter (m) 

3. Mixing coefficient in upper layer (es,w,max) 
This parameter was found to be: 

Hs_h 
e..-.«x = °-035 "4- <9> 

in which: 
Hs = significant wave height (m) 
Tp = peak period of spectrum (s) 
h = water depth (m) 

Second, the current-related mixing coefficient (es-c) is presented, 
which reads as: 

(10) 
esc = K (J u, c z(l-z/h)       for z < 0.5 h 

es>0 =0.25pi;u,;Ch for z > 0.5 h 

in which: 
u*,c = (SJ0,5 vR)/C = bed-shear velocity (m/s) 

C =18 log(12h/ks>c) = Chezy coefficient (m°-5/s) 

vR = depth-averaged velocity (m/s) 

ks c = current-related bed-roughness height (m) 

h = water depth (m) 

K = constant of Von Karman (= 0.4) 

P - coefficient (-1) 

2.4 Reference concentration near the bed 

The reference concentration is given by: 

c    =  0.015 ^5£ .Ilf (11) 
a  Do.3 

in which: 
D*  = dimensionless particle parameter (-) 
T  =• dimensionless bed-shear stress parameter (-) 
a  — reference level (m) 
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The T-parameter is, as follows: 

T =  [<OT - <cr]/xb.or (12) 

in which: 
Tb,cw = time-averaged effective bed-shear stress (N/m2) 
Tb,or = time-averaged critical bed-shear stress according to Shields 

(N/m2) 

The magnitude of the time-averaged bed-shear stress, which is inde- 
pendent of the angle between the wave- and current direction is given 
by (Van Rijn, 1990): 

Tb,cw = ^b.c + Tb,w (13) 

in which: 
Tb,c = l*o acw Tb,c = effective current-related bed-shear 

stress (N/m2) 
Tb,w "" I'w Tb,w = effective  wave-related  bed-shear 

stress (N/m2) 
Tb c 

= ~k C  ^c (vR)
2 ~ current-related  bed-shear  stress 

(N/m2) 
xb w = — p fw (06)

2 = wave-related bed-shear stress (N/m2) 

fc  =0.24 [log(12h/ksc)]"
2  = current-related friction factor (-) 

fo  =0.24 [log(12h/3d90)r
2  = grain friction factor (-) 

fw   = exp [-6+5.2 (A8/ka/W)"
0-19]  = wave-related friction factor (-) 

vR - depth-averaged current-velocity (m/s) 
U6 = peak value of near-bed orbital velocity (m/s) 
As =• peak value of near-bed orbital excursion (m) 
h = water depth (m) 
ks c - current-related bed-roughness (m) 
ks w = wave-related bed-roughness (m) 
li,. — fc/fc = current-related efficiency factor (-) 
]iv = 0.6/D* = wave-related efficiency factor (-) 
aou = correction factor related wave-current interaction (see next 

section), (-) 
p = fluid density (kg/m3) 
ps = sediment density (kg/m3) 

2.5 Current velocity profile 

The current velocity profile (see Fig. 2) is represented as a two- 
layer system to account for the wave effects in the near-bed layer (Van 
Rijn, 1993): 

. ,    vr ln(30z/ka) V(Z) = -l+ln(30h/ka) for z ^ 3 5W ^ 

v(z) =    v, ln(908„/ka) ln(30z/ks,c) for z < 3 8 
VU)   [ln(90d„/ks,o]) [-1 + ln(30h/kj] ror      °» 
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in which: 
ka       ~  ksc exp[YU8/vr]   -   apparent   roughness   related   to   wave-current 

interaction (ka 
k. 

10 kg.) (m) 
= physical current-related bed roughness (m) 

0.8 + <|> -0.3 4>2 

4>   - angle between current and wave direction (in radians between 0 
and it; 90° = hit ,   180° = it) 

6W  = 0.072 A8 (A,/ks w) "°-
25 = maximum thickness of wave boundary layer 

(m) 

The   oe0„-factor  is  given by  (Van Rijn,   1993) : 

ln(90 8w/ka) 
ln(90o„/ks,o) 

-1 + ln(30h/k. J 
-1 + ln(30h/k. (15) 

current modified^^ 
by waves         f 

i >//^current alone 

ka/30 

/ // 
/ //1 e   //   ' 

ks/30 

 >•   relative velocity, vz/v 

Figure 2 Velocity profile 

=^=J 

90       JT 

guiding plates 
(• .90'f 

channel' 
• with • 

movable 

[current | 

Figure 3 Plan view of wave- 
current basin 
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2.6    Sediment transport 

The suspended load transport is given by: 

h 

<J3,c = | vc dz (16) 
a 

The bed-load transport is given by: 

qb>c = O^Su.'.cd^T^D;
0-3 (17) 

in which: u,',<. = (t^/p)0-5 

3.  Laboratory experiments 

3.1 Experiments 

Experiments were carried out in a wave-current basin at Delft 
Hydraulics to measure the current velocities and sediment concentra- 
tions under irregular non-breaking waves combined with a current. The 
bed material consisted of fine sand with d10 = 70nm,d50 = 100 nm and d90 
- 130 |im. The water depth was about 0.4 m. Figure 3 shows a plan view 
of the experimental facility. The current was confined (by guiding 
plate's) in a channel (width = 4 m) with a movable bed consisting of 
fine sand (d50 = 100 (im) . The guiding plates were placed normal to the 
wave crests. The (significant) wave heights generated were Hs =• 0.07, 
0.1 and 0.14 m. The peak period of the wave spectrum was about 2.3 s. 
Three current velocities (0.1, 0.2 and 0.3 m/s) were generated by 
varying the pump discharge. The velocity distribution across the 
channel was almost uniform. The velocity profiles in the middle of the 
channel were perfectly logarithmic. The vertical distribution of the 
turbulence intensity was in good agreement with values reported in the 
literature. Based on this, it was concluded that the effect of the 
guiding plates on the current was negligible. The wave propagation 
direction was set at 60°, 90° and 120°. 

The water entering the channel had no initial sediment load. Conse- 
quently, the concentration profiles were generated by erosion of 
sediment particles from the bed. To provide enough length for esta- 
blishing equilibrium concentration profiles, the measuring section was 
situated at a distance of about 30 times the water depth from the 
channel entrance. 

3.2 Instruments 

Measurements of wave height, velocity and sediment concentration 
were performed from a carriage moving over rails above the channel. 
Water level variations were measured by use of a resistance probe near 
the location where the concentrations and velocities were measured 
(measuring period = 30 min). Characteristic wave parameters were 
computed from the data records. 
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Instantaneous sediment concentrations were measured by use of an 
acoustic probe; time-averaged sediment concentrations were determined 
from water-sediment samples using a pump sampler. This latter instru- 
ment consisted of an array of ten intake tubes of 3 mm internal diame- 
ter connected to the pumps by plastic hoses. The lowest intake tube was 
placed at about 0.01 m above the crest level of the bed forms. The in- 
take openings were placed in transverse direction to the plane of orbi- 
tal motion (Bosman et al, 1987). The intake velocity was about 1 m/s 
satisfying sampling requirements. The 10 liter samples were collected 
in calibrated buckets. 

Instantaneous velocities were measured using an electromagnetic 
velocity meter (EMS) with a measuring level of about 3 mm below the 
probe and an acoustical probe (AZTM). The velocities were measured at 
the same elevations above the mean bed as those of the concentrations 
starting at the lowest point and working upwards. A time-averaging 
period of 256 s (approx. 100 waves) was applied. 

Space averaging over the bed-form length was performed by moving 
the sediment concentration and fluid velocity instruments forward and 
backward over a certain longitudinal distance by use of an oscillating 
carriage above the channel. The velocity of the moving carriage 
(approx. 0.01 m/s) was small compared with the fluid velocity and large 
compared with the bed-form migration velocity. The error in the time- 
averaged velocity was less than 0.00125 m/s in the present tests. 
Preliminary tests showed that a space-averaging distance of 0.6 m 
(approx. 5 ripple lengths) was sufficiently large to give reproducible 
results. 

3.3  Time-averaged concentration profiles 

Analysis of the time-averaged concentration profiles shows the fol- 
lowing results: 
• concentrations increase for increasing wave height, 
• current velocity does not affect the near-bed concentration; 

increasing current velocity results in a more uniform concentration 
profile (larger mixing), 

• concentrations are largest when the wave direction is normal to the 
current direction. 

Measured concentration profiles for four tests are shown in Fig. 4. 
Equation (4) was used to compute the time-averaged concentration pro- 
files based on the following input data: d50 - 100 |im, d90 = 130 \im, 
ws = 0.0065 m/s, ks w = ks c = 3Ar, Ar - measured ripple height, a = 
0.5Ar, 6S = 3Ar, p '= 1000 icg/m*, ps = 2650 kg/m^. 
The Bijker method (1971, 1978) was also used to compute the concentra- 
tion profiles. The b-coefficient of this method was used as a calibra- 
tion coefficient. A value of b = 1 gave the best results. 
The computed concentration profiles are shown in Fig. 4. Both methods 
yield reasonable results; the method of Bijker overestimates the mea- 
sured concentrations at low velocities of 0.1 m/s (T14 10 90). 

Computed transport rates showed reasonable agreement with measured 
values; most computed values are within a factor 2 of measured values. 
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Figure 4 Measured and computed concentration profiles 
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4.   Field experiments 

4.1 Site description 

The field experiments were performed at the central part of the 
Dutch coast near Egmond aan Zee. The hydrodynamics near Egmond aan Zee 
are characteristic for a mixed-energy coast of a semi-enclosed sea. The 
incoming waves from the North Sea have a mean annual wave height of 1.3 
m and come from southwestern to northern directions. The mean semi- 
diurnal tidal range is 1.65 m, with a maximum range at spring tide of 
2.10 m and a minimum range at neap tide of 1.40 m. The tidal curve near 
Egmond is asymmetrical with a flood period of 4 hours and an ebb period 
of 8 hours. The morphology of the beach and nearshore zone in this area 
is characterized by an outer and an inner nearshore bar in the subtidal 
zone and a swash bar on the beach. 

The sediments in the area are well sorted and composed of fine to 
medium sand. The mean grain size ranges between 250 and 350 \xm. Most 
of the sediments of the bed surface contain shells (especially in the 
troughs between the bars) or shell fragments (especially in the swash 
zone, close to the toe of the beach face). 

4.2 Measurements 

Detailed measurements of the sediment transport processes in the 
inner nearshore zone were executed with the use of a small platform. 
The platform is a scaffold construction of 2.5 meter in length and 
width at 2.5 meter above the bed. During a measurement day the platform 
is positioned on a location within the inner nearshore zone. The plat- 
form is pulled through the water with a tractor and a winch standing 
on the beach. The platform is equipped with a capacitance wire, three 
electromagnetic flow devices, two optical backscatterance devices and 
a pump sampling system. All these instruments are installed on the 
seaward exposed site of the platform. 

The capacitance wire (CAP) measures the free surface elevations of 
the water column. The three electromagnetic flow devices (EMF) measure 
the longshore and cross-shore velocity components in the horizontal 
plane at three heights above the bed. 

The cross-shore micro-morphology of the bed over about 2.5 m was 
deter-mined by use of a mechanical feeler system consisting of a small 
trolley connected to a rod movable along one side of the platform. The 
recorded series of the bed morphology have a spatial resolution of 
0.05 m. 

Herein, the time-averaged sediment concentration profiles and 
transport rates are discussed. 

4.3 Time-averaged concentrations 

Time-averaged concentration profiles at different relative wave 
heights (Hs/h) are shown in Figure 5 and 6. 
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Figure 5 shows measured concentration profiles under various wave 
conditions in the surf zone with water depths ranging from 0.7 to 1.2 
m. The relative wave heights (Hs/h) were in the range of 0.4 to 0.7. 
The near-bed concentrations are in the range of 0.2 to 2 gr/1. The near 
surface concentrations are in the range of 0.01 to 0.5 gr/1. A clear 
influence of the relative wave height can be observed. The near-bed 
concentrations increase for an increasing relative wave height. The 
concentration profiles also become more uniform for increasing relative 
wave height. 
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Figure 5 Sand concentration profiles in surf zone 

Figure 6 shows concentration profiles in the swash zone with strongly 
plunging breaking waves. The measured concentrations are a factor 10 
larger with near-bed concentrations in the range of 10 to 20 gr/1 and 
a large mixing effect over the depth (more uniform profiles) can be 
observed. 
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Figure 6 Sand concentration profiles in swash zone 
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Figure 7 shows the ratio of the concentrations measured at z = 0.01 
m and at z - 0.1 i above the bed as a function of relative wave height 
(Hs/h). The ratio sharply decreases for Hs/h larger than 0.2. A con- 
stant value of 2 can be observed for Hs/h larger than 0.6 which means 
almost uniform concentration profiles due to the breaking process. 
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Figure 7 Ratio of concentration at z 
the bed 

0.01 m and at z = 0.1 m above 

Figure 8 shows measured concentrations at z = 0.01 m above the bed 
as a function of the peak orbital velocity near the bed under the wave 
crest. Although the scatter is relatively large, the concentrations 
show an increasing trend for increasing orbital velocities. The experi- 
mental results of Ribberink and Al Salem (1991, 1992) measured in wave 
tunnel conditions are also shown. The relatively large values at low 
orbital velocities are related to the presence of ripples which are 
gradually washed out for increasing orbital velocities (U = 0.8 m/s) . 

Equation (4) was used to compute the concentrations at z = 0.01 m 
above the bed. Reasonable agreement with measured values can be obser- 
ved. A similar function proposed by Bijker (1971,1978) was also used 
(b-factor = 1) . As can be observed the Bljker-formula yields almost 
constant concentrations. 

Measured and computed concentration profiles for a range of condi- 
tions are shown in Figures 9 and 10. The wave-related bed roughness was 
taken ks „ - 0.05 m for ripples and ks - 0.01 m for sheet flow condi- 
tions. The significant wave height and the peak period were taken as 
the characteristic wave parameters. The 6S-parameter expressing the 
thickness of the near-bed sediment mixing layer in the surfzone, which 
is an unknown parameter, was used as a calibration parameter. A value 
of 6S = 0.2 m gave good results for all conditions. The ratio of 8s/h 
shows an increasing trend for increasing values of Hs/h, see Fig. 11. 
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Analysis of measured and computed concentration profiles shows reaso- 
nably good results for Hs/h-values upto 0.75 (surf zone), see Figs. 9 
and 10. For H5/h-values larger than 0.75 (plunging waves in the swash 
zone) the computed concentrations are systematically smaller than the 
measured concentrations. Increase of the wave-related bed roughness 
from kSK = 0.01 m to ksw = 0.04 m yields larger concentrations, but 
the computed values are still a factor of 2 too small. Furthermore, a 
bed roughness of ks w = 0.04 m in the swash zone is not realistic. 
Based on this, it is concluded that the time-averaged concentrations 
in the swash zone cannot be computed using an equilibrium model con- 
cept. The hydrodynamic processes in the swash zone with a relatively 
steep upsloping bed are strongly non-uniform. Vertical as well as 
horizontal convective processes are important and should be modeled 
properly. 
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Figure 8  Concentration at z — 0.01 m above the bed 
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Figure 9 Measured and computed concentration profiles 
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5.  Conclusions 

The following conclusions are given: 
• the current velocity hardly affects the near-bed sediment concentra- 

tions ; the wave motion is dominant 
• the sediment concentrations are maximum when the waves are directed 
normal to the current (in the ripple regime) 

• the sediment concentrations show a large increase under plunging 
breaking waves, especially in the swash zone 

• the concentrations in the swash zone are not locally determined 
(space lag) 

• computed concentration profiles show reasonable agreement with mea- 
sured values for relative wave heights upto Hs/h = 0.7. 
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CHAPTER 201 

A WAVE-CURRENT SEDIMENT BOUNDARY LAYER 

Keith Bedford1 and Jongkook Lee2 

Abstract 

A two-hour set of wave-current bottom boundary layer data collected at 
a dredged material placement site is examined with regard to establishing 
whether readily measured variables such as turbulent and wave kinetic 
energy (TWKE) correlate with more difficult to measure near bottom data. 
The data, collected in Mobile Bay, Gulf of Mexico, consisted of acoustic 
concentration profile data and velocity measurements at 50 and 114cm above 
bottom. The Reynolds Stress did not correlate well with any of the near 
bottom data including vertical flux and total water column mass. TWKE was 
a much more solid correlate with these variables but still was weak in 
correlating with near bottom mass. The wave kinetic energy was a solid 
correlate with near bottom data, particularly the mass in the bottom 5cm. 

Introduction 

Material from dredging operations is often placed in water where both 
currents (wind driven or tidal generated) and waves exert a pronounced effect 
on the bottom shear stress and the resulting long term stability of the material. 
The purpose of this article is to report on aspects of the near-bottom structure 
of a wave-current bottom boundary layer at a dredged material placement site 
in Mobile Bay, Gulf of Mexico. The information to be presented here is 
extracted from a comprehensive report by Bedford et al. (1990) which resulted 
from the authors participation in a comprehensive multi-investigator field 
experiment performed as part of the US Army Corps Dredging Research 
Program. 

Professor, Civil Engineering, Ohio State Univ., 2070 Neil Ave., Columbus, OH 43210 
2Grad Student, Civil Engineering, Ohio State Univ., 2070 Neil Ave., Columbus, OH 43210 
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Field Data Acquisition and Initial Results 

Site Description and Instrumentation 

The comprehensive project took place from August 18,1989 to September 
2,1989 off shore of Mobil Bay, Alabama. The near bottom data presented here 
were collected by the ARMS (Acoustic Resuspension Measurement System) 
which was deployed on a Feeder Berm site in 5.75 m of water (low tide 
datum). The bottom materials were composed of fine grain sands and silts in 
the 40-60 micron range. While a 1.45° bottom slope existed on the western 
edge of the Feeder Berm, ARMS was placed in a flat plain almost 300 meters 
from this slope. 

Two fifty-five hour continuously-recording data sets were collected at the 
site, and the data reported here came from the first deployment collected from 
1301 hrs. Central Daylight time (CDT) 22 August '89 to 2033 hrs. CDT 24 
August '92. 

Table 1 contains a list of the instruments on the bottom sitting tripod and 
their sampling frequency. The uppermost Marsh McBimey current meter is 
used to determine wave and current magnitude and direction while vertical 
flux data are derived from the 50cm Above Bottom (AB) current meter. The 
acoustic backscatter profiler is interpreted as concentration following Libicki 
et ah, 1989 and the 1.14cm range bins provide an extremely dense profile of 1 
Hertz sediment concentration profile data. ARMS wave data were corrobo- 
rated with additional data supplied from the Shell Well (Shell Oil Company) 
site and two operational Army Corps PUV gages. The Shell Well data also 
contained one hour average wind speed, direction, pressure, and air-sea 
temperature data. 

Table 1. Instrumentation and Sampling Summary 

VARIABLE 
MEASURED SYMBOL MANUFACTURER 

SAMPLING 
FREQUENCY 

SPATIAL 
LOCATION2 

Pressure 
Temperature 

Velocity 
Velocity 

Cone. Profile1 

P 
T 

u,v 
u,w 
C(z) 

Celesco 
Yellow Springs 

Marsh McBimey 
Marsh McBimey 

Edo Western 3MHz 

2.0 Hz 
1.0 Hz 
2.0 Hz 
2.0 Hz 
1.0 Hz 

114 cm 
114 cm 
50 cm 

130 cm 
'positioned to meausre of concentration in a series of 100 range bins, each 1.16cm thick 
2measured as distance above bottom 

In reviewing the fifty-five hour data set, our intention was to focus 
attention on a wave current period of the record that was suitable for a 
detailed comparison of the data with proposed theoretical models, particu- 
larly the Glenn and Grant (1987) model. The conditions necessary for apply- 
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ing this model are quite severe (as they are with most theoretically simplified 
boundary layer models) and include i) constant or equilibrium vertical flux, 
ii) no horizontal sediment flux gradient, iii) a streamline coordinate system, 
iv) weak to non existent vertical tower or instrument tilt, and, for the Glenn 
and Grant model, v) waves and currents of somewhat equal magnitude. 
From the fifty-five hour data set, a two-hour period of data was exemplary in 
meeting all these criteria i.e. 1711 hrs. CDT to 1911 hrs. CDT 22 August '92. 
One of the noteable features of this piece of data is that the total horizontal 
current vector flows due east for the entire two hours which means that the 
50cm AB current vector is sampling the full streamline coordinate average 
velocity. These two hour data are examined in more detail in the rest of the 
article and will be referred to as the "data set." 

The Setting 

A graphical and analytical review of the average conditions during the 
data set has appeared in Bedford et al, 1991 and will not be repeated here. In 
summary, the winds were steady at 5m/sec. coming from 160° having just 
veered to that direction from 45° during the prior twelve hours. The tide was 
approaching slack tide at 1700 hrs having reached maximum ebb stage 4 hours 
earlier. As noted above then the current was directed the east (+x, +u) and 
uniformly increased over time from 15-22 and 6.5-12cm/sec at the top and 
bottom current meters, respectively. The significant wave height was approx- 
imately 1.0m with a peak period of 5.6 seconds. These data correspond to a 
wavelength of 37.0m and a bottom orbital velocity of 22cm/sec. The waves 
progressed to the north west (320°) in contrast to the eastward flowing 
current. 

Local Averages and Turbulence Definition 

The definition of turbulence requires that the local temporal average 
value be known. This local average must be from a record sufficiently long 
enough to achieve stationary conditions in the fluctuation statistics. With the 
short period gravity waves and wave groups being analyzed here, turbulence 
time scales and wave period fluctuations overlap and lacking any clear theo- 
retical guidance on how to separate wave and turbulent fluctuations the only 
averaging operation attempted was the traditional Reynolds uniform weight 
function. The selection of the averaging interval T, is difficult in time varying 
flows. Methods suggested by Gross and No well (1983) and standard run tests 
(Bedford et al.. 1987) were applied to these data with a ten-minute period 
selected for averaging. Correspondingly, the data set was subdivided into 12 
ten-minute long frames; averages performed for each frame and combined 
turbulent and wave induced instantaneous fluctuations were defined relative 
to that local average. 
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Average Concentration Field 

Figure 1 contains the twelve average near bottom concentration profiles. 
The extremely sharp vertical gradient 10-20cm AB is a trademark of wave- 
current bottom boundary layers (WCBL) and separates the current driven 
region (z>20cm AB) from the combined wave-current driven region (<10cm 
AB). Unlike the Glenn and Grant model calculations, there is a smooth 
(continuous first derivative) transition region (10<z<25cm AB) between the 
two layers. Explicit comparisons of these profiles with the Glenn and Grant 
(1987) model are contained in the article by Bedford and Lee (1992). In sum- 
mary, with no coefficient tuning of any kind, the model reproduced the 
profiles quite adequately. The near bottom (z<20cm) comparison was quite 
good with the comparisons at or above z>30cm being poorer than expected. 
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Figure 1. Profiles of the Twelve Ten-Minute Average Concentration Profiles 

Turbulent and Flux Data 

Turbulent Parameters 

With the current meter being 50 cm AB, turbulent data as well as direct 
flux measurements in the thin WCBL are prohibited. Following are data on 
the turbulent quantities at 50 cm AB. Figure 2 contains plots of u'w' and the 
turbulent and wave kinetic energy (TWKE).    The "Reynolds stress" varies 
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between -2 and 0 with an average value of -1.3 cm2/sec2. In assessing these 
values it should be noted that the critical erosion stress for the bottom materi- 
als at the site is estimated by the modified Shields diagram (Glenn and Grant 
1987) to be 1.34 dynes/cm2 while the Achers and White value was estimated 
to be 0.95 dynes/cm2. One can anticipate greater values of measured u'w' 
near the bottom and therefore assume that erosion is continuous during the 
period. 

5 6 
Time (hr) 

E o 

Time (hr) 

Figure 2. Time Traces of a.) Turbulent and Wave Kinetic Energy (TWKE); 
and b.) Reynolds Stress u'w' 

The TWKE average value is 24cm2/sec2 varying between 18-31cm2/sec2- 
The ratio of the TWKE to total energy is falling continuously during the data 
set from 0.45 to 0.2 with the average being 0.35. 

Flux and Variance Data 

The net vertical flux at 50 cm AB consists of advective (w c), settling 

(wsc) and turbulent (w'c') components. For this data set w c is essentially 
zero; a requirement for boundary layer theories. 

Figure 3a contains a time trace of the average concentration at 50cm AB 
and the normalized root mean square (NRMS) value. As seen, the concentra- 
tions are not high being less than 10% of the average values in the bottom 
10cm. Also, the average is comprised of widely varying data achieving NRMS 
values of 1.0 but generally centering on 0.5. By contrast, Fig. 3b contains the 
same data for 5cm AB.  Here again the NRMS is roughly 0.5.  The average 
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concentration is falling a bit more, probably in response to the slightly weak- 
ened wave field towards the end of the two hours. Figure 3c contains a plot of 
the total vertical flux at 50cm AB. It is seen to drop quickly during the first 
two frames to a value of -5(10"3) mg/cm2/sec and then change relatively little. 
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Figure 3. a.) Time Trace of Concentration at 50cm Above Bottom (AB); 
b.) Time Trace of Concentration at 5cm AB; c.) Time Trace of 
Vertical Flux, Nz, at 50cm AB; and d.) Time Trace of 
Turbulent Flux, c'w', at 50cm AB. 
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The net flux then is weakly depositional. Turbulent diffusive flux at 50cm AB 
(Fig 3d) is quite weak. These calculations assume a settling velocity for the 
particle size of 0.40 cm/sec. On Figures 4c and 4d the number "total mass" 
refers to the integrated flux or eqivalent mass per square centimeter that 
would accumulate on (+) or erode from (-) the bottom during the two-hour 
data set. As easily seen, the net equivalent deposition on the bottom totals 0.1 
mm; i.e. a net accumulation of virtually zero. 
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Figure 4. Scatterplots of a.) TWKEvsNz;b.) TWKEvsc'w'; 
c.) u'w' vs Nz; and d.) u'w' vs c'w' 
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Flux Correlations 

Of management interest to engineers are correlations of near bottom 
concentration, total mass and flux rates with other measured variables. 
Figures 4a-d present scatterplots of the TWKE and Reynolds stress with the 
total flux (Nz), and turbulent flux (c'w'). As can be readily seen the correla- 

tions with u'w' or Reynolds stress are poor to nonexistent. The correlations 
between TWKE and the two fluxes are stronger. That the Reynolds stress is 
such a poor correlate should be a bit surprising as it is often thought to be 
strongly representative of the force necessary for erosion at the bottom. That 
it is such a poor correlate should bring comfort however, as it is very difficult 
to measure being filled with errors and subject to considerable scatter (Grant 
and Madsen 1986, Bedford 1992). TWKE, on the other hand, is a much 
simpler variable to measure and would prove to be an easier correlate to 
embed in empirical formulations for fluxes, etc. It should be further noted 
that the correlation between flux Nz or c'w' and TWKE is at the heart of 
many phenomenological models of turbulence (e.g. ASCE 1988) and lends 
field data support to that basic hypothothesis. 

Concentration and Total Mass Correlations 

Correlations of the average concentrations (at 50 and 5cm AB) with 
TWKE were inconclusive. This is a bit discouraging, especially at 50cm AB 
where the nonlinear and confounding effects of ripples, sediment 
stratification, and vortex shedding, etc., are minimal. 

Another type of correlation of a sediment profile measure, the integrated 
profile mass, was a good deal more successful. Here the instantaneous 
profiles were integrated from z = 0 to various heights above bottom (e.g. 5 cm, 
50 cm) and the resulting integrated mass time averaged. Figures 5a,b contain 
the integrated mass time variation for z = 50 and 5 cm AB, respectively. Qj,, 
is generally falling in accordance with the gradual decrease of wave energy. 
Q5, even though an integrated and therefore a smoothed measure, is a bit 
more irregular, an indication of the complexity of the near bottom physics. 

Figures 5c,d contain correlations between TWKE and Qso and Qs, 
respectively. A clear linear relationship between TWKE and Q^ is noted. 
Again, the lack of clear correlation between TWKE at 50cm AB and local near 
bottom activity is noted. Clearly, using remote (50cm AB) turbulence data 
isn't advisable in establishing values of local near bottom concentration and 
interfacial exchange values. 
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Figure 5.    a.) Time Trace of Integrated Mass at 50cm AB, Q50; 
b.) Time Trace of Q5; 
c.)  Scatterplot of TWKE and Q50; and 
d.) Scatterplot of TWKE and Q5. 

While turbulence measures can be altered dramatically between 50 cm 
and 5cm   AB by for example stratification and therefore provide poor 
correlation, wave data at 50 cm penetrate relatively unscathed to the near 
bottom region and thus might be a better correlate under certain conditions. 
Figures 6a,b contain scatter plots of the wave kinetic energy (as calculated by 
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Figure 6. Scatterplots of a.) Bottom Orbital Velocity Energy, Ug / 2 vs C at 

50cm AB; b.) Ug /2 vs Q; c.) \j\ /2 vs C at 50cm AB; and d.) 

UB/2VSQ50 

one half the bottom orbital velocity squared), and c and Q at 5cm AB. Here, a 
clear linear relationship is at hand; reflecting not only the dominance of the 
wave in local bottom activity but also a relatively simple procedure for 
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perhaps constructing empirical relationships for bottom exchange. Figure 
6cshows that Ug / 2 also correlates quite well with the integrated mass 
measure Q^. Figure 6d, quite by contrast, shows poor correlation between 

UB / 2 and c at 50cm AB, thus indicating that a more complex suite of 
physical processes is at work in controlling the values of the two sediment 
measures. 

Shape Analyses and Correlation 

Based upon a geometric shape analysis procedure developed by 
Velissariou and Bedford (1989) the 12 average profiles were analyzed and four 
relatively distinct regions separated by three "boundaries" were identified. 
Figure 7 contains the time series of the heights of the various boundaries. The 
top of the wave-current boundary layer is seen to be relatively steady at 10-11 
cm AB; the transition region occupies the region between 12-24 cm AB and 

• Transition Layer 
O Wave-Current Layer (WCL) 
  Mobile Bed 
  Glenn and Grant WCL Calculation 

5 6 
Time (hr) 

Figure 7. Time Trace of the Heights of the Measured Tansition Layer (•), 
the Measured Wave-Current Boundary Layer (O), the Measured 
Mobile Layer (--) and the Calculated Wave-Current Layer ( ). 
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below 3cm we found evidence for a mobile layer. The height of the wave- 
current boundary layer calculated by Glenn and Grant (1987) is also plotted 
and is seen to fall squarely on the geometrically determined heights. 

Recognizing from the previous correlations how well TWKE and its 
subsumed but dominant wave kinetic energy correlated with integrated mass 
measures, it should come as no surprise that it also correlated very well with 
the total mass in the WCBL (Q„) and the total mass just in the transition layer 

(Qll-2i>- 

Summary 

The tower by which these data were collected contained an extremely 
robust and exotic suite of instrumentation. By examining various correlations 
in these robust data, we can perhaps begin to identify simpler point measure- 
ments that can be made with more readily available instruments. Clearly, 
these results indicate that TWKE, with its subsumed wave kinetic energy 
component, is a fundamental correlate with a number of important parame- 
ters including Nz (z=50), c'w' (z = 50), Qso, Qn (the mass in the WCBL) and 

Qn-24 (me mass in the transitional layer). TWKE was a weaker correlate with 
near bottom Q5 and provided no correlation with C5. 

The wave kinetic energy in the form of \J\ 12 was a solid correlate with 

the bottom activity Qs; Cs. Ug /2 didn't correlate well with Cm, nor did 
TWKE. 

The WCBL height predicted by the Glenn and Grant model was identical 
to that measured by our devices indicating the soundness of that empirical 
representation as well. 

While notable, these simplifications did come from a data set that was 
selected via some strong restrictions. That there are still many unexplained 
features and results in these data which suggests we have far to go in achiev- 
ing understanding when we depart from the benign equilibrium conditions 
analyzed here. 
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CHAPTER 202 

LONGSHORE CURRENT AND LATERAL MIXING 
IN THE SURF ZONE 

Ichiro Deguchi1), Toru Sawaragp) and Masanobu Ono3) 

Abstract 

We investigated the occurrence of FIG waves generated by a shear instability of 
steady longshore current on a uniformly sloping beach so that we can discuss the 
characteristic of Fig waves with respect to a wave breaking. We also carried out 
experiment to investigate cross-shore distribution of lateral mixing coefficient that 
determines the cross-shore profile of longshore current. 

It is found that the occurrence and characteristic of FIG waves depend on a cross- 
shore profile of steady longshore current on the uniformly sloping beach as well as 
those on a beach of a constant depth analyzed by Bowen et al.(1989). The bottom slope 
affects FIG waves indirectly through the cross-shore profile of longshore current. The 
measured lateral mixing coefficient, which also gives influence on longshore currents, 
becomes maximum within the surf zone and decreases rapidly toward offshore. The 
locus where the maximum longshore current occurs, that plays an important role in the 
generation of FIG waves, depends on the surf similarity parameter of the incident 
wave. 

Introduction 

Various research regarding long period waves in a coastal region have been carried 
out. An object of the most of research is a long period wave corresponding to infra- 
gravity band. Wave numberki of a long period wave of infragravity band is in a range 
of o2/g<ki<c?/(gtanfl) and does not become larger than (^/(gtan/J), where o is the 
angular frequency, g is the gravitational acceleration and tan/? is the bottom slope. 

According to recent field studies, waves of large wave numbers (short wave 
lengths) were observed in the lower frequency band than the infragravity band. Bowen 
et al.(1989) named such wave far infragravity wave (FIG wave). They analyzed the 
occurrence and characteristic of FIG waves and reported that a shear instability of 
steady longshore current caused FIG waves. However, their analysis was carried out 

V Assoc. Prof.,2) Prof, and 3) Research. Assoc, Dept. of Civil Eng., 
Osaka University, Yamada-oka, Suita-city, Osaka 565, Japan 
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under the simplified condition where a constant water depth and a linear distribution of 
longshore current were assumed. 

We analyzed the occurrence of FIG wave caused by the shear instability of steady 
longshore current on a uniformly sloping beach, a more realistic condition. We also 
examined the characteristic of lateral mixing coefficient that determines the cross-shore 
distribution of longshore current and accordingly exerts an influence on the occurrence 
of FIG wave greatly. 

Occurrence condition of FIG wave on a uniformly sloping beach 

In this section, we analyze the characteristic of FIG wave under the condition 
where a steady longshore current develops on a long straight beach with parallel 
contours. A coordinate system is shown in Fig.l. An x axis is taken positive in the 
offshore direction from the still water shoreline and a y axis in the longshore direction. 

Figure 1 Coordinate system 

We assume that a perturbed motion is superimposed on the steady longshore 
current. Let cross-shore and longshore components of perturbed velocity be u(x,y, t) 
and v(x,y, t) and the depth averaged velocity of steady longshore current be V(x) where 
V»(u and v). We also express the surface displacements corresponding to the 

perturbed motion and a steady component as T](X, y, t) and E(x). 
The following fundamental equations for the steady component and perturbed 

component are obtained from a basic equation of a wave-induced current. 
dE     1  as„ 

0 = 
dx     pD 

o = --±-(^ 
pD\ dx 

dx 

+ T 

= _g. du    T  3V 
— + V— 
dt dy 
dv       dV    Trdv 
— +u— + V— 
dt      dx      dy 

>) 
dt] 

K» 
£V 
dx2 

dx 

-g in. 
dy 

(1) 

(2) 

(3) 

(4) 

where p is the density of water, %y is the time averaged bottom shear stress in the 
longshore direction, S^ and Sv are the radiation stresses, K^ is the lateral mixing 
coefficient andD is the total water depth (=h+E+r)). 

We also suppose that a temporal variation of D is sufficiently smaller than spatial 
gradients of horizontal mass flux(«D and vD) of perturbed motion in cross-shore and 
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longshore directions. The following equation of continuity for perturbed motion is 
obtained. 

^+^ = 0 (5) 
dx        dy K ' 

We define a transfer stream function *P by Eq.(6) that has a form of Eq.(7): 

«D=- —,   vD = — (6) 
dy dx 

VP - Re{<K*)exp [»(*y " <*)]} (7) 

where Re{ } expresses a real part of the complex quantity inside { }, o and k are the 
angular frequency and the wave length of perturbed motion. 

Eliminating r\ from Eqs.(3) and (4) and replacing (u, v) with *P by using Eq.(6), the 
following equation regarding <p (x) is obtained. 

( V - o/*){*« - k2<p - (ft//>)&} -tffyjD),- 0 (8) 
where subscript x indicates a partial differentiation regarding*. The term Vx/D 
indicates the background potential vortex. 

Bowen et al.(1989) supposed a triangular distribution of longshore current on a 
beach of constant water depth. Under such assumption, Dx in Eq.(8) becomes 0. They 
solved Eq.(9) and discussed the characteristic of FIG waves based on the solution that 
is expressed by a hyperbolic function. 

fc,-*V-0 (9) 
However, there exists a bottom slope actually. Incident waves do break on the 

sloping bottom and longshore current generates. We examined various bottom profile 
where an analytical solution to Eq.(10) is obtained under the condition of (yx/D)x=Q in 
Eq.(8). 

**-JtV-(lW/>)k-0 (10) 
It is found that when the bottom profile is expressed by Eq.(ll), Eq.(10) becomes 

a modified Bessel's differential equation, Eq.(12). 
D = xtan/3 (11) 
^-(l/x)<px-k

2^=0 (12) 
A general solution to Eq.(10) is given by the first order modified Bessel functions 

of 1st and 2nd kind, h and Ki as follows: 
(j> = pli(kx) + qKi{kx) (13) 

where p and q are the integral constant. On the other hand, the surface displacement of 
perturbed motion is calculated by eliminating u, v from Eq.(4) by using Eqs.(6) and (7) 
as follows: 

r, - -{(v - olk)</>, - K<p}/gD (14) 
We assume the same profile of VX[D as Bowen et al. did. According to this 

assumption, a distribution of longshore current becomes the full line shown in Fig.2. A 
notation Xo is the width of the longshore current whose velocity becomes the 
maximum (V=Vo) atx=6Xo (0«5<1). In the figure, the bottom profile and the 
distribution of longshore current assumed in the analysis of Bowen et al.(1989) are 
shown by broken lines. 
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VJD 

Fig.2 Cross-shore distributions of Vx/D and V(x) 

The boundary conditions that the solutions in the regions of 0<x-zSXo and 
dXosesoo have to satisfy are given as follows: 

4>(x)=0 : atx=0andx=oo, and 
Continuities of <pr and r): atx-SXo 

When we eliminate integral constants in Eq.(13) by using these boundary 
conditions, the following dispersion relation for the perturbed motion is obtained: 

ao'2+bo'+c = 0 (15) 
a = FiFd    ,   b=Fd/{l-X)-Fi{kFd-l) 

c = {l/(<5 -l)}[A{l- {lulhl){KijKu)}-kFi] 

A = 1/8 +l/(l - 6)   , 

Fi = (/oi +hi)/(2In) + (Koi + K2i)l2Ku, 
Fd = (Jod + hd)/{2Iu ) + (Kod + K2d )l2Ku, 
K/d = Kj(k' S)   , Kn ~Kj(k!), la - Iiitf 8)   , ln = Ij(k'), 

where, C(=o/(Vo/'Xo)) is the non-dimensional angular frequency, k '(=kXo) is the non- 
dimensional wave number, Ij and Kj 0=0,1,2) are the j-th order modified Bessel 
function of 1st and 2nd kinds. 

From, Eq.(15), it is found that when a1 becomes a complex (o/=o5-'+iq;') with the 
negative imaginary part(q;-'<0), the perturbed motion becomes unstable and the 
amplitude of perturbed motion increases exponentially with time. FIG waves are 
generated by this instability and oi' becomes a growth rate of FIG wave. This 
instability occurs under the following condition. 

•4ac< 0 (16) 



2646 COASTAL ENGINEERING 1992 

We can also see that the non-dimensional angular frequency is a function of non- 
dimensional wave number A: 'and S that is a parameter indicating the relative location 
where the maximum longshore current occurs. The bottom slope has noting to do with 
the angular frequency explicitly. 

Figure 3 shows the relation between k ' and or' calculated from Eq.(15). In the 
figure, the region where Fig waves can occur is also illustrated. Figure 4 is the relation 
between o;' and k 'when Eq.(15) has complex solutions. 

As the value of 8 increases the region where FIG wave occur spreads to the high 
waves number. The growth rate of FIG wave also becomes large. According to the 
results obtained by Bowen et al.(1989) both upper and lower limits in the wave number 
for the presence of FIG waves exist. However, only the upper limit in the wave 
number exists on the sloping beach. 

o&o/Vo) 

Fig.3 Relation between non-dimensional angular frequency and non- 
dimensional wave number and occurrence range of FIG waves. 

oiXolVo) 
xlO" 

--   6 = 0.3 

/' "~"\ -   5 = 0.5 

/ \ — -   5 = 0.7 

/ \ 

/x~\ \ - y    \ i 
1   ,  \ t 

kX0 

Fig.4 Growth rate of FIG wave 
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Figure 5 shows a relation between <5   and the maximum nondimensional wave 
number A: 'm of FIG wave. 

0.2    0.4    0.6    0.8     1.0    O 

Fig.5 The maximum nondimensional wave number of FIG wave 

Figure 6 shows the change of nondimensional celerity Cp' of FIG wave defined by 
o//k '(=(plk)IVo) with the non-dimensional wave numberk' in the cases of <5=0.3, 0.5 
and 0.7. The values of Cp' of different values of 8 in Fig.6 do not show any significant 
difference. 

C' = CJVo 

Fig.6 Nondimensional celerity of FIG wave 

From these results, it is found that the occurrence of FIG wave depends on only the 
value of S and the wave number and the angular frequency of FIG wave are 
determined by the values of Xo, <5 and Vo. Also, the wave number of FIG wave is 
sufficiently larger than those of long waves of leaky mode(<o2/g) and of edge 
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wave^o^gtanP)). For instance, when Vo=lm/s, Xo-20 m, tar#=0.1 and <5=0.5, 
FIG wave exists in the region of &<0.15 and cr<0.058 from Fig.3. The wave period 
and the wave length corresponding to the maximum angular frequency are 108s and 
41.9 m, respectively. 

Cross-shore distribution of longshore current velocity 

As mentioned above, the characteristic of FIG wave deeply depends on a cross- 
shore distribution of steady longshore current. Many studies have been carried out 
about the steady longshore current on the long straight beach based on Eqs.(l) and (2). 
For example, an analytical solution of the velocity of steady longshore current derived 
by Longuet-Higgins (1970) is expressed as follows: 

V/Vb = A(xlxb)+Bi(x/xby        for   x/xb si (17) 
V/Vb=B2(x/xb)s for   x\xb>\ 

n = 5£tan£^- 
16   Cf 

V    ' 
p - JTNtanPlirCf)  ,    A = l/(l-5p/2)  , 

r- ^3/4+^9/16 + 1//)}  ,   5 = {-3/4-V9/16 + l/pj  , (19) 

Bi=A(s-l)/(r-s)   ,    Bi = A{r-l)/(r-s)   , 
where N in the expression ofp is the constant relating to a lateral mixing coefficient, y 
is the ratio of wave height to water depth, C/ is the friction factor and subscript b 
indicates the value at the wave breaking point. 

As can be seen from Eqs.(17) and (18), the distribution and the absolute value of 
the longshore current velocity are determined by the values of p and Vb. Furthermore, 
Vb is decided by the celerity Cb, the wave direction db and }% at the wave breaking 
point if the assumption of tan/?/Cf=constant (Komar, 1976) is correct. The value ofp 
also depends on onlyW and y . 

The point where the longshore current becomes maximum (x=SXo) and the 
maximum velocity of longshore current (V=Vo) are determined by differentiating 
Eq.(17) with respect to*. However, we are not able to decide the widthXo of the 
longshore current easily. We must newly define the width of the longshore current by 
some methods, to evaluate the value ofXo- Here, we approximated the width Xo by 
the width of breaker zonexfc. 

Figure 7 shows the relation between the maximum longshore current velocity and 
the relative location where the velocity of longshore current becomes the maximum to 
the breaker zone defined by 8'(=3Xo/xb). 

When we assume that the orders of tan#/C/ and y are 10 and 1, respectively, the 
value ofp becomes about/?=30N from Eq.(19). At this time, the value ofp changes in 
a range of 0.03<p<0.9 with the range of JV=0.001 to 0.03. According to these, the 
value of 8' changes between 0.7 and 0.4 from Fig.7. However, the value of tan/3/Cf is 
not always constant in fact. Even y changes with the bottom slope and the incident 
wave characteristic. Therefore, we examine the distribution of longshore current 
velocity and the value of N from experimental results. 
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-1 10°/? 0 10' 10 

Fig.7 Locus where the maximum velocity of longshore current occurs 

Experiment on velocity distribution of longshore current and lateral 
mixing coefficient 

(1) Method of experiments and experimental conditions 
Some experimental researches have already carried out about the distribution of 

longshore current. The steady longshore current on a long straight beach of uniform 
sloping beach is determined from the balance of driving force expressed by the gradient 
of the radiation stress, the bottom shear stress and the gradient of time and depth 
averaged Reyneods' stress. This relation is indicated by Eq.(2) and the solution to that 
is given by , for example, Eq.(17). 

Among these, the time and depth averaged Reynolds' stress is usually expressed by 
the lateral mixing term of diffusion type using lateral mixing coefficient Kx y. However, 
it is extremely difficult to measure the coefficient, directly. Accordingly, only a few 
discussions have reported about the lateral mixing coefficient based on the analogy of 
measured diffusion coefficient exy in the surf zone under limited experimental 
conditions (for example Kim et al.(1982)). We carried experiments in a wave basin to 
measure longshore current and diffusion coefficient under a wide range of a surf 
similarity parameter assuming that the lateral mixing coefficient has similar property to 
the diffusion coefficient. Based on the measured results, we examine the dependencies 
of longshore current and the value of p on the surf similarity parameter and the 
possibility of the occurrence of FIG waves in the wave basin. 

However, the longshore current that occurs in the wave basin with the limited 
width receives an influence of side walls of the basin. As was already pointed out by 
Visser(1991), the longshore current in the wave basin is different from that calculated 
from Eq.(17). We also examine this point based on the experimental results. 

The wave basin used in the experiment is 20m long, 10m wide, and 0.6m deep. A 
mortar coated model uniformly sloping model beach was made at the end of the wave 
basin. The angle on wave incidence was 30° to the contour of the beach at the depth of 
40cm. Two kinds of bottom slopes of 1/10 and 1/20 were examined. 

Figure 8 is the illustration of the outline of the experimental set-up and Table-1 
shows the experimental condition. 
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Fig.8 Experimental set-up 

Table 1 Experimental condition 

Case 
No. 

H 
(cm) 

T 
(s) 

1 Xb 

(cm) 
X0 
(cm) 

Vo 
(cm/s) 

8 6' 

4 10.9 1.0 0.38 170 180 70 0.40 0.42 
5 10.3 1.2 0.47 160 170 72 0.47 0.50 
6 10.2 1.4 0.55 140 170 75 0.47 0.57 
7 7.6 1.0 0.23 210 210 35 0.33 0.33 
8 7.0 1.2 0.28 200 220 37 0.38 0.40 
9 7.0 1.4 0.33 170 190 40 0.42 0.47 
10 10.4 1.0 0.19 270 270 45 0.37 0.37 
11 9.5 1.2 0.24 250 260 50 0.38 0.40 
12 9.3 1.4 0.29 230 260 44 0.42 0.49 

Case 4-6 : tan/? =1/10, Case 7-12 : tan/3 =1/20, 
In the Table, § is a surf similarity parameter defined by tanfiAjHolLo, where Ho and Lo 
are the equivalent wave height and length of incident waves in deep water. 

We measured wave height along 5 measuring lines by capacitance type wave 
gauges at an interval of 10cm in the cross-shore direction. Vertical and cross-shore 
distributions of water particle velocity along the center measuring line were measured 
by an electromagnetic current meter. We also measured loci of tracers released at the 
same point to evaluate longshore current velocity as advection speed and diffusion 
coefficient by applying a so-called one particle analysis method. 
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The diffusion coefficient at x=Xi, exy (3f(),was evaluated using the following 
equation: 

fv\    ldcrx(xi>t) (20) 

(21) 

where je is a number of tracers, Xi is a mean cross-shore locus of at least 20 tracers 
whose initial released position isZ,- andZ, (j,t) (/&20) is a position ofy'-th tracer after a 
time t released atX;-. The loci of tracers were measured by video analysis at time 
interval of 0.3s. 

Results and discussion 

(1) Lateral mixing coefficient 
Various expressions for the lateral mixing coefficient have already proposed with 

respect to the steady longshore current on a long straight beach. When we normalize 
the lateral mixing coefficient by xb^lgDb or 'JgDbDb/tanfi , many of them can be 
expressed by the following form: 

eXy - exy/yg~aDb/tan/3}=e(D/Db)n (22) 
Some examples of the expression e in Eq.(22) are shown in Table 2. 

Table 2 Examples of expression for lateral mixing coefficient 

e                        n 
Longuet-Higgins(1970) N (<0.01) 1.5 
James(1974) N              D<Db 

N(Db/D)2 Db<D 
1.5 

Battjes(1975) M(5r2/16)1/3tan4/3/3 1.5 

Author et al.(1986) KF1/3y tan/3 D<Db 
0                  \Db<D 

F=5.3-3.5£-0.07/tan/3 

1.5 

According to Longuet-Higgins(1970), e becomes a constantN. Battjes' expression 
implies that e is a function of tan/3 and y. The author et al.(1982) also proposed that e is 
a function of tan/3, y and |. 

Figure 9 illustrates measured cross-shore distribution of non-dimensional diffusion 
coefficient ex y'(=ex yVgA>I>fe/tan/3). In the figure, a family of curves corresponds to 
the values of kxy' in the cases of e=0.00125,0.0025,.005 and 0.008 in Eq.(22). 
Numerals in the figure correspond to the case No. in Table 2. 

It is found from the figure that measured diffusion coefficient does not show 
significant dependency on f. However, the values of exy' in the cases of a steep slope 
beach (tan/3=l/10) are larger than those in the cases of a gentle slope beach (tan/3= 
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1/20). In the former cases the value of ex / is in the region of 0.005-0.007 and 0.003- 
0.005 in the latter cases. It is also found that exy' becomes maximum nearZ)/Db=0.7- 
0.8 and decreases rapidly toward offshore. 

c-xy 

0.006 

0.005 

0.004 

0.003 

0.002 

0.001 

0 

6=0,008        ,0.005 

/ I -sV   6 --'' 
,**«   6a IJ   j*n--' 

0.0025 

0.00125 

0       0.25    0.50    0.75    1.00    1.25    1.50 
D/Db 

Fig.9 Cross-shore distribution of measured diffusion coefficient 

(2) Cross-shore distribution of longshore current 
Velocity of longshore current that was measured with an experiment differs from 

the velocity of longshore current in a seashore on a long straight line that is given with 
a solution of Eq.(2) due to an influence of a side wall of a reservoir. 

Figure 10 show an example of comparison between calculated and measured long- 
shore current velocity (Case-4). A solid line is the calculated result from the analytical 
solution on the long straight beach (Eq.(17)). Large open circles are the measured 
velocity by the electro-magnetic current meter and small circles are the advection speed 
of tracers. In the calculation of the velocity, we used the value of 0.005 forN in 
Eq.(17) according to the measured result. The value of friction factor was determined 
from the laminar boundary layer theory under waves and current. 

K(cm/s) 
0.6 

breaking point 

1 
longstraight beach 

0 0.5 1.0 1.5    jc(cm) 

Fig. 10 Cross-shore distribution longshore current (Case-4) 
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The decrease of the measured velocity near the wave breaking point is faster than 
the calculated longshore current in the wave basin. 

Figure 11 is the wave-induced current pattern obtained from the numerical 
simulation of wave and current fields in the wave basin. 

y(m) 0.5m/s    Initial shoreline 

Fig. 11 Simulated wave-induced current in the wave basin (Case-4) 

It is found that the compensation flow generates outside the breaker zone. The broken 
line in Fig.10 is the cross-shore profile of longshore current in the center of the wave 
basin shown in Fig.ll. The measure profile of longshore current is reproduced well by 
the simulated wave-induced current. 

Although the measured longshore current in the deeper region around the breaking 
point is different from that of the analytical result on a long straight beach, the loci 
where the maximum longshore current occurs in both profiles differ a little. Therefore, 
we can discuss the relative location of 8Xo to the breaker width Xb (=$') based on the 
experimental results. 

Figure 12 shows the relation between 3' (8) and the surf-similarity parameter f. 
The values of 8 and 8' are shown in Table-1. 

<y 

<»       3 

0,6 3 
• 

O          ^ 

X\ $e" 
0.4 -    0rf°8e 

0 

0.2 8   O)                €>i 
Author.           ) Mizuguchi 

6'   •)                  9)      et al.(1978) 

 1 1       [                  1 

0 0.2 0.4 0.6 0.8 

Fig.12 Relation between 8' (8) and f 
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In the figure, experimental results of Mizuguchi et al.(1978) are shown. The value 
of S' increases from 0.4 to 0.7 with the increase of I from 0.2 to 0.6. As I have 
already mentioned before, the change in the value of N corresponding to this change in 
5' is from 0.001 to 0.03 that is a little larger than the measured change in the value of e. 
Therefore, It seems necessary to study the reason for this discrepancy together with the 
dependency of C/and yon the surf-similarity parameter. 

In the experiment, we found the long period fluctuations in water surface 
displacement and horizontal velocity whose period was about 30s. The corresponding 
wave length of FIG wave is estimated to be about 6m from the dispersion relation that 
is about 1/2 of the length of shoreline in the wave basin. 

Conclusions 

We carried out the analysis of Fig waves on the unifromly sloping beach after the 
analytical investigation of Fig waves on a beach of constant depth by Bowen et al.. We 
also conducted experiments to examine the effect of lateral mixing on the cross-shore 
distribution of longshore current that determines the characteristic of FIG waves. 

The main results obtained in this study are summarized as follows: 
1. FIG waves on a uniformly sloping beach have upper limits in wave number and 
frequency. 
2. The amplification factor (growth rate) of FIG wave becomes large as the locus 
where the maximum longshore current occurs becomes deep. 
3. Measured diffusion coefficients show a little dependency on the surf-similarity 
parameter. They become maximum in the surf zone and decrease rapidly toward 
offshore. 
4. The experimental results show that the locus where the maximum longshore current 
occurs becomes deep according to the increase of the surf-similarity parameter. 

Reference 

Battjes J.A., 1975, A note on modeling of turbulence in the surf zone, Proc. Symp. 
Modeling Technique, pp.1050-1061. 

Bowen, A.J., and Holman, R.A., 1989, Shear instabilities of the mean longshore 
current (1. Theory), JGR, Vol.94, No.C12, pp.18023-18030. 

James, I.D., 1974, A nonlinear theory of longshore current, Esturine and Coastal 
Marine Science, Vol.2, pp.207-234. 

Kim, K.H., Sawaragi, T. and Deguchi, I.,1986, Lateral mixing and wave direction 
in the surf zone, Proc. 20th ICCE, pp.366-380. 

Komar, P.D., 1976, Beach Processes and Sedimentation, Prentice Hall, pp. 192- 
194. 

Longuet-Higgins, M.S.,1970, Longshore currents generated by obliquely incident 
sea waves, JGR, Vol.75, No.C33, pp.6778-6789. 

Mizuguchi, S., Ohshima Y. and Horikawa, K., 1978, Vertical distribution of long- 
shore current, Proc. Japanese Conf. on Coastal Engineering, Vol.25, pp.425- 
429.(in Japanese) 

Visser P.J.,1992, Laboratory measurements of uniform longshore currents, 
Coastal Engineering, 15, pp.563-593. 



CHAPTER 203 

LONGSHORE CURRENT INSTABILITIES: 
GROWTH TO FINITE AMPLITUDE. 

Nicholas Dodd1 and Edward B. Thornton2 

Abstract. 
The growth of shear instabilities in the longshore current to finite amplitude 
is studied. It is shown, by considering near-critical conditions and the self- 
interaction of the fastest growing mode (FGM), that the basic flow is supercritical 
and that, therefore, the disturbance may be expected to evolve to a finite size, 
with frequency equal to that predicted by linear stability theory, and final ampli- 
tude proportional to the linear growth rate. This is consistent with observation. 
The mean flow may therefore also be expected to evolve to a new form. 

1    Introduction. 
The observations of Oltman-Shay et al. (1989) (referred to hereinafter as OSHB89), 
which were made in the presence of a strong longshore current and on a barred 
beach, show clear evidence of periodic motions at infragravity periods (> 50 s), 
but with short wavelengths compared to edge waves of similar frequencies. The 
motions are not attributable to edge or any other form of surface gravity waves. 
These wave-like disturbances propagate alongshore in the same direction as the 
longshore current and with a speed proportional to the strength of that current 
(OSHB89), and, to a first order of approximation, they are non-dispersive (un- 
like edge waves). Bowen and Holman (1989) (referred to hereinafter as BH89) 
suggest that the observations are of a shear instability in the longshore current. 
The observed frequency (for a particular wavenumber k) is then considered to be 
that associated with the fastest growing unstable mode (if more than one such 
mode is present). A detailed analysis (Dodd et al., 1992—referred to hereinafter 
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3584 CC, Utrecht, The Netherlands. 
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as DOT92) has confirmed that these wave-like motions are indeed shear insta- 
bilities. DOT92 also found reasonably good agreement between the shape of the 
observed variance spectra (especially that for the cross-shore velocity component) 
and that calculated from the predicted growth rate. They also demonstrated that 
bottom friction may provide a damping mechanism, which might explain why 
such instabilties are not seen more often. 

So far, only the linear, temporal instability problem has been tackled. How- 
ever, according to linear theory, unstable modes grow exponentially in time and 
so that theory may be expected to break down sooner or later, depending on the 
growth rates of the disturbances, which in turn depend primarily on the longshore 
current offshore shear and the damping (DOT92 estimate that the fastest grow- 
ing shear instabilities will grow by a factor e in 300 to 400 seconds). However, 
the observations of OSHB89 and DOT92 were over lengths of time far exceeding 
these comparatively short times: typically one to four hours. This implies that 
the observed oscillations (instabilities) are fully developed, in some sense, and 
that finite-amplitude effects are of importance. Nevertheless, using just the lin- 
ear stability theory, and assuming that only the fastest growing unstable mode 
is important (for any k): DOT92 do notice good agreement between theory and 
observation (in frequency-wavenumber space). The conclusion seems to be that 
linearly unstable modes do grow and equilibrate (i.e., evolve to a finite amplitude 
and a steady form), with their final amplitudes being proportional to their linear 
growth rate, at least to a "first approximation". 

In this paper we consider a weakly nonlinear theory. Unfortunately, this re- 
stricts us to so-called near-critical conditions (i.e., the longshore current shear 
is only just large enough to overcome the bottom friction and allow unstable 
modes to develop). Therefore, we shall also be restricted to only a small band 
of wavenumbers, centered on one critical value, kc, whereas the linear analysis 
(DOT92) predicts a wider band of unstable wavenumbers whose shape and width 
correspond to that of the observed spectra. Notwithstanding this, it seems rea- 
sonable to expect that the analysis (based on the pioneering work of Stuart (1960) 
and others) will have physical relevance because it is centred on the wavenum- 
ber that will have the largest growth rate, and so and will at least reveal the 
qualitative long-time behaviour of the disturbances. The aim of this analysis is 
to confirm that the linear instabilities will evolve to a steady final form and to 
predict the amplitude of these forms. 

In §2 the existing theory of the longshore current and of the shear instabilities 
of the longshore current are briefly reviewed, and the relation of each to the other 
is shown. In §3 finite-amplitude effects are introduced, and an evolution equation 
governing the long-time growth of the instabilities is derived. Results are shown 
in §4, and some conclusions are presented in §5. 
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2    Linear Theory. 
We adopt a right-handed coordinate system in which y is the alongshore, x the 
cross-shore, and z the vertical coordinate. The water depth, z — —h, is assumed 
uniform alongshore: i.e., h — h{x). The total horizontal velocity field is denoted 
by u = (M,W), and we write the depth and time averaged horizontal velocity field 
as U(x, y, t), and decompose u into 

u = u{x,y,z,t) + V_{x,y,t), (1) 

where time averaging is performed over one period (Tg) of the incident waves, u 
represents deviations from the averaged velocity field; in particular, it represents 
the contribution to u from the incoming wind waves, and the definition (1) => 
{flu &» dz) = 0, where the triangular brackets denote the aforementioned time 
average. U_ will only depend on the horizontal coordinates and a long timescale, 
and will therefore contain both the mean flow (i.e. the longshore current) and 
any long-time perturbations in that flow (i.e. shear instabilities in the longshore 
current). Similarly, ri(x, y, t) is decomposed into ?? = fj+{r)) = TJ(X, y, t)+((x, y, t). 
Shear instabilities in the longshore current possess typical periods of 0(100- 
1000 s), and so their period is an order of magnitude greater than Tg. These 
timescales are clearly consistent with the above decomposition. 

The shallow water momentum equations may be written as 

"K + ft»[f + ^]-»« + <-£*- <*>• W 
for i = l,2 (see Mei, 1989), where (r;) is the ith component of bottom friction, and 
Sij are components of the radiation stress tensor. If, for the moment, we assume 
that all averaged quantities are time independent—and are therefore dependent 
on a timescale infinitely, rather than finitely longer than Tg—and make use of the 
assumed alongshore uniformity, then continuity =$• U = (0, V(x)) (see Mei, 1989). 
Therefore, the left side of (2) is identically zero, and the cross-shore momentum 
equation can be written as 

0 = --^ L_«^ (3) gdx     P(C + h)   dx w 

and the corresponding alongshore equation as 

where C = (s(x) is the mean, wave-induced change in the water level (i.e., the 
set-up/set-down). The superscript '(0)' is used to show that these terms are only 
included at their leading order (i.e., only the time-independent current V(x), 
and C,s{x) are included). C,s{x), can be found from (3); V(x), is found from (4). 
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In the model of Thornton and Guza (1986)—referred to hereinafter as TG86— 
which we shall examine in detail, an analytical form is derived, by assuming that 
the incoming waves are narrow-banded in frequency but Rayleigh distributed 
in wave height, that the beach is plane with a slope s, and that the longshore 
current, V <C {\u\) (the weak current assumption; see Mei, 1989). The alongshore 
momentum equation (4) then becomes 

0 = -j^S® - Pc}(\u\)V, (5) 

and we can write 

where c/ is the bottom friction coefficient, and the constants K\ and /C2 can be 
found in TG86. Cs is small compared with the depth for almost all x. Only very 
close to the idealised shoreline x = 0 is C,„ > h. This makes virtually no difference 
to the ensuing analysis, so we shall ignore C,a in calculations from now on, though 
we retain it in the derivations for the remainder of this section. 

Following BH89, we may examine the linear stability of the mean, laminar, 
inviscid flow U = (0, V{x)) by superimposing a disturbance on that flow. Thus, 
U is decomposed as 

U = {u\x,y,t),V{x) +v\x,y,t)). (7) 

Here, v! and v' represent perturbations in the components of the mean flow 
(0,V(x)); C is treated similarly: £ = (s(x) + (,'{x,y,t). Thus, C now consists 
of C and an additional contribution due to the perturbations in the mean flow. 
Substituting (7) back into the momentum equations, we get 

u't+vu'y+u'u'x+v'u'y = -g[G+a-\7;j;^V'   w 
dC + C' + h) ' 

v[ + Vv>+u>Vx + u>v>x + v'v>   =   -<-{S
p^lpSy (9) 

where the superscript '(1)' denotes the inclusion of the perturbations in these 
quantities. If we now subtract (3) and (4) from (8) and (9) respectively, we get 

ut + Vuy + uux+vuy-    g(x p(Cs + C' + /0    +P(Cs + h)      {W) 

Vt + Vvy + uVx+uvx + vvy = -gCy   -      p{Cs + c + h)    +      p(G + /l)(
U) 

These equations differ from (8) and (9) in that the mean motion has been sub- 
tracted out. Thus, (10) and (11) may be regarded as perturbation momentum 
equations. 
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Equations (10) and (11) are linearised by assuming that v! and v' are much 
smaller than the longshore current, and that, therefore, products of perturbed 
quantities are negligible. The quantities are further simplified by assuming that 
SJj' « Slj. (s may also be neglected when compared with h. This gives us 

,/4.v,/   -     „r>    lfo(1)) - M0))I _    nC,    n (u) ut + Vu
v   =   -9(,x -^   - ~9QX - J » (12) 

v> + w> + u'vx = -< - [(T2(1));,(T2(0))1 = -K -1 •    (13) 

Finally, a rigid-lid approximation is imposed, which enables us to introduce a 
stream function \£, where u' = ~^y/h and v' = Vx/h, so (12) and (13) can be 
combined into a single vorticity equation in \P. Assuming a harmonic dependence 
in t and y, ^(x,y,t) = Re{<f>(x)ei(-kv~utty, then a stability equation analogous to 
the Rayleigh equation (see Drazin and Reid, 1981) is derived. The form of the 
stability equation depends on the form of the bottom friction terms on the right 
of (12) and (13). Here, we use the weak current assumption (for consistency with 
the TG86 model). In this case, 

-r =-ru' and -r2- = -v' where /z   =   cd(\u\)   =   cd-u0(x),        (14) 
h       h h      h 7r 

and Cd is also a bottom friction coefficient, theoretically the same as c/ and 
therefore determined empirically, but for our purposes treated as a parameter; 
|«o is given by equation (16) of TG86. We write the resulting stability equation 
as 

{V-iii/kh-c)C<t>   =   h(Vx/h)x<j> + (i/k)(tJ,/h)xcpx-(in/kh)k2(t>,       (15) 

where C(j> = (j>xx — {hx/h)4>x — k24>, but we shall ignore the last two terms that 
appear on the right of (15) hereafter. The exclusion of these terms makes only a 
small difference in results (Dodd, 1992), but the simplified equation is desirable 
from the point of view of the ensuing weakly nonlinear analysis. Equation (15) 
is solved subject to the no-normal-flow boundary conditions cf>(0) — <j>(oo) = 0. 
If it is assumed that k is real, then u> and c = u>/k are in general complex. If 
u> possesses a positive imaginary part, then the mode grows exponentially (as 
t —> oo), and is therefore deemed unstable. Denoting 5R(o>) = u)r and 9(w) = u>i, 
then ur defines the frequency, cT = ojv/k the phase speed, and Wi the growth 
rate. If we ignore the bottom friction terms (i.e., put Cd = 0), then the stability 
equation of BH89 is arrived at. 

Results of a linear stability analysis of (15) for the V profile of TG86 are shown 
in Fig. 1. For a = 0, the fastest growing point on the growth rate curve is situated 
at k « .055 m_1 (wavelength A = 2^/k as 114 m), and has an associated period 
(Fig. lc) of about 360 s. We refer to this disturbance as the fastest growing 
mode (FGM) (this terminology can be slightly misleading since for the TG86 
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Figure 1: Linear stability for the TG86 model, (a) Real phase velocity, (b) 
imaginary part of phase velocity, (c) radial frequency, and (d) growth rate. Solid 
line: cd = 0. Chained line: cd = .003. (c/ = .009). 

profile there is only one unstable mode for any k; the mode—eigenfunction—is 
continuously dependent upon k). 

The inclusion of dissipation (cj = .003) reduces growth rates, though not quite 
uniformly. The position of the FGM is now at k « .045 m_1. Frequencies (or 
phase velocities) are barely affected by the inclusion of friction. Clearly, at the 
FGM dw/dk = dwr/dk, and in its vicinity, dw/dk « duT/dk, and so the group 
velocity will be the true velocity of displacement. It can also be seen that, to a 
first approximation, the motions are non-dispersive. Of course, as Q is increased 
the growth rates are reduced still further, and the width of the band of unstable 
wavenumbers diminishes. The dimensionless parameter c^1 plays a similar role 
in this problem to that of the Reynolds number in the viscous stability problem. 
If c^1 is decreased beyond a critical value, c^"1 (and therefore Q increased), 
then all (small) disturbances will be completely damped and no instability will 
develop. At Q 

1 = QJ
1
 all wavelengths are damped except for k = kc, which is a 

neutral disturbance. Therefore, k = kc and cj1 = Qj1 are referred to as critical 
conditions. In Fig.2, the neutral stability curve for (15) for the TG86 model is 
shown. If cjl is increased slightly above its critical value, then we have so-called 
near-critical conditions 

k = kc    and    cJ1 = cd7
1 + Ac/. (16) 

Under these conditions, a small set of wavelengths, centred on the critical wavenum- 
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Figure 2: Neutral stability curve for the TG86 model. The asterisk shows the 
position of critical conditions (kc, cd~

l) 

ber k = kc, becomes unstable, and propagates in the direction of the current at 
group velocity cg « C3T W cr{k = kc). It is at these near-critical conditions that 
the weakly nonlinear analysis of the next section applies. 

Finally, it is important to note that c; and cd are actually one and the same 
(= .009, NSTS, Feb. 4th, 1980; see TG86). The value of cd = .003 was chosen in 
Fig. 1 so that the effects of bottom friction could be seen without the instabilities 
being damped entirely (as they are for cd — .009). Thus, it is also important 
to realise that decreasing (or increasing) the bottom friction coefficient not only 
reduces (increases) damping of the instabilities, but also increases (reduces) the 
longshore current shear (cf. (6))—if we were to be consistent and put a = Cf = 
.003 for the stability analysis in Fig. 1, we should expect all quantities to be three 
times as large. Of course, the case cd = cf = 0, which would predict an infinitely 
large V, would be physically meaningless. 

From now on, we take c/ and cd to be the same, (called cd) but continue to 
treat the bottom friction coefficient as a parameter. 

3    Weakly Nonlinear Theory. 

If we dispense with the assumption of small amplitude, then we can define mean 
momentum equations appropriate for the finite-amplitude disturbance by aver- 
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aging (8) and (9) over one alongshore wavelength A: 

^r + ¥¥   _       gCL_{gu}. + <^)) (17) 

~        dx     Ptt' + (° + h')' 

-V  =   JW' + Wl (18) 
pit' + C + h) K   ' 

where the overbar denotes such an average. Amended perturbation equations 
may also be derived, by subtracting (17) and (18) from the full equations (8) and 
(9). If we again use the weak current assumption, we get 

u't + Vu'y + u'u'. + v'u'y-W^-^   =   -g(x-2^u', (19) 

v't + VVy + u'Vx + u'vx + v'Vy-¥¥x   =   -gt'y-^V. (20) 

The difference between these equations and those of the preceeding section is a 
different definition of what constititutes a mean. 

By cross-differentiating (19) and (20) and then subtracting the second equa- 
tion from the first, we get 

{« + ^ + ^ + ^}(-T^)-T = Sk(fc)-&(fc)}'   (21) 

where II = v'x - u'y and X = u'v'x. Note that all the mean motion has been 
subtracted out of (21). This motion may straightforwardly be retained in an 
equation such as (21), but we prefer to keep the equations for mean and fluc- 
tuating motions separate. Recall that, for a prescribed longshore current profile 
(V = V(x)), linear theory predicts a stream function \P of the form ^(x,y,t) = 
Re{<j>(x)e^ky-u'rt'>eUit}. It has been shown (DOT92) that the frequency so pre- 
dicted (wr) is in good agreement with the observed frequency for a given wavenurn- 
ber, k. Furthermore, linear theory consistently predicts that uT 3> Wj, even in 
the absence of bottom friction, so that it may safely be assumed that \P grows 
appreciably only over times in excess of the linear period, 27r/wr. It is, therefore, 
natural to regard eWi* as an amplitude modulation function. Clearly, however, * 
will not continue growing without bound, and so e"rt must be considered to be 
the "short-time" expression of a more general (complex) amplitude modulation 
function a(t). Thus, for the nonlinear problem we have 

*(x,i/,t) = Re{a(t)(l)(x)e^ky-U^}. (22) 

The initial time t = to, present through the constant do = a(t = to), provides a 
measure of how long the linear solution will be valid and the amplitude remain 
small, and therefore of how long linear theory remains applicable. By hypothesis, 
a(t) ~ eUit as t —> —oo, and a0 —> 0. The long-time asymptote of a(t), a^, — 
limbec a(t) (if such a limit exists) is the amplitude to which the initially small 
disturbances will evolve. 
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The weakly nonlinear problem can now be formulated by introducing a small 
parameter e, such that at near-critical conditions we have c^1 = Ci~x + e2K (cf. 
equation (16)). We expect w, and Ac^1 to be closely related, and expanding 
u>i in a Taylor series about QJ

1
 we find that uji(k = kc, c^1 = cj^1 + AcJ1) = 

doji/dc^1(k = kc, cj1 = cd~l)e2K + 0(e4). The amplitude a is dependent on a 
"slow" time coordinate T = e2t. We ignore the small but finite sidebands around 
k = kc, and restrict ourselves to just the one, critical wavenumber; thus the 
disturbance will grow only by self-interaction. 

Physically, we can think of the above conditions as being brought about by 
waves reaching the coast and building up the longshore current to the extent that 
the offshore shear in the current just overcomes the critical damping {c,Qx), so 
that instabilities with wavelength 2-K/kc develop. It is also implicitly assumed 
that the mean longshore current from which the instabilities begin to develop is 
steady. 

The ansatz (22) is expanded to allow for self-interaction and for near-critical 
conditions: 

°°   1 
* = £ kMx, ^e•^-""" + Mx, t)e-n*k°y-»^} , (23) 

where a circumflex denotes a complex conjugate. Note that (23) still retains 
the phase velocity cr, associated with the linear theory at critical conditions. 
The functions %jjn are expanded as tpi = ea<fii(x) + e3a2a<f)n(x) + ..., and -02 = 
e2a2<t>2(x) + ..., etc., where </>i(0) = <j>i(oo) - 0n(O) = </>n(oo) = <jf>2(0) = 
02(oo) = 0, etc.. Thus, the O(e0) mean flow (V(x)) becomes unstable, giving 
rise to O(e) fundamental disturbances (ip1e

1(kcV~Urt) and c.c). These, in turn, 
interact with each other, producing either 1st harmonic or mean components at 
0(e2). These components interact with components at 0(e) to produce additional 
fundamental components and components at 2nd harmonic. This, it turns out, 
is as far as we need to go, and all terms of 0(e4) are ignored; for more details see 
Stuart (1960). Note that the mean terms are not included in (23), as they have 
already been subtracted from the momentum equations (see (19) and (20)); all 
these terms (up to 0(e2)) are present in the mean equations (17) and (18). For 
the TG86 model, (18) becomes 

phu'v>x = -—S12 - p(cdc + Ac^XlaDV. (24) 

More generally, we can write 

V2(x,t) = Vrixtfl + ~)+ e2\a(t)\2f(x) (25) 

where V\ is the solution at O(e0) (i.e., the TG86 model, (6), at critical condi- 
tions). \P(a;,2/, t) and (23) are substituted into (21), and the various harmonics 
are collected (see Dodd (1992) for the resulting equation).  The mean equation 
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(up to 0(e2)), is already given by (25). For the fundamental, the equation is (at 
0(e)) the linear problem of the previous section, (15) (but at critical conditions 
so that fj, — nc = Cdc(|tt|) and k = kc). At 1st harmonic (0(e2)) there is an in- 
homogeneous equation—inhomogeneous because the fundamentals force the first 
harmonic by self-interaction. Finally, the fundamental also has a contribution 
at 0(e3). It is this equation that requires a secularity (or compatibility) con- 
dition for its unique solution, and this condition yields the amplitude evolution 
equation. From this equation, and its c.c, it is easy to derive 

$jjf   =   2a\af-£\a\\ (26) 

where £ is a real constant called the Landau constant, and it can be shown that 
a « Wj. All these equations and expressions are given in Dodd (1992). 

The equation (26) is readily integrated to give 

Ce^ 2ui\a0\2e-2»<t° 
\a\   = -, : r-     where    C = —-5-, (27) 

(l + JLCe***) 2uJi-e\a0\
2 

and where a has been replaced by w*. We are only concerned with cases where the 
longshore current is linearly unstable, i.e., u>j > 0. In this case, as t —+ 00, \a\ —> 
2uii/£, for any a0, as long as £ > 0. The flow may then be expected to evolve 
to a new, steady form (i.e., to equilibrate). When £ > 0 the flow is said to be 
supercritical. Conversely, if £ < 0, then any infinitesimal disturbance will become 
unbounded after a finite time. In this case, the flow is deemed subcritical, because 
this breakdown can occur below critical conditions, for a finite disturbance (see 
Drazin and Reid, 1981). Physically, we expect the flow to settle down to a new 
steady form after some time, and that this form will have a period 2ir/cjr (i.e., 
£ > 0). For a sufficiently small value of t the disturbance a(t) amplifies like 
exp(wji), corresponding to linear instability. 

4    Results. 

For the TG86 model, kc « .0453 m-1, and a'1 « .0083527. Finding the value 
of £ requires a lot of computation: the linear (fundamental) problem must first 
be solved; then the problem for the first harmonic; and finally the the integrals 
needed to find £ must be calculated. At the above critical conditions, it was found 
that £ « 12300 s-1. For Ac^1 = 40 (corresponding to a decrease in the bottom 

friction coefficient of about .0028 from critical conditions), a^ = j2a/£ « .00052. 
This figure is only meaningful when it multiplies the appropriate quantities. In 
Fig. 3 the resulting amplitudes of the velocities of with the fundamental and 
1st harmonic disturbances are shown. The longshore current maximum is about 
.53 ms_1, so the fundamental disturbances reach about .066 of this value. The 
velocities associated with the first harmonic are at 0(e2), and are therefore smaller 
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Figure 3: Moduli of complex perturbation velocities: Acd * = 40. 

still. Also at this order is the term representing the deformation of the longshore 
current; it and V(x) are shown in Fig. 4. The effect of the mean deformation on 
the TG86 profile can just be discerned in Fig. 4a. For a larger value of Ac^1 these 
amplitudes would all be larger (\a\ oc \jAcJ1), and vice versa. However, even with 
Ac^"1 = 40, a large band of unstable wavenurnbers is admitted, whose effects on 
each other are ignored in this analysis. Furthermore, the larger Ac^1 becomes, the 
further away from critical conditions we get, and the ordering assumptions behind 
the analysis breaks down. Nevertheless, for Ac^"1 = 200, the same velocities are 
shown in Fig. 5. The perturbation velocities reach about 0.075 ms-1 (about 
one sixth of the current maximum), which is more typical of the observations of 
OSHB89, and DOT92. 

The analysis of the previous section actually applies for any near-critical con- 
ditions; i.e., we can find a Landau constant for any point on the neutral curve 
shown in Fig. 2. We calculated its value for kc = ki = .0209 m_1 and kc = k2 = 
.08085 m_1 (both of which share the same critical value of a = Cdc = .00689, 
Cd'1 « 145). For fcj, 4 « 6900 s_1, and for k2, t2 « 200,000 s_1. Although 
these values are not absolute indicators of the resulting perturbation amplitudes 
(because they depend on the normalisation of </>1; which was not uniform for the 
numerical scheme used herein), they do tell us that (1) for resulting amplitudes 
for fci are bigger than for k2, and (2) for all values of A; tried so far, I > 0. Of 
course, these and all other such points on the neutral stability curve will only 
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Figure 4:   (a) V(x) for TG86 (solid line), and modified mean current due to 
instability, (b) mean component due to instability: Ac^1 = 40. 

exhibit instability after the overall critical condition (i.e., that at k ta .0453 m-1) 
has been surpassed, and will therefore be of lesser importance. 

5    Conclusions. 

It has been shown that, at least for the TG86 V profile and for the stability 
equation (15), the longshore current is supercritical and disturbances may be 
expected to evolve to a finite, steady amplitude (£ > 0). This is in agreement 
with the observations of OSHB89 and DOT92. Only three positions on the neutral 
stability curve have been examined, but it seems very likely that t > 0 for all k 
between k% and ki at least. Most importantly, this is true for the overall critical 
condition at k = .0453 m_1 (see Fig. 2). 

At true near-critical conditions (represented here by Ac^"1 = 40), the funda- 
mental disturbances evolve to only about l/15th of the V-maximum, whereas the 
observed disturbances were more typically one third of this value. This may be 
indicative of a number of things: (a) The V and h profiles measured at Duck, 
North Carolina (where the observations of OSHB89 were made) were significantly 
different from the TG86 model, and the barred beach profile and stronger current 
shear there may give rise to larger amplitudes (though without doing the weakly 
nonlinear analysis for these data it is hard to say). If this were so, it might provide 
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a further, accompanying (and highly intriguing) mechanism for explaining why 
longshore currents on a plane beach do not 'apparently' become unstable: even 
if an instability were to develop, it will be restricted by nonlinearity to a small 
amplitude. Of course, linear growth rates for Duck are much larger than those 
for the TG86 model (Santa Barbara, California; DOT92), but the weakly nonlin- 
ear analysis only applies for near-critical conditions. The problem is then one of 
whether or not V continues to increase above critical conditions faster than do the 
instabilities that would presumably appear as soon as these conditions are first 
exceeded. In the time series shown by OSHB89 (Fig. 8 of that paper) it ax>pears 
that the instabilities develop rather faster than V, as they seem to be established 
well before the end of the record. Whether this is true in general is not known. 
If it is not, then the weakly nonlinear approach would not be appropriate. 

(b) Though near-critical conditions may be appropriate, the simple model 
presented here, in which only one wavenumber kc is important, may be unrealistic, 
because kc is only a 'first among equals' (Drazin and Reid, 1981), wavenumbers 
immediately to the sides of kc having growth rates only infinitesimally smaller 
than that for the FGM. Thus there will be a group of wavenumbers propagating 
at group speed cs « du)T/dk (see §2). In this case, the appropriate analysis is 
that of the Ginzburg-Landau equation. The stable solutions given by the theory 
presented here (stable only to self-interaction), may no longer be so for other 
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wavelengths (there may be a side-band instability), and disturbances may evolve 
further to a larger amplitude. Work on this topic is now under way. 

It is clear that, whatever their eventual amplitude, instabilities will in some 
measure modify the mean longshore current profile. The appropriate equation for 
determining this profile would therefore be an equation like (24). However, some 
confusion seems to have arisen concerning this new, mean profile: the profile 
produced by the instabilities is only the mean component of a fully developed 
finite disturbance; the flow is stable to disturbances of wavenumber kc, and it is 
no longer laminar, and the methods of linear stability can no longer be applied 
to it. Therefore, any new, large shears apparent in the new profile should not be 
interpreted as leading to new instabilities. 

This work provides justification for the growth rate scaling of DOT92. The 
final amplitude is indeed proportional to the growth rate, and the very large value 
of i for hi indicates that the amplitudes will decrease rapidly with increasing k 
(Wr). 

Finally, two points should be mentioned: (1) The rigid-lid assumption does 
in fact break down in the weakly nonlinear analysis, but only at 0(e3). This 
produces a small correction to the growth rate; (2) Bottom friction is not the 
only form of damping of the instabilities; turbulence induced by wave breaking 
will also have a direct effect, and should be examined in future studies. 
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CHAPTER 204 

PROFILE DEVELOPMENT OF DUNES DUE TO OVERFLOW 

by Henk J. Steetzel1' and Paul J. Visser2' 

Abstract 

The set-up and preliminary results of a series of model investi- 
gations on dune breaching is presented. Based on these 2DV-tests the 
insight into the processes related to the lowering of the crown of a 
sandy dam during overflow conditions has been enlarged significant- 
ly. Although dam erosion is mainly due to transport processes on the 
inner slope, the angle of the outer upstream slope showed to be very 
important also. Coarser sand results in larger erosion rates, 
whereas the effect of packing is only minor. 

1.  Introduction and background 

The Technical Advisory Committee on Water Defences (TAW) in The 
Netherlands is completing a probabilistic design method for dunes 
and dikes, which determines its optimal cross section as a function 
of both construction and expected damage costs (deaths, loss of 
property, etc.) due to failure of the structure. In order to be able 
to determine the damage costs, it is necessary to predict the rate 
of inundation of the polder governed by the discharge rate through a 
breach. 

The effect of a local dike breach in terms of costs, is mainly 
governed by the final level and speed of inundation. Apart from for 
example the dimensions of the low-lying polder behind the breach, 
this level will definitely be related to the flow rate through the 
breach and thus by its dimensions. 
These dimensions, e.g. the breach width and depth, will not be con- 
stant. Moreover they increase in time, affecting the total discharge 
rate and thus the expected inundation level and damage costs. 

1) Senior Research Engineer, Delft Hydraulics, P.O. Box 152, 8300 AD 
Emmeloord, The Netherlands 

2) Scientific Officer, Delft University of Technology, Faculty of 
Civil Engineering, P.O. Box 5048, 2600 GA Delft, The Netherlands 
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Detailed   knowledge   of   the   process   of   breach   growth   to   predict   the 
inflow rate  is  therefore  indispensable. 

2.       Approach 

2.1 Introduction 

The process of breaching of dunes and dikes is a very complex 
phenomenon [Delft Hydraulics, 1988], as clearly confirmed by a field 
experiment described in [Visser et al. , 1990]. As a first result, 
an useful theoretical model to describe the breaching process is 
presented by Visser [Visser and Steetzel, 1992]. 
The final objective of the long-term research program is to enlarge 
the insight in the obviously rather complicated three-dimensional 
processes which control the breach growth, this in order to assess 
the rate of water inflow through an eroding breach into a polder 
with a mathematical model. This study can be seen as a follow-up on 
dune erosion studies [Steetzel, 1993], in order to predict the 
profile development and consequences of a dune failure during a 
critical storm surge. 

2.2 Successive research phases 

The inflow rate through a breach will mainly be controlled by 
the decrease of the maximum crown level in the breach (say increase 
in breach depth) and the increase in the width of the breach along 
the axis of the defence structure. 

Focusing in more detail on a specific cross-section, the deve- 
lopment of the breach dimensions, say breach width and breach depth, 
will depend on: 
- the outer hydraulic conditions (water level, intensity of wave 
attack), 

- the dimensions of the structure (crown height, crown length and 
both the inner and outer slopes) and 

- its composition (material present and kind of foundation) as well 
as 

- the inner condition, namely the level of the polder. 

Some physical model tests have been carried out to study the 
breaching process for a sandy structure. The results of these tests 
are used to develop, calibrate and (afterwards) verify a mathemati- 
cal model. To study erosion processes in detail, initially a series 
of two-dimensional model tests were conducted in the Schelde flume 
of the Delft Hydraulics [Delft Hydraulics, 1991]. Simultaneously, a 
general applicable mathematical model is being developed in order to 
compute and predict profile developments and inflow rates for all 
kinds of hydraulic and geometric conditions. 
In a following phase also some tests on three-dimensional breaching 
have been carried out in a basin, merely to study the processes 
which control the growth of the breach width. 
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2.3  Outline of present contribution 

This paper focuses in more detail on the set-up and results of a 
series of first model investigations on 2DV-breach growth, which 
were carried out at the end of 1991. These tests provide the devel- 
opment of the breach along the breach axis. At the end of this paper 
some concluding remarks are made on both the results of these tests 
and the next phases of the research program. A related paper on this 
subject is presented by Visser and Steetzel [1992]. 

3.   Model investigations 

3.1 Model facility 

The vertical development of a uniform structure due to overflo- 
wing water was investigated in the 50 meter long Schelde flume of 
the Delft Hydraulics, as shown schematically in Figure 1. The effec- 
tive width of the flume at the dam location was 0.40 m. 
A pumping system was installed in the flume to recirculate the over- 
flowing water in order to maintain a more or less constant high 
outer water level for as long as possible. 

3.2 Initial cross-section 

At about 35 m from the wave board, a sandy dike-like structure 
was built having a 1.30 m long (L0 0) and a 0.70 m high horizontal 
crown (Zc0) . At the top of the crown a temporary defence structure 
was placed. 
In these tests it is assumed that for some reason an initial, small 
breach is present at the beginning of a test (at t = t0) . 
Consequently, in these 2DV-tests the initial outer water level was 
chosen to exceed the crown level by 0.05 m. After removal of the 
sandbag (in fact the start of a test denoted as t=t0) , water started 
flowing down the inner slope and the erosion of the dam occurred. 
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Figure 1 Model set-up, initial profiles (showing three slopes) and 
measuring positions of water levels and velocities (latter 
denoted by o-symbols) 
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In this test set-up three different outer slopes have been tested, 
ranging from 1 in 4 to 1 in about 35. Furthermore the grain size as 
well as the bed porosity of the dam have been varied. 

3.3 Instrumentation 

In order to allow a good recording of the erosion process, 
extensive instrumentation was installed in the flume. 
In the upstream inflow section, four sets of two electromagnetic 
velocity meters were placed. Furthermore at 7 positions wave gauges 
were present to record the development of the local water level. 

At the position of the sand dam itself, the glass wall of the 
flume was utilized with a square (0.10 m) grid. By recording each of 
the tests with three simultaneously operating video-cameras, the 
development of the dam profile has been determined by analyzing 
these recordings with great accuracy. 

Model set-up, including initial profiles and position of measu- 
ring devices is presented in Figure 1. In this way the profile deve- 
lopment due to initial overflow (video-recordings) and a range of 
seven instantaneous velocity profiles and water depths were monito- 
red during the breaching process. 

3.4 Test program 

The relative, quantitative effect of next parameters has been 
investigated: 
- the seaward bottom slope, ranging from a 1:4 (dike) to 1:15 and a 
1:30/40 slope (schematized dune erosion profile); 

- the effect of waves on the breaching process, by comparing profile 
development with and without the presence of wave attack; 

- the effect of sediment diameter, by comparing results of D50 - 105 
/im and D50 = 218 fim; 

- the effect of porosity, by comparing results of two different 
porosities (with typical values of 38 and 45 % respectively). 

An overview of the tests performed is presented in Table 1. 

test number brief description 

TO Essay experiment 

Tl, T2 and T3 Set of similar tests with mutually different angles 
of the outer slope 

T4 Repetition of previous test (T3) with additional wave 
attack 

T5 and T6 Repetition of both test Tl and T3 respectively using 
coarser sand for dam construction 

T5A Repetition of test T5 to check on the reproducibility 
of a test 

T7 Repetition of test T5 for a more loosely packed dam 

Table 1  Overview of test program 
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In total, the development of the sandy dam has been investigated 
in nine tests. In test TO - T4 fine sand was utilized, while in the 
other tests (T5 - T7) coarse dune sand was used to construct the 
dam. 

4.  Direct test results 

4.1 General 

From each of the tests performed, two sets of data were 
obtained. The direct results, as discussed in this section, consist 
out of the observed profile development as well as the recordings of 
water level and water velocities during the erosion process. 
After analyzing these data, detailed information on the discharge 
rates and the apparent transport rates have also been obtained. Some 
examples of latter dataset are presented in the next chapter. 

4.2 Profile developments 

The schematic development of the cross-section of a dam during 
the erosion process is shown in Figure 2. 

Figure 2  Schematic three-phase development of cross-section: 
I - increasing steepness of inner slope, II - decreasing 
crown length, III - decreasing crown level 

In these tests, three subsequent stages (I, II and III respecti- 
vely) can be distinguished. Initially the increasing transport rate 
on the inner slope results in a steepening of this slope up to a 
critical value. In phase II, the erosion of this slope remains 
nearly constant in time, resulting in a decrease of the length of 
the crown (Lc) . After erosion of the complete crown (at t = t2), the 
maximum crown level (Zc) starts to reduce. During this third phase, 
the discharge rate starts to increase strongly. 

The grid on the glass wall allowed a direct assessment of both 
the instantaneous dam profile as well as the water depth contour. 
Figure 3 shows the observed development of the cross-shore profile 
(based on the analyses of the video-recordings) in test T5A. The 
numbers indicate the time in seconds with respect to the actual 
start of the test. Contours are presented at 20 seconds intervals. 
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Lowering of the crown started after about 140 s (= t2 - t0). The 
average speed of reduction of the crown length amounts about 0.01 
m/s. As can be observed, the total duration of such a test lasted 
only 5 to 6 minutes. At the end the total dam was washed out and, 
for the most part, in suspension circulating in the flume. 

35.5       36.0       36.5 
Olstonce along flume [m] 

Figure 3 Measured  development  of  cross-section  during  erosion 
process (for test T5A) 

4.3 Water levels and velocities 

The recordings of both water level and flow velocities are very 
important, since the water motion over the inner slope dominates the 
process under investigation. The observed velocities on the inner 
slope range from 0.5 to 3.0 m/s. Moreover the data at the begin of 
the inflow section will be used as a boundary condition for the 
mathematical model. 

4.4 Additional measurements 

During the test program additional measurements were carried out 
to assess water temperature, grain size distribution and actual 
volumetric porosity. 

5.   Interpretation of results 

5.1 Introduction 

A thorough analysis of the results has provided valuable infor- 
mation on the water motion as well as on the sediment transports 
during the breaching process. The outcomes will also be used in 
order to check and improve the computational model. As can be seen 
readily from the former figure, the erosion is taking place at the 
inner slope of the dam. 

5.2 Crown development 

The development of the maximum crown elevation for all tests is 
shown in Figure 4. 
In the first stage of decreasing crown length, the crown level 
remains constant. Next, say from about 140 s, the level decreases. 
The actual rate of decrease differs for some tests due to the diffe- 
rent test conditions. Most clear is the effect of the outer slope, 
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showing a relative decrease of this rate for the more gentle slopes 
(as present in tests T2, T3 and T6) . 

coda test 

a TO 
O Tl 
A T2 
+ T3 
X T4 
« T5 
• T5fl 
X T6 
z T7 

320 400 480 
Ttme   [t   -   tO)   [s] 

Figure 4 Overview of development of maximum crown level Zc for all 
nine tests performed 

5.3 Crown discharge rates 

From the simultaneously measured velocities and water levels the 
magnitude of the rate of crown discharge has been estimated. An 
example of the computed development (for the same test T5A) is shown 
in Figure 5. In this figure both the instantaneous estimate at a 
frequency of 25 Hz (denoted by the small dots) as the filtered sig- 
nal are presented. Furthermore the actual start of the test (denoted 
by t0) and the start of lowering of the crown level (denoted by t2) 
can be observed. At t = t2 the discharge starts to increase dramati- 
cally up to a more or less constant magnitude which is related to 
the installed pump capacity. 
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Figure 5 Development of computed (crown) discharge Q0 (for test 
T5A); both instantaneous estimate and smoothed signal 
(denoted by dots and line respectively) are shown 

5.4 Transport rates 

As a result of the observed and recorded profile development, 
the apparent transport rate S was computed from the sediment balance 
equation at several moments and positions for each test. Figure 6 
shows in the down-left corner a detail of the inner slope of the dam 
in test T5A at (t - t0) 100 s. 
The calculated transport distribution on a horizontal grid is shown 
at the top of the figure. The same distribution on a vertical grid 
is presented on the right, showing a near-linear downward increase 
of the transport and thus indicating a more or less equilibrium 
shape of the inner slope for this particular case. From visual 
observations of the transport process it has been concluded that 
this increasing transport rate is related to an increase in the 
thickness of the near-bottom suspension layer (sheetflow layer). The 
mean concentration within this layer has been estimated to be about 
40 to 50% by volume. 
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Figure 6 Computed transport distribution (S) at inner slope of test 
T5A after (t - t0) - 100 s; both S - F(x) (upper figure) 
and S = F(z) (right-hand figure) are presented 

6. Conclusions 

6.1 General 

Studying breaching processes in a model facility is difficult 
because of the speed of the processes involved, although in the 
present tests very accurate data on the breaching process have been 
obtained. Moreover the repetition of an identical test (test T5 and 
T5A) showed an almost perfect reproduction of the principal results. 
Some of the main conclusions are summarized hereafter. 

6.2 Effect of seaward bottom slope 

The influence of the seaward bottom slope is very important and 
primarily related due to volumetric effects. A relatively steeper 
outer slope results in a larger erosion rate. 

6.3 Presence of wave attack 

The presence of wave attack leads to accelerated erosion and 
speeds up the erosion process significantly. 
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6.4 Sand diameter 

Coarser sand increases the erosion rate by 15 to 25 %. This 
seems mainly due to the effects of hindered erosion present in case 
of finer material. 

6.5 Sand porosity 

Effects of sand porosity are relatively small, although a 
loosely packed dam shows an about 5 % increased transport rate (for 
coarse sand). 

7 .   Next research items 

7.1 Introduction 

Although very interesting and useful findings have already been 
obtained, a continuing further analyses of the large amount of 
available data will enlarge the insight in the processes responsible 
for the breaching phenomena further. 

7.2 Computational model 

In the development of the numerical mathematical model, one of 
the major problems to be dealt with is the formulation of the 
transport rates. 
The sediment transport at high velocities is not yet well under- 
stood. Literature review, e.g. [Voogt et al, 1991], indicated that 
standard formulae tend to overestimate the transport rate. The 
transport on the inner slope seems to be affected by at least non- 
local effects and hindered erosion. 
The dynamical, computational model will be based on the water motion 
according to the quasi-steady 'long wave' equations. Crown dis- 
charges will be iteratively derived using 'backward fitting', after 
which the super critical downward flow along the inner slope is 
computed. The sediment transports will initially be based on an 
adapted energetics-based Bagnold-formula (see [Visser, 1988]), 
although ongoing analyses of all the available test results may lead 
to other formulas. 

7.3 Further testing 

Some additional tests on three-dimensional breaching in a basin 
have been carried out also. Next phases of the research program will 
have to enlarge the insight into the effect of clay and the presence 
of partial revetments on the breaching process. 

Both the results of the computational model as the outcomes of 
the 2DH/3D-model investigations will be discussed in a forthcoming 
paper. 
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CHAPTER 205 

THE CONTRIBUTION OF SUSPENSION EVENTS 
TO SEDIMENT TRANSPORT IN THE SURF ZONE 

Bruce Jaffel and Asbury Sallenger, Jr.2 

ABSTRACT 

Suspension of sand in the surf zone is intermittent. Especially striking in a 
time series of concentration are periods of intense suspension, suspension events, 
when the concentration is an order of magnitude greater than the mean. We used 
field data collected in the inner half of the surf zone during a large storm (greater 
than 1.5 m wave heights and 13 second periods) to define and describe suspension 
events and determine the contribution of events to the sediment transport. 

Large suspension events were found throughout the inner half of the surf 
zone, occurred about once every 1 to 2 minutes, and each had a duration of about 5 
seconds. These events tended to occur during onshore flow under the wave crest, 
resulting in an onshore contribution to the suspended-sediment transport. Even 
though large events occurred less than 10 percent of the total time, at some 
locations onshore transport associated with suspension events was greater than the 
offshore directed transport during non-event periods, causing the net suspended 
sediment transport to be onshore. Events and longshore velocity were not 
correlated. However, events did increase the longshore suspended-sediment 
transport by approximately the amount they increase the mean concentration, 
ranging from 15 to 55 percent depending on the definition used for events. Because 
of the lack of correlation, the longshore suspended-sediment transport can be 
adequately modeled as the vertical integration of the product of the time-averaged 
longshore velocity and the time-averaged concentration. 

'US Geological Survey, MS 999, 345 Middlefield Rd., Menlo Park, CA 94025 
and University of Calififornia at Santa Cruz, Dept. of Earth Sciences, Santa 
Cruz, CA 94064 
2US Geological Survey, Center for Coastal Geology,  600 4th St. South, 
St. Petersburg, FL 33701 
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INTRODUCTION 

Ever since the first surf-zone deployment over 25 years ago of a fast- 
response instrument that monitored the amount of sediment in suspension 
(Brenninkmeyer, 1976a,b), researchers have observed short periods of intense 
suspension when sediment reaches high ( order 1 m) into the water column. These 
intense suspensions were separated by longer quiescent periods when sediment 
concentrations were an order of magnitude less and suspension was confined to near 
the bed (order 10 cm). Brenninkmeyer, 1976a, called these intense periods "sand 
fountains". We will refer to them as "suspension events" following the terminology 
of Downing (1983). 

Models for sediment suspension currently are not able to predict the 
occurrence of suspension events in the surf zone. In this paper, field data are used 
to objectively define event periods from a suspended-sediment concentration time 
series collected in the surf zone during a large storm. The average properties of 
suspension events are described and the contribution of events to the longshore and 
cross-shore suspended sediment transport are determined. We show that large 
suspension events tend to occur during onshore flow under wave crests and result in 
an onshore transport that can dominate the net suspended transport. 

EXPERIMENT SETTING AND METHODS 

A large cooperative field experiment investigating the morphologic response 
of the nearshore to storms was conducted at the Army Corps of Engineers Field 
Research Facility (FRF) at Duck, North Carolina in the Fall of 1982 (see Mason and 
others, 1984, for a description of the experiment). The FRF is located on a long 
straight beach with bi-modal sand on the foreshore (1.0 mm and 0.3 mm modes), 
sand and pebbles in the longshore trough, and fine sand (~0.15 mm) offshore. 

As part of this experiment the US Geological Survey deployed an 
underwater sea sled (Sallenger and others, 1983) equipped with instruments to 
measure waves, currents, sediment suspension, and profile change. Waves were 
measured using a pressure sensor and horizontal currents were measured at 3 
elevations (0.5, 1.0, and 1.75 m above the bed) using 1" Marsh-McBirney 
electromagnetic current meters Suspended-sediment concentration was measured at 
5 elevations (0.10,0.13,0.19,0.31, and 0.61 m above the bed) using optical 
backscatter sensors (OBS, Downing, 1981). The nearshore profile was measured 
using an infrared range-finder sighting on prisms mounted on a 10 m mast as the 
sled was pulled offshore and onshore by a winch and lines and a system of blocks. 

Sled measurements were carried out for a two-week period during which one 
large extra-tropical cyclone (northeaster) and a smaller storm generated large waves 
and strong currents at the field site. The standard daily measurement regime was a 
starting profile extending several hundred meters offshore, processes measurements 
at up to 8 locations across the surf zone, and an ending profile to determine changes 
during the processes measurements. The entire procedure took about 6 hours and 
bracketed the time of high tide to minimize sea-level changes through the 
measurement period. At each of the measurement locations, 34.1 minutes of data 
were collected at 2 Hz for each sensor. 
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The largest profile response occurred during the northeaster of October 10- 
15. A linear bar formed on October 10th (Sallenger and others, 1985, Mason and 
others, 1984) and evolved into a crescentic bar by October 15th. The position of the 
bar crest on the sled transect moved offshore during the 10th, 11th, and 12th at rates 
as great as 2.2 m/hr and then migrated onshore on October 13th. The data presented 
in this paper were collected on October 13th. 

The waves and currents were influenced by the barred profile of October 
13th (Fig. 1). Because of the length of line pulling the sled, it was limited to 
operating in the inner six-tenths of the surf zone. Measurements were made at 7 
locations between 17 and 224 m offshore, in water depths ranging from 2.3 to 4.3 
m. The wave period ranged between 13 and 15 seconds. The standard deviation of 
the horizontal velocity was maximum at the bar crest, lowest in the trough, and 
fairly uniform at the measurement locations seaward of the bar. The magnitudes of 
the 34.1 -minute-averaged speed and cross-shore velocity at 0.5 m above the bed 
increased toward the beach and had maximums at the measurement location nearest 
the deepest part of the longshore trough. The cross-shore mean currents at 0.5 m 
above the bed were directed offshore at all measurement locations (Fig. 1). 

tontal Spoad 

a Volec/ty    {pos. offshore) 

100 200 
Distance Cm] 

Figure 1- Conditions in the inner half of the surf zone at the Army Corps of 
Engineers Field Research Facility at Duck, NC during October 13, 
1982. Shown from bottom to top are: 1) nearshore profile and 
measurement locations, 2) depths, 3) RMS wave heights, 4) standard 
deviation of the horizontal velocity at 50 cm above the bed, 5) mean 
horizontal speed and cross-shore velocity. 
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Figure 2- Time series of suspended sediment concentration at 13 cm above the bed 
for 7 measurement locations. 

Suspension of sediment was intermittent at all measurement locations and at 
all OBS sensor elevations on October 13th. At 13 cm above the bed, concentrations 
were highest at the bar crest and at the offshore measurement location (Fig. 2, 
Figure 7 in Jaffe and others, 1984) and lowest in the longshore trough. At the 3 
higher sensors (19, 31, and 61 cm) suspension was also intermittent with the 
intensity of suspension and the rate of occurrence of intense suspension decreasing 
higher in the water column (for example, see Fig. 3). For the 10-minute period 
shown in Figure 3 the intense suspension occurred during the passage of wave 
groups (intense suspension associated with wave groups was also observed by 
Hanes and Huntley, 1986). Suspension events were not associated with wave 
groups for other locations in the surf zone. Intense suspension was observed at 
other measurement locations following a strong offshore flow (also observed by 
Downing, 1983 at a beach in Washington). Since all of the measurement position 
were well within the the calculated plane-bed regime (Komar and Miller, 1975, 
Grant and Madsen, 1982), suspension events were not due to vortices associated 
with small-scale bedforms. Osborne (this volume) has recently found that larger, 
irregular bedforms sometimes form under the conditions observed at some of the 
measurement locations, so we can not rule out flow disturbances from this class of 
bedform creating suspension events. It is beyond the scope of this paper to 
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Figure 3- A 10-minute time series for the middle-surf-zone location (6). From the 
bottom, the hydrostatic approximation to sea level (h), cross-shore (U) 
and longshore (V) water velocities at 50 cm above the bed, and sediment 
concentrations (ppt) at 13,19, 31, and 61 cm above the bed. The time 
period corresponds to 2 through 12 minutes shown in Figure 2. 

determine the processes responsible for producing suspension events. This paper 
will, however, quantify the characteristics of these periods of intense suspension 
and their contribution to transport in the surf zone. 
Before quantitatively describing the character and transport contribution of the 

intense suspension periods, an objective criteria must be developed to distinguish 
these periods from less energetic periods of suspension. One simple definition 
would be to call periods when the concentration exceeds a threshold value a 
suspension event. The choice of threshold level will dictate how many events occur 
and their characteristics. For example, if 20 ppt was chosen as the event threshold 
there would be no events in the longshore trough (locations 1 and 2) and some 
periods where suspension was episodic and intense at other measurement locations 
would not be considered events (a good example is location 6). To make the choice 
less arbitrary, event thresholds used in this paper were based on the statistical 
properties of the concentration distribution. Using the statistics for each location 
makes the definition of an event scale with the overall intensity of suspension at that 
location. The distribution of concentrations measured in the surf zone were skewed, 
with many low values and fewer high values (Fig. 4). Several event thresholds 
based on the mean and standard deviation of the concentration distribution were 
tried in order to define events. Two event thresholds are used in this paper to define 
events. A event was defined to occur when the concentration was greater than the 
mean plus one standard deviation (Fig. 5). Large events occur when the 
concentration exceeds the mean plus three standard deviations. In order to include 
the beginning and end of the event, an event start/end threshold was chosen. In this 
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Figure 4- Frequency distribution of sediment concentrations at 13 cm above the bed 
for the middle-surf-zone location (6). 
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Figure 5- Suspended-sediment time series showing definition of suspension events 
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Figure 6- Application of suspension event definitions to the 10-minute series in 
Figure 3. From bottom to top are: 1) the concentration time series, 2) 
all events shaded, 3) large events shaded. 
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paper, the event start/end threshold used was the mean concentration. 
Using the above definitions, time series of suspended-sediment 

concentrations at 13 cm above the bed were transformed to event time series to 
allow an automated analysis of suspension events (Fig. 6). Characteristics of 
events, including duration, rate of occurrence, and percent of the total time and 
concentration, are discussed in the next section. 

PROPERTIES OF SUSPENSION EVENTS IN THE SURF ZONE 

Time series of large suspension events are shown for the 7 measurement 
locations in Figure 7. The measurements were not synoptic, so no information 
about phasing between events at different cross-shore locations can be extracted 
from the figure. The number of large events in the 34.1 minute records varies from 
a low of 15 near the bar crest (location 3) to a high of 37 at the mid-surf-zone 
location (6). Events tend to occur in packets and there are long intervals of several 
minutes or more between events at all measurement locations. 
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Figure 7- Large event time series for the 7 measurement locations. 
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The mean behavior of both events and large events are shown in Figure 8. 
On the average, large events occur about every minute away from the bar crest and 
every two minutes at the bar crest (Fig. 8a). Events defined with a lower threshold 
occur more frequently, but the cross-shore structure is similar to the structure for 
larger events. In the longshore trough these events occur about 5 times a minute 
(once every 12 seconds) which is less than the wave period, 13 seconds. 
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Figure 8- Average event properties for large and all events showing; a) mean rate of 
occurrence, b) duration, c) percent of the time events occur, d) percent of 
the total concentration, e) ramp time, and f) average lag of the event 
relative to the velocity zero up-crossing. 
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Both large and small events last an average of about 5 seconds, with larger events 
lasting longer (Fig. 8b). The maximum event duration, about 35 seconds, was near 
the bar crest where conditions were most energetic. At other locations in the surf 
zone the longest events lasted 15 or 20 seconds. The quickest events were only 1 or 
2 seconds long. Typically, there was a wide distribution of event durations at each 
measurement location. 

Because events occur infrequently and do not last long the percent of time 
that events occupy is relatively low, about 10 percent for large events and 15 to 35 
percent for all events (Fig. 8c). However, the contribution of events to the total 
concentration is large, about 15 to 35 percent for large events and 45 to 55 percent 
for all events (Fig. 8d). 

Events are typically asymmetric with a rapid increase in concentration and a 
more gradual decrease. The ramp time, the time from the start of the event until the 
maximum concentration, averages between 1.5 and 2.7 s for for large events and 
between 1.0 and 1.4 s for all events (Fig. 8e). The ramp time for large events is 
minimum near the bar crest, one of the most energetic measurement locations. The 
shortest ramp time combined with the longest average duration makes events near 
the bar crest the most asymmetrical. Events are the most symmetrical in the trough 
of the bar. 

Events tend to start several seconds after the flow reversal from offshore 
flow under the wave trough to onshore flow under the crest. On the average, large 
events start from 1.0 to 2.2 seconds after the velocity zero up crossing (Fig. 8f). 
The minimum lag time is at measurement location 3, the landward side of the bar 
crest. Lags are longest at the seaward side of the bar crest (location 4) and the 
middle-surf-zone locations (6 and 7). When all events are included the average lag 
time increases, ranging from 1.8 to 2.8 seconds. The distribution of lag times is not 
symmetrical about the average for large events. For instance, at the middle-surf- 
zone location (6) the largest number of events was near 0 lag time from the velocity 
zero up crossing, but the average was several seconds after the crossing because of a 
few events with long lag times. 

CONTRIBUTION OF SUSPENSION EVENTS TO TRANSPORT 

Because suspension events occur infrequently and last for a short time one 
might think their contribution to the total suspended sediment transport is not very 
large. On the other hand, because suspension events increase the overall mean 
concentration by a significant amount, it could be postulated that events are 
significant to the total transport. To determine the event contribution to transport 
we made four calculations; 1) transport during large events, 2) transport during all 
events, 3) transport during non-event periods, and 4) total transport (2 + 3). These 
transport calculations were for one elevation and used the concentration measured 
13 cm above the bed and horizontal velocity measured at 50 cm above the bed. The 
results, presented below, show that event contributions to longshore and cross-shore 
transport were very different. 
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Longshore Transport 

Events increase the longshore suspended sediment transport by 
approximately the amount they increase the mean concentration. For large events, 
the contribution ranged between 15 and 35 percent at all measurement locations on 
October 13th. For all events, the contribution was about 50 percent. 

There is no preference for events to occur when the longshore velocity is 

either higher or lower than the mean. The contribution of events to longshore 

transport, VCevent, is approximately equal to the product of the mean longshore 

velocity, V, the mean concentration during events, Cevent, and the percentage of 

time events occurred, pevent- During non-event periods, the concentrations are also 

not correlated to the longshore velocity so the non-event transport,VCnon.eventpnon. 

eventis approximately V Cnon.event pnon.event. The total longshore suspended 

transport can be adequately calculated by V (Cevent pevent + Cnon_eventpnon.event.), 

or V Ctota). The time variation of the concentration is not needed to accurately 

predict the longshore suspended sediment transport. However, the vertical structure 

of the mean velocity and concentration must still be known because suspended- 

sediment concentration is high near the bed where longshore velocity is low and 

low higher up in the water column where velocities are higher. 

Cross-shore Transport 

Suspension events make a significant contribution to the cross-shore 
suspended-sediment transport. Figure 9 shows the contributions of large events and 
non-event periods to the total cross-shore transport. The average transport during 
large events is onshore for all measurement locations seaward of the longshore 
trough. Transport during non-event periods, moving in the same direction as the 
near-bottom current, is offshore for all measurement locations. The total 
suspended-sediment transport is approximately, but not exactly, equal to the sum of 
large event and non-event periods because transport during small events is slightly 
offshore. The total transport is offshore for the longshore trough (measurement 
locations 1 and 2), landward side of the bar crest (3), and middle-surf-zone (6) 
locations, near zero seaward of the bar at location 5, and onshore on the seaward 
side of the bar crest (4) and the farthest seaward location (7). 

The timing of suspension relative to the wave-induced oscillatory flow 
results in an average onshore transport during large events. For example, two 
events at the beginning of the time series in Figure 10 qualitatively show that the 
most intense suspension occurs during or just after the onshore flow under the wave 
crest. The average large event starts about 1 to 1.5 seconds after the velocity zero 
up-crossing (Fig. 8f) when the flow is onshore. Because the maximum 
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Figure 9- Cross-shore transport 13 cm above the bed for large events, non-event 
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offshore directed. 
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Figure 10- Time series of velocity and concentration showing the tendency for 
events to occur during onshore flow 

concentration is reached quickly, about 1.5 to 2.5 seconds later (Fig. 8e), it too 
usually occurs during onshore flow. 

Ensemble averages for the cross-shore velocity and concentration for three 
different measurement locations are shown in Figure 11. These averages included 
all large suspension events and were constructed using the velocity zero up-crossing 
time for reference for both the velocity and concentration time series. The phase of 
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events in the longshore trough varied widely resulting in an average large-event 
concentration with no distinct peak. This lack of phasing between the concentration 
and velocity resulted in a near zero net transport during large events for longshore 
trough measurement locations (Fig. 9). Large events at the bar crest and the middle 
surf zone tended to occur shortly after the velocity zero up-crossing resulting in a 
peak in the concentration (Fig. 11) and a net onshore transport contribution (Fig. 
9). 

Bar Trough (2) 
Bar Crest (3) 
Middle Surf Zone (6) 

10 15 
Time (s) 

Figure 11- Ensemble averaged velocity and concentration for all events at 
measurement locations in the bar trough, bar crest, and middle surf zone. 
The time series are averages of velocities and concentrations for large 
suspension events with the velocity zero-upcrossing as the common time 
reference. . 

DISCUSSION 

We have found that much of the net cross-shore suspended sediment 
transport at 13 cm above the bed was contributed by large suspension events. To 
accurately model the cross-shore transport the event magnitude and phase with 
velocity must be well predicted. Without modeling the large events, the predicted 
transport will be more strongly influenced by the mean current velocity (offshore) 
which would result in a predicted transport in a different direction than the actual 
transport at some measurement locations. 
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The results show that events are not as significant to predicting longshore 
suspended transport because events are not strongly correlated with the longshore 
velocity. However, inability to model events would result in an underprediction of 
the magnitude of the longshore transport up to about 50 percent, but unlike the 
cross-shore transport the direction would be accurately modeled. 

Event transport is one part of the "fluctuating flux" addressed in Jaffe and 
others, 1984. The results in this paper support the conclusion that the time 
dependency of the flux (transport) is important to the net cross-shore flux, but not to 
the longshore flux (Jaffe and others Figures 8 and 9). Not addressed in this paper, 
but still an important property of the cross-shore transport is the tendency for low 
concentrations (less than the mean) to be correlated with offshore flow. 

An improvement to this study would be to asses the vertical variation of 
events and their contribution to transport. Although we do not expect the 
conclusions to be significantly altered, the changes in concentration/velocity 
phasing in the vertical would be helpful information for modeling events. 

The definitions for suspension events could possibly be improved. Because 
the concentration distribution was used to generate the statistics (mean and standard 
deviation) for the event definitions, it could be argued that instead of defining 
suspension events we are just looking at a tail of the distribution, which will always 
exist, so events will always exist. Although it is true there will always be 
concentration values in the tail, the timing of these high concentration values is not 
related to the distribution. For example, all the points in the tail could occur in one 
section of the time series and create one event or they could occur as single points 
equally spaced in time or a large number of other possibilities. Our definition does 
a good job of choosing the points that are visually striking when examining a time 
series of suspension. 

CONCLUSIONS 

1) Suspension events, periods of intense suspension, can be defined on the 
basis of the concentration distribution. Two types of events were defined in this 
paper: 1) event periods when the concentration exceeded the mean plus one 
standard deviation, and 2) large events periods when the concentration exceeded the 
mean plus three standard deviations. 

2) Large events were found throughout the inner half of the surf zone, 
occurred about once every 1 to 2 minutes, and lasted about 5 seconds. 

3) Large events tended to occur during onshore flow under the wave crest, 
resulting in an onshore contribution to the suspended-sediment transport. Even 
though large events occurred less than 10 percent of the total time, at some 
locations their onshore transport was greater than the offshore transport during non- 
event periods . As a consequence, net suspended sediment transport was onshore. 

4) Events were not correlated with the longshore flow and increased the 
longshore suspended sediment transport by approximately the amount they 
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increased the mean concentration, ranging from 15 to 55 percent depending on the 
definition used for events. Because concentration and longshore velocity were not 
strongly correlated, the longshore suspended sediment transport can be adequately 
predicted as the vertical integration of the product of the time-averaged longshore 
velocity and the time-averaged concentration. 
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CHAPTER 206 

THE SHORT TERM PROFILE RESPONSE OF SHINGLE SPITS TO STORM 
WAVE ACTION 

Bradbury A P 1 and Powell K A2 

Abstract 

The profile performance and the conditions giving rise to overtopping and 
overwashing of shingle barrier beaches have been examined in an extensive 
programme of field work and physical model studies. The hydraulic performance 
of Hurst Spit, on the south coast of the UK, has been examined in detail, and the 
studies have been used to design a management programme for this barrier 
beach. This has included the design of a beach replenishment scheme and 
quantification of overtopping thresholds and alarm conditions, for a range of 
beach geometries. An extensive series of 3-dimensional physical model tests are 
discussed and a dimensionless parametric framework is suggested, which 
provides a method of estimating the conditions that will result in crest 
accumulation, breaching and crest lowering of shingle barrier beaches, for a wide 
range of beach geometries. 

Introduction 

Shingle spits often provide the only natural defence from wave attack to the 
areas of low lying land in their lee. They are hydraulically efficient structures, 
maximising wave energy dissipation through the high permeability of the shingle. 
Barrier beaches are particularly important at sites where they protect low lying 
land, often at the mouths of large tidal inlets. Important sites around the UK 
include Hurst Spit, Chesil Beach and Orfordness. These beaches are typically 
less than 100 metres wide above mean water level and may have a crest width of 
less than 5 metres. 

1 Coast Protection Group, New Forest District Council, Lymington, S041 9ZG, UK 
2 Coastal Group, HR, Wallingford, Oxon, OX10 8BA, UK 
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The natural beach crest is generally formed at a level which is just below the 
maximum level of wave run-up. This is controlled by a combination of wave 
conditions, and water levels, and the shingle size and grading. The crest of a 
shingle barrier beach may be exceeded by wave run-up, resulting in overtopping 
under extreme conditions. The beach crest is often able to dissipate energy as 
waves pass over the crest, restricting both water and shingle movement to the 
seaward side of the beach crest. Under these circumstances any shingle that is 
pushed or carried to the crest by the wave run-up is deposited at the crest, thus 
causing the crest level to increase. The high permeability of the beach usually 
ensures that most wave energy is dissipated before it reaches the lee face of the 
beach. When the combined effects of freeboard, crest width and wave conditions 
reach a critical condition however, often during periods of extreme water levels 
resulting from tidal surges, the beaches become susceptible to overtopping which 
cannot be confined within the crest. This may result in crest rollback, crest 
lowering, fan formation and subsequent sudden, and often spectacular failure of 
the shingle bank. Whilst the leeward position of a shingle beach with a seawall or 
cliffs on its landward side is fixed, a barrier beach with no retaining wall on its 
landward side is free to move landwards or "rollback" when waves reach the 
leeward crest of the beach. 

Previous field studies of shingle barrier beach development have discussed 
various stages of crest evolution (Nicholls, 1985) resulting in: 

a) crest level raising by overtopping; 
b) crest rollback: 
c) crest level lowering by overwashing; 
d) breaching; 

Field observations of the performance of barrier beaches have been 
discussed in some detail by several authors and the sedimentology of the crest 
features of sand barrier beaches has been studied extensively (Leatherman and 
Williams, 1977). Whilst the field studies have provided a valuable description of 
the development of these beaches, they have not quantified the complex 
interaction of wave and water level conditions, sediment size and the geometry of 
the beach, which result in the formation of these features. There is a particular 
dearth of information with respect to shingle barrier beaches, which typically have 
a D^ grain size in excess of about 5mm. 

Recent examples of severe storm activity on Hurst Spit, UK, have 
demonstrated that catastrophic failure of shingle barrier beaches may occur, 
resulting in extensive flooding and damage to low lying land in the lee of the 
beach. The problems of diminishing shingle supply to Hurst Spit present a 
significant problem to the management of the beach and remedial action was 
urgently required to maintain the integrity of the beach. This problem presented 
the opportunity to examine at full scale a barrier beach which was becoming 
subject to overtopping under storms of increasing frequency. 
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Recent research on restrained shingle beaches by Powell (1990) and van 
der Meer (1988) has provided parametric empirical frameworks to predict the 
profile performance of restrained shingle beaches, but these studies have not 
examined the evolution of barrier beaches. The processes which result in the 
dramatic evolution of these beaches are difficult to quantify and as a result coastal 
managers have little guidance on their management. If natural or renourished 
shingle barrier beaches are to be used as effective coast protection structures, it 
is essential that the hydraulic performance of the crest evolution is clearly 
understood. 

Objectives 

The studies were commenced with the intention of providing an 
understanding of the hydraulic performance of the Hurst Spit shingle bank, and to 
provide a management strategy to ensure that the spit would continue to provide 
protection to the land in its lee. This required identification of the conditions that 
cause crest lowering of the beach, the design of a major beach replenishment 
scheme and the identification of appropriate alarm conditions for future 
maintenance of the beach. 

In the course of the studies the objectives were extended to investigate the 
hydraulic performance of shingle barrier beaches of a wide range of geometries, 
subject to a wide range of wave and water level conditions, thus providing an 
empirical method to allow the crest processes of these beaches to be quantified. 

The study has been divided into three main phases of experimental work. 

a) field studies; 

b) wave climate studies; 

c) 3-dimensional physical model studies. 

Field work 

The main focus of the studies has been on the hydraulic performance of 
Hurst Spit, UK. The spit which is approximately 2.5 kilometres long, protects an 
extensive area of low lying land, and has a long history of rapid evolution 
(Nicholls,1989). Reduced shingle supply to the spit by longshore transport has 
resulted in a declining beach volume. Consequently, the frequency of overtopping 
events has increased. The features which result from wave run-up and the 
overtopping processes discussed in this paper have all been observed, and 
detailed measurements of beach profile response have been recorded on a 
regular basis. The field work and wave climate studies were carried out at Hurst 
Spit, UK, over a five year period between 1987 and 1992. 
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The beach is surveyed quarterly and also following severe storms along 20 
profile lines, at approximately 100m intervals. Wave conditions and tidal conditions 
have also been monitored at this site, thus allowing the beach response to be 
quantified with respect to the hydraulic parameters. 

The beach is characterised by a coarse grain size D^of about 16 mm. The 
beach crest is generally between 2 - 4 metres above mean high water, with a crest 
width of 3 -10 metres. Wave rider records indicate a nearshore wave climate with 
storms regularly occurring with significant wave heights in excess of 2.5 metres. 
The complex offshore bathymetry results in different incident wave conditions along 
the length of the spit. The beach profile response is therefore different at each 
profile position. The significant wave height of the 1:100 year return period storm 
varies from 1.8m to 3.5m (in 7 metres of water), from east to west. 

The storms of the winter of 1989 have provided data of some considerable 
interest. Large scale overwashing of the spit occurred in December 1989, resulting 
in crest lowering along an 800 metre length of the beach. The seaward toe of the 
beach was rolled back by as much as 60 metres whilst the leeward toe was moved 
by as much as 80 metres in a single storm event. Crest lowering in the same event 
resulted in reduction of much of the beach below the level of the peak water level of 
the storm, a reduction in crest level by as much as 3 metres. Whilst offshore wave 
conditions were only moderate during this storm, an extreme tidal level resulting 
from a storm surge at the peak of the storm resulted in a very low freeboard and 
increased wave conditions at the toe of the beach. This dramatic event provided 
valuable data about the response of Hurst Spit under extreme conditions and 
provided excellent data for calibration of the physical model. More severe wave 
conditions monitored on other occasions at lower water levels also resulted in 
overtopping and crest rollback, thus providing calibration data for events closer to 
the threshold of crest roll back. 

Further field work is ongoing to provide additional validation of the empirical 
methods developed in the laboratory and to assess performance of the proposed 
beach renourishment, which has been designed in conjunction with these studies. 
The conditions that occurred during the field work programme provided the rare 
opportunity to carry out concurrent measurements of waves, tides and beach 
profiles, for a series of severe storms. Whilst the field studies provided a 
considerable amount of quantitative information about the processes, the restricted 
number and random nature of the natural storm events provided insufficient data 
alone to generate a statistically valid method for the prediction of the beach crest 
evolution. It was therefore necessary to examine the beach response in a more 
controlled environment to enable threshold conditions to be defined. 
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Physical Model Tests 

Recent developments in physical modelling techniques for shingle beaches 
have provided an appropriate method of study. The use of distorted sediment 
scaling to produce model beaches with appropriate permeability and sediment 
movement characteristics to reproduce the correct profile response of the beach 
has been discussed by Powell (1989). Since detailed physical model studies had 
not however previously been used to examine the profile response of overtopping 
shingle barrier beaches, it was necessary to carry out a series of calibration tests 
to prove the validity of the modelling techniques for this type of beach. 

The model tests were conducted in a 3-dimensional wave basin under 
random wave conditions. The model was constructed at a scale of 1:40, with an 
active beach frontage of 1000 metres. Model variables included a range of 
significant wave heights from 1 - 4.5 metres, wave periods of bste'een 6-12 
seconds and four static water levels. The four water levels provided a variable 
f reebo^ri between the beach crest and the static water level and also provided 
the op^irtitfsity to examine the effects of varied breaking wave conditions at the 
toe of ini structure. Many of the tests were carried out with normally incident 
waves, although a large number of tests were also carried out with the beach 
subject to oblique wave attack, within the range 5-15°. The material used to 
represent the model beaches was a graded anthracite, scaled to reproduce both 
the correct beach permeability, threshold and direction of sediment motion and 
thereby the correct profile response of the beach. 

A number of hydraulic variables were kept constant throughout the test 
programme. These included sediment size and grading, spectral shape 
(JONSWAP), and storm duration. 

The test programme was divided into three phases 

a) validation of the test methodology 

b) evaluation of the hydraulic performance of Hurst Spit 

c) evaluation of the hydraulic performance of an extensive range of 
barrier beach geometries. 

Field data collected from Hurst Spit provided the basis for the design of the 
first two phases of laboratory tests, ensuring that model beaches, foreshore 
geometry, sediment size characteristics, wave and water level conditions were all 
modelled correctly. This provided a typical structure for validation of the test 
methodology and for examination of the processes identified by field 
observations. 

The test conditions were extended to include a wider range of variables as 
the studies developed. The third phase of testing provided a means of examining 
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a much wider range of conditions and beach geometries, which might be 
applicable to sites elsewhere. A wide range of wave conditions, water levels and 
shingle bank geometries have been examined in a systematic series of tests on 
the profile response of an extensive range of beach geometries. In excess of 
3000 beach profiles were measured in more than 200 physical model tests. 
Concurrent measurements were also made of wave and water level conditions 

The seaward slope geometry has been described by the three stage 
schematised shingle beach profile proposed by Powell (1990). Additional beach 
geometry characteristics appropriate to barrier beaches have been defined in 
terms of beach cross section area, crest level, crest width and beach span at 
each of a number of beach levels. The primary geometric variables which have 
been used in the analysis of the beach profile performance are the beach crest 
level and the crest width. A range of freeboards from 0.5 metres to 6 metres were 
examined, with beach crest widths ranging from 2 metres to 20 metres. 

Pre and post storm profiles were recorded by surveying (he beach before 
and after each test. Profiles were recorded using a computer driven incremental 
bed profiler, sampling levels at a constant survey interval of 2 metres along each 
profile line. A number of profiles were recorded along the beach frontage for each 
test. This provided the basis for the examination of the spatial variation of the 
beach performance. The tests were generally run for a prototype duration of 3 
hours. Video recordings were made of each test from an aerial camera. These 
recordings were later used in the analysis of the evolution of the crest features. 
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Results 

The physical model was validated by reproduction in the model of severe 
storms that occurred on Hurst Spit in 1989. Field measurements of wave and 
water level conditions during the storms, and beach profiles monitored before and 
after the storms have provided the basis for the comparison of the performance of 
the physical model with Hurst Spit. The results of the physical model provided a 
remarkably good reproduction of the profile response of Hurst Spit to these storms 
and demonstrated the validity of the modelling methods for this type of structure. 

Observations made during the test programme provided an explanation for 
many of the features formed during the tests. A number of threshold conditions 
were identified, both visually and by parametric analysis of the beach profile 
response to various hydraulic conditions. The first threshold condition occurs 
when the combination of wave conditions, water level and beach geometry 
causes crest accumulation. This process is described well by earlier studies 
(Powell,1990) which have quantified wave run-up and berm formation. Crest 
accumulation occurs when waves reach the crest with sufficient energy to spill 
onto the crest, but with insufficient energy to wash the whole of the way over 
the crest. The hydraulic conditions giving rise to this process are confined to a 
very narrow band for any given beach crest width. The validity of the run-up 
formulae are further restricted by the initial beach crest width which may prevent 
the predicted beach profile from being reached, if the combination of crest 
position and crest height require a wider beach to achieve the dynamic equilibrium 
profile. The formulae do however provide an excellent method of defining the 
lower boundary conditions for thresholding of damage by overtopping, by 
reference to both the initial profile and the post storm predicted profile. An 
appropriate alarm condition for each profile geometry can therefore be derived 
by reference to the conditions causing crest accumulation. This method has 
been used to provide an empirical assessment of the alarm conditions for Hurst 
Spit, thus providing management guidance on the maintenance requirements 
following beach renourishment. Similarly the threshold geometry for given wave 
and water level conditions can be calculated to provide the required profile to 
withstand any event. Accumulations of material at the crest of up to 1.2 metres 
were measured during the model tests. 

A further threshold, resulting in crest lowering, is reached if the 
combination of wave and water level conditions and beach geometry reach the 
lee face of the beach. The numeric definition of this threshold is however 
somewhat more complex, as there is a strong dependency on the crest width as 
well as the wave conditions. Tests indicated a wide spatial variation in the 
conditions that resulted in crest lowering and also some scatter in the results of 
profile response close to this threshold. The spatial variation may be a function of 
very small localised variations in the initial beach geometry. The beach crest is 
extremely sensitive to small changes in freeboard and crest width and caution 
should therefore be exercised when assessing the vulnerability of the beach to 
crest lowering. 
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Process development observed in the model helps to explain some of the 
scattered results measured close to the crest lowering threshold. Small washover 
fans normally form at first, unless the storm water level is very extreme. These 
are followed by the formation of more extensive breaches through the bank as the 
storm progresses, resulting in large scale crest lowering. The size and method 
of formation of a washover fan is dependent upon the crest width, crest level and 
wave and water level conditions. If the crest is very narrow a wide breach may 
form quite rapidly, as waves are able to overtop the bank and lower the crest 
quickly. If however the crest is rather wider, the rate of formation and size of the 
overwash fan will be significantly slower and smaller. Once the crest level has 
been lowered the rate of crest lowering increases rapidly, as the frequency of 
waves reaching the crest increases. The width of the initial   overwash  fan 
ranged in size from approximately 4 metres to 25 metres wide, depending on the 
shingle bank geometry immediately prior to overtopping. Similarly, the length of 
the initial fan could extend landwards from approximately 1 metre to 15 metres. 
The rate of landward progression of the overwash fan is also strongly dependent 
on the topography of the land in the lee of the beach. Following from the initial 
formation of an overwash fan the beach plan shape may evolve very rapidly. 
The fans are quickly widened by outflanking of the upstanding ridges formed on 
either side of the fan, by overtopping waves.   The fan itself provides a 
preferential flow path for the overtopping waves and a gully forms through the 
centre of the fan. As the waves flow across the mound the sediment fan is 
liquified and flows with the wave to the lee side. The fan may then extend 
landwards very rapidly, moving as much as 10-15 metres in a single wave. As 
the fan reaches the base of the shingle bank it tends to spread and forms an 
enlarged head area which accumulates as more material is washed across the 
crest. 

The wave grouping following the initial fan formation is also extremely 
important. If the waves following the initial fan formation are small, a ridge may 
form seawards of the crest ridge. This in turn is pushed upwards towards the 
crest, and can prevent further overtopping. In many instances the wave 
grouping enables a fan to form, but permits the initial breach to heal. This 
demonstrates the need to study these processes with random as opposed to 
regular waves. 

As the storm progresses, the width of the shingle bank is reduced, due to 
the beach attempting to reach a dynamic equilibrium profile for those conditions. 
Undermining of the beach crest occurs and the crest width is consequently 
thinned. This may occur even when waves do not reach the crest of the shingle 
bank, thus demonstrating the importance of both the span and the crest level of 
the shingle bank. In certain instances the bank can be cut back to such an 
extent that a breach may form as a result of waves breaking through a narrow 
ridge as opposed to the more normal failure mechanism occurring by 
overtopping. 

In addition to overtopping, percolation of water occurred through the 
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permeable model shingle   bank, resulting in the formation of streams and 
washout fans on the lee side of the spit. This process has been noted at a 
number of locations on Hurst Spit. This condition occurs most commonly where 
the spit has been cut back by wave action to a small cross section profile, but 
where waves are too small to reach the crest of the beach. The fact that this 
process was observed in the model serves as an additional marker that indicates 
that the physical model is able to reproduce the permeability of the bank correctly. 
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Parametric analysis 

Many of the test conditions resulted in the formation of a run-up berm below 
the level of the beach crest. The measured post storm profiles for these 
conditions were initially compared with the functional relationships derived by 
Powell(1990) in earlier studies on restrained shingle beaches. This comparison 
confirmed the validity of the parametric framework for these conditions, with the 
results of the studies falling well within the error bands suggested for each of the 
functional relationships. The coarse grain size resulted in the formation of a steep 
upper beach slope below the crest berm. The parametric framework maintained 
validity even as the run-up level increased above the original beach crest, 
provided that the beach crest width was wide enough to allow deposition of beach 
material at the crest. The functional parameters to describe crest height (hc) and 
crest position (pc) given below however, became unstable as the wave and water 
level conditions became more severe, or as the crest width became narrower. 

PoDao/ Hs Lm -       - 0.23 ( H.Tmg «*/ Dm*>) -0.588 

hc/Hs =       2.86-62.69 (H./LJ+443.29 (H./LJ* 

These equations are corrected for breaking wave conditions by use of the 
correction factors: 

pc      3.03 (Hs/Dw) +0.12 

hc      (H./ Dw) + 0.41 

The crest evolution changes from accumulation to crest lowering when the 
wave and water level conditions in combination with the beach geometry cannot 
reach a dynamic equilibrium profile within the existing beach cross section. There 
is therefore a complex relationship between the hydraulic parameters and the 
beach geometry which defines the threshold of overwashing resulting in crest 
lowering. This relationship is very sensitive to small changes in freeboard and 
crest width conditions. 

The effects of each of the hydraulic variables are examined in turn. The 
main influence of the significant wave height is on the crest position (pc). As Hs 

increases, the horizontal distance from the beach and the static water level 
intersection (0,0) is increased. If the dynamic equilibrium position for the wave 
conditions lies further landward than the width of the unconfined beach crest, the 
dynamic equilibrium crest position cannot be achieved and the beach crest will be 
breached, resulting in crest lowering. The situation is further complicated by the 
other hydraulic variables which in certain combinations may allow the beach crest 
to reform landwards of its original position. 

The effect of increasing the wave period is to raise the crest level of the 
beach. If there is insufficient beach material available within the crest however, a 
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raised crest will fail to form and overwashing will occur. The rate of overwashing 
increases dramatically with increasing period, due to the larger volume of water 
in longer period waves. Both the wave height and the period variables may reach 
a threshold condition whereby the beach is overtopped without the crest 
reforming above the peak run-up level. In this instance crest lowering may occur. 

The effects of static water level are twofold. Firstly there is a simple 
relationship which reduces the exposure of cross sectional area of the beach 
above static water level, as the water level rises. In this instance the dynamic 
equilibrium profile moves further landwards as the freeboard is reduced. There 
clearly comes a point where the freeboard becomes so small that virtually any 
wave condition may pass over the crest, resulting in rollback and crest lowering. 
The second relationship is more complex and relates to the breaking wave 
height at the toe of the beach. This clearly results in larger incident wave 
conditions at the shoreline as the water depth increases, for the same offshore 
conditions. Wave run-up is therefore increased. This is reflected by the 
adjustment factors for wave breaking given in Powell's model. 

The test results were very sensitive to small changes in the model test 
variables and these have resulted in some scatter close to the threshold 
conditions. The effects of wave grouping appears to have a significant effect on 
the crest evolution and this appears to contribute to the lack of consistency of 
certain of the results whilst close to the threshold conditions. Whilst wave 
grouping was not quantified, it is certainly a feature which must be considered. 
Observations made during testing identified a number of instances when the 
beach would be overtopped, causing crest lowering in a period of severe wave 
activity. Later the same beach section would heal during the same test during 
periods of less intense wave activity, occasionally resulting in the formation of a 
higher run-up crest than the initial profile. 

Further examination of the data resulted in the formation of a new 
parametric framework designed to examine the vulnerability of the beach to 
overtopping and rollback, and to define damage thresholds. Whilst Powell's 
model of profile response works well within a range of conditions, it becomes 
more unstable as the freeboard is reduced, the wave period is lengthened or the 
wave height is increased. The influence of the beach crest width is clearly very 
important but further work is required before the effects of this variable can be 
quantified with statistical validity. 

The framework proposed for the analysis in this study considers the beach 
as a simple geometric structure subject to variables defined by freeboard, 
shallow water breaking wave height and shallow water wave length. A critical 
freeboard parameter C,is proposed. The formula suggests limits for the safe use 
of Powell's earlier studies and suggests an inundation threshold value beyond 
which the level of the beach will be reduced below the static water level of the 
storm peak, for the range of conditions tested in these studies. 
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The threshold formula is given by: 

c,    - CH 

(H8b
2 LJ'/* 

where        C,     is the critical freeboard parameter 

Hsb    is the shallow water breaking wave height calculated from: 

Hsb    =       0.12Lm[1.0-exp(-4.712Dw(1.0 + 15m1.33)/LJ] 

L^    is the shallow water wave length given by 

k«    -       TJgDJW 

CH     is the freeboard from static water level to the beach crest 

When        C, > 0.7 no crest lowering will occur and Powell's parametric 
framework is valid for profile prediction 

and where C,< 0.1 and Cw (crest width) < 20m inundation of the beach will occur, 
lowering the beach crest below the storm peak static water level. 

where        0.7 < C,< 0.1 the beach may respond by crest lowering or crest 
accretion, depending on the beach crest geometry. 

The detailed beach crest evolution is clearly more complex than these 
simple equations can quantify at this stage . Further crest data analysis is 
required to refine the findings of these studies which have provided a first step 
towards quantification of the crest evolution of a barrier beach. 

Conclusions 

The processes resulting in crest development of shingle barrier beaches 
have been examined in field studies and a 3-dimensional physical model, and 
threshold conditions for each stage of development have been defined. The tests 
have indicated that the profile response of the crest of shingle banks is very 
sensitive to small changes in freeboard or wave conditions, when close to the 
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critical condition which results in either raising or lowering of the crest level. A 
range of combinations of wave and freeboard conditions have been identified that 
result in either raising of the unconfined crest level by overwash deposition, or a 
reduction in the crest level due to wave overtopping. The complex form of the 
overwash features results in a wide spatial variation. Several types of feature 
including throat confined overwash fans have been examined in the model The 
crest width has been identified as an important parameter in determining the 
response of the crest geometry to wave action. 

The physical model has been used as a design tool for a beach 
renourishment scheme at Hurst Spit and has provided alarm conditions and 
damage thresholds for the proposed beach renourishment. 

The tests discussed in this study complement the results of an earlier study 
(Powell,1990) to predict the profile response of shingle beaches to wave attack. 
Data has been compared with the parametric empirical model of shingle beach 
profile response. A critical freeboard parameter has been defined together with 
suggested limits for the applicability of Powell's parametric model of beach profile 
response to shingle barrier beaches. 
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CHAPTER 207 

INTERACTION BETWEEN 
WATER WAVES AND VEGETATION 

by 

Toshiyuki Asano 1 
Hiroshi Deguchi 2 

and 
Nobuhisa Kobayashi 3 

INTRODUCTION 
The presence of densely growing vegetation has been observed to result 

in wave damping and shoreline sediment deposition. Submerged or flooded 
vegetation, seaweed stands, reed stands and mangrove forests act as a buffer 
zone against wave attack on the rear beaches. Recently, a new method for 
shoreline protection by use of artificial seaweed has been at tempted (Rogers 
f986; Jenkins and Skelly 1987). 

Besides the function of shoreline protection, these vegetated areas play 
an important role in estuarine and nearshore ecosystems. Since the hydrody- 
namic process is one of the most important governing factors of the ecosys- 
tems, the interaction between water waves and vegetation needs to be quan- 
tified. Furthermore, the need of improved understanding of this mechanisms 
may increase since accelerated sea level rise may result in more flooding in 
vegetated areas(ASCE Task Committee 1992) 

One of the authors initiated a study by conducting experiments on wave 
damping using artificial seaweed(Asano et al. 1988). Recently, an analytical 
model was developed to describe the vertically two-dimensional problem of 
small amplitude waves propagating over submerged or subaerial vegetation 

'Dept. of Ocean Civil Engrg., Kagoshima Univ., Korimoto, Kagoshima, 890, JAPAN 
2Sekisui-House Inc., Kintetsu Dojima Bild., Dojima 2-2-2, Osaka, 530, JAPAN 
3Dept. of Civil Engrg., Univ. of Delaware, Newark, DE, 19716, U.S.A. 
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Figure 1: Definition sketch of two layer model 

(Kobayashi, Reichle and Asano 1992).  This analytical model is referred to 
as the previous model in this paper. 

In the previous model, the effect of vegetation on the flow field was as- 
sumed to be expressible in terms of the drag resistance against the fluid 
motion, whereas the decrease in the drag resistance due to the swaying mo- 
tion of vegetation was neglected. An analytical solution was obtained for 
the monochromatic waves whose height decayed exponentially. The com- 
parisons with the artificial seaweed experiments yielded the calibrated drag 
coefficients CD varying in a wide range and affected by the vegetation mo- 
tion. The calibrated values of Cp were on the order of 0.1 for the tests with 
swaying vegetation. A greater value of Co would have been resulted if the 
relative velocity between the fluid and vegetation motion had been used for 
the drag resistance. 

The present paper extends the previous model by including the interaction 
between the wave and vegetation motion. The present model consists of 
analyses for the flow field and the swaying motion of an individual vegetation 
stand. Both solutions are connected by a linearized damping coefficient D 
which is determined iteratively. The interaction effects are hence included 
in the converged solution. The calculated results are compared with the 
artificial seaweed experiments. The measured wave attenuation is reproduced 
well by the extended model using a drag coefficient of the order of unity. 

2. SOLUTION FOR FLOW FIELD 
A two-layer model consisting of an upper fluid layer of depth h, and a 

lower fluid layer of depth d, is shown in Fig. 1. The depth d of the lower layer 
is the mean height of swaying vegetation and is less than the vegetation length 
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l0. In this linearized analysis, small-amplitude monochromatic waves are 
assumed to propagate in the positive direction of the horizontal coordinate 
x and be attenuated by the vegetation. The vertical coordinate z is taken to 
be positive upward with z — 0 at the still water level (SWL). Viscous shear 
stresses acting on the interface and the bottom are neglected because the drag 
resistance of the vegetation is predominant for most practical applications. 

The linearized momentum equations in the upper and lower layers, which 
are indicated by the subscripts 1 and 2, respectively, may be expressed as 

diii 1 

ir = -pVpi (1) 

<9u2 

~~dt 
1^ -Vps- -IF 
p P 

(2) 

in which, t = time; u — (u, w) = water particle velocity vector; p = fluid 
density; and p = dynamic water pressure due to waves. 

The drag force vector per unit volume, F, in (2) is assumed to be given 

by 

Fx = \pCzibNur | ur |, 

Fz = 0 (3) 

in which Co = drag coefficient; b = area per unit height of each vegetation 
stand normal to the horizontal velocity; N = number of vegetation stands 
per unit horizontal area; and uT = (u2 — uv) is the relative velocity between 
the horizontal fluid velocity M2 and the swaying velocity of vegetation, uv. 
The drag force is assumed to be dominant and the inertia force is neglected 
in (3). 

In order to derive an analytical solution, (3) is linearized as follows: 

-pCDbNuT | ur |= pDu2 (4) 

The damping coefficient D is determined in such a way that the mean square 
of the error, E?, of the difference between both sides of (4) is the minimum. 
The condition of dEf/dD = 0 gives 

.              /          ur | ur | u2 dz 

D = -CDbN     (h+d]_h =  (5) 

I (h+d) 
u2dz 

The unknown coefficient D depends on u2 and ur and will be determined by 
iterations using the solutions for u2 and uv as will be explained later. 
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Eq.(2) can then be linearized as 

du2 1 dp2 

"»r = —"«—Du2> ot p ox 

dw2 1 dp2 

-W^-'P^T (6) 

The momentum equations (1) and (6) as well as the continuity equations for 
both upper and lower layers are subject to the following linearized boundary 
conditions at the free surface, interface and bottom boundaries: 

pi = pgm    at z = o, 

dm 
Pi = P2,        at   z = -h, 

w2 = 0 at  z = —(h + d) (?) 

where r\\ = free surface elevation above SWL; rj2 = displacement of the 
interface; and g = gravitational acceleration. 

In the following, 771 is assumed to be expressible in a sinusoidal form with 
a complex wave number k = (kr + ik,) as follows: 

?7i = a0exp{i(kx — at)} (8) 

in which, i2 = —1; a0 = wave amplitude at x=0; and a = angular frequency. 
From the real part of (8), the local wave amplitude is found to decay expo- 
nentially 

a = a0exp(—k,x) (9) 

where k, = exponential decay coefficient. 
The solutions for the horizontal fluid velocities u\ and u2 can be shown 

to be given by 

«i = {cosh(A:z) H—-sinh(A:;?)} exp{i(kx — at)} (10) 
a gk 

ga2aQ        •.,,,•.      o2   .•.,,,•,-, cosh[a(z + h + M        . ., . , 
u2 = —^cosh(Kft) -smh(kh)\ —:— -exp\t(kx — at)\ 

ak gk cosh(ad) 
(11) 

with 
a = k/yjl + i(D/a) (12) 

Substituting (10) and (11) into (1) and (6) yields the solutions for the pres- 
sures pi and p2 

pa 
Pi = -r-«i 

p(a + iD) ,    N 
P2 = ^-r >-u2 (13) 
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The continuity equations together with (10) and (11) yield the solutions for 
the vertical fluid velocities Wj and iu2, which are omitted herein. 

Furthermore, the vertical displacement of the interface, rfe, is given by 

r/2 = a0[cosh(A;/i)  smh(kh)] exp{i(kx — at)} (14) 

Lastly, the dispersion relation is given by 

2 k tanh(kh) + atanh(ad) 
u   = gk-, T7—;r , ,, ,. (15) 

k + a tanh(ad) tanh(fcn) 

Eq. (15) can be solved to find the unknown complex wave number k for given 
a, h, d, g and D. 

In the case of weak damping a >• D, (15) can be expressed more explicitly. 
Eq.(12) is simplified as 

a ~ k{l - i-)1'2 ~ k(l - i—) (16) 

Since a = [fc(l - ie) + 0(e2)] with e = D/2a, (15) becomes 

a2 = gkta,nh[k(h + d)] 
. 2kd + sinh(2kd) 

1 — K- (17) 
sinh[2A:(/i + d)] . 

The real and imaginary parts of (17) yield the following equations 

a2 = gkT ta,nh[kr(h + d)] (18) 

ki 2krd + sinh(2krd) . 

K = e 2kT{h + d) + sinh[2kr{h + d)} (    ) 

Eq.(18) is the ordinal dispersion relation for small-amplitude water waves, so 
the presence of vegetation does not change the real wave number kr as long 
ase= (D/2a) is much smaller than unity. On the other hand, (19) implies 
that ki/kr = O(e) 

The above analytical solution for the flow field is the same as that obtained 
by Kobayashi et al. (1992) except that D was given by (5) with ur = (u2 — uv) 
replaced by u2. 

3. SOLUTION FOR VEGETATION MOTION 
The behaviour of a vegetation colony under wave action is complex be- 

cause the vegetation and fluid motions may generate turbulence stresses along 
the interfacial boundary and among the vegetation stands. However, it is ob- 
served that each stand does not move in random but a group of stands sway 
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(z+h+d) 

Figure 2: Model of vegetation motion 

in an organized manner. As long as the vegetation motion is not so large, it 
may be treated as a horizontal swaying motion as shown in Fig.2. 

As a first attempt, the vegetation motion due to wave action is simply 
modelled as a forced vibration with one degree of freedom. The buoyancy 
and stiffness of the vegetation material are considered as the restoring forces 
of the vibration. The horizontal displacement of a vegetation stand from the 
vertical z-axis is denoted by £, while the differentiations with respect to t 
and z are indicated by the over dot and the subscript z, respectively. The 
equation of the motion for each stand may be expressed as follows: 

Pvbit+Crf + EIZ,, 

+P(CM - l)bt(u2 

z =  \pCDb | «2 - k |  ("2 - 0 

• i) + pbiu2 - (p - pv)gbt£,z (20) 

in which pv,b,t, EI,C1 and CM are the density, width, thickness, bending 
stiffness, attenuation constant, inertia coefficient of the vegetation strip , re- 
spectively. It is noted that £ = uv and ur — (u2 — £) in (5). The inertia force 
is included on the right hand side of (20) for completedness, although it is 
neglected in (3). Assuming that C\ — 0, (£/w) <C 1 and £ may be approxi- 
mated by £ = {{z + h + d)/d}( with ( being the horizontal displacement at 
the top of the vegetation strip, (20) may be simplified as follows: 

\{p{CM - 1) +Pv}V(+ \PCD \u\A(+ {^L-i-(p-Pv)g^}( 

- \pCDAu | u | +pCMVii 

in which A = bd and V = bdt. In the derivation of (21), it is assumed 

-d 

I. EI£zzzzdz = ——( 
-(h+d) dA 

(21) 

(22) 
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which is the relation for the displacement at the top of a cantilever under 
uniform loading. In addition, u, u and | u | u in (21) should be taken as the 
depth-averaged values of u2, u2 and | u2 | u2 in the region —h > z > —(h + d). 

4. WAVE DAMPING CHARACTERISTICS 
(1)Interaction Between Fluid and Vegetation Motion 

In this analytical model, wave damping due to vegetation is described by 
the imaginary wave number k, as expressed in (9). The linearized damping 
coefficient D governs the magnitude of k, through the term e in (19). On 
the other hand, the motion of vegetation is determined by (21) if the fluid 
velocity M2 of the waves is known. The interaction effect between the wave 
and vegetation is expressed through the damping coefficient D which is iter- 
atively calculated by (5) using the relative velocity ur between the wave and 
vegetaion motion. 

The height of the lower layer, d, is determined by the following approxi- 
mate relation based on the length of vegetation, /0, and the amplitude of £, 
denoted by £ ^___ 

,-<Ltf3 <») 
which implies that d decreases from d = IQ as £ is increased from £ = 0. 

The calculation proceeds in the following order: 
(i) Starting from the condition of no vegetation motion, for which uv = 0 
and d = l0, the fluid velocity and complex wave number are calculated, 
(ii) The motion of vegetation is then computed using (21) where the swaying 
velocity u„ is calculated at every vertical point over a whole wave period, 
(iii) The damping coefficient D is determined by (5) using the relative velocity 
uT = (u — u„). 
(iv) The depth of the lower layer is calculated by (23). 
(v) The fluid velocity and complex wave number are re-calculated using the 
obtained damping coefficient D. 
(vi) The computation is repeated until the convergence of the solution is 
achieved. 

(2) Calculated Results 
The final expression of the vegetation motion given by (21) has many 

parameters. Although a sensitivity analysis on the wave dacay coefficient 
ki and the wave celerity c = a /kr may be made using the non-dimensional 
parameters, the variations of ki and c are herein illustrated using the dimen- 
sional parameters whose ranges are related to the artificial seaweed experi- 
ment. In the following computations, use is made of h = 27cm, /0 = 25cm, 
N = 0.149cm-2, CM = 2.0, b = 5.2cm, E = 9.8* 107g/(cm.sec2), I = b?/12. 
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Figure 3: Computed wave dacay coefficient &,• 
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Figure 4: Computed wave celerity c 

Fig. 3 (a),(b),(c) shows the variations of fc; with respect to the frequency 
(CT/27T) for different values of Co, a0 and t, respectively. The wave decay 
coefficient fc; increases with the drag coefficient CD as well as with the wave 
amplitude a0. The dependence of ki on the wave amplitude results from the 
quadratic drag resistance used to estimate D in (5). Meanwhile, the increase 
of t results in the increase of the moment of inertia /, however, the stiffness 
of the vegetation material changes the wave decay coefficient very little. The 
change of the specific gravity s of the vegetation material, which modifies 
the restoring force by buoyancy, does not affect the decay coefficient much, 
although the computed results are not presented here. 

On the other hand, the wave celerity c varies very little with the drag 
coefficient Co as shown in Fig. 4. The other parameters a0,t, and s are also 
found to have negligible effects on c. 

5. COMPARISON WITH EXPERIMENT 
(l)Wave Damping Experiment by Using Artificial Seaweed 

The extended model is compared with the artificial seaweed experiment 
conducted by Asano et al.(1988). The experiment was performed in a wave 
tank which was 27m long, 0.5m wide and 0.7m high as shown in Fig. 5. The 
model seaweed was made of polypropylene strips whose specific gravity was 
0.9. The length, width and thickness of each strip was l0 = 25cm, b = 5.2cm 
and t = 0.03mm, respectively. Each strip was bound to a heavy wire netting 
such that the strip was normal to the side walls of the tank and could bend 
with little torsion under the action of monochromatic waves generated in the 
tank. The number of strips placed uniformly over the area of 4 m2 was 4400 
and 5960. Correspondingly, the number of strips per unit horizontal area 
was N=0.110 and 0.149 cm~2. The water depth above the vertical strips was 
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Figure 5: Experimental setup 
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Figure 6: Measured wave amplitudes fitted to exponential decay model 

h = 20 and 27cm. In total, sixty test runs were performed. 

Six capacitance wave gauges were used to measure the free surface oscil- 
lations. Excluding the data from the two gauges at both ends, the data from 
the remaining four gauges were used in the data analysis because this wave 
damping model does not account for the presence of lateral boundaries. The 
location of the second gauge in Fig.5 was taken herein to be the location x=0 
and the analysis domain was 0 < x < 6 m. 

A regression analysis based on the method of least squares was performed 
using (9) in which the exponential decay of the local wave amplitude a is 
characterized by the initial amplitude a0 at x = 0 and the exponential decay 
coefficient k,. Fig. 6 shows the measured values of a at x=0, 2, 4 and 6m for 
the 60 runs, normalized as a/a0 as a function of kix where the fitted values 
of a0 and k, are used for each run. 
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(2) RESULTS AND DISCUSSION 

The comparisons on the decay coefficient k, are shown in Fig. 7, where 
the circles indicate the measured values. The experimental results are shown 
separately for the large wave runs (a0 = 4.5 ~ 6.0cm) and for the small 
wave runs (a0 = 2.8 ~ 4.2cm), while the computed results are based on the 
average wave amplitude; a0=5.25cm for the former and a0=3.50cm for the 
latter. 

The previous model of Kobayashi et al.(1992) reproduced the measured 
wave decay coefficients only when the drag coefficient Co of the order 0.1 was 
used for the swaying vegetation. The present model including the swaying 
motion of the vegetation is shown to yield much better agreement with the 
same data set, using a more realistic value of the drag coefficient of approx- 
imately 0.5. 

Fig. 8 shows the comparison between the measured and calculated values 
of the wave celerity c. Slight overestimation of c by the present model is 
apparent for low frequency waves. The agreement with the measured celerity 
becomes slightly worse when the swaying motion of vegetation is considered. 

Besides the wave damping measurements, the horizontal displacements of 
the top of the vegetation strip under waves were measured. Fig. 9 shows the 
measured data points in comparison with the computed curves. As the wave 
frequency / decreases, the present model tends to overpredict the displace- 
ment (. 

Judging from Figs. 8 and 9, the limitations of the present model seems 
to arise when the swaying motion becomes large. It was observed for low 
frequency waves that the vegetation swayed considerably and may have gen- 
erated turbulence along the interface and among the vegetation strips. The 
present model,however, does not account for the turbulent stress. The mod- 
eling of the swaying vegetation is so simple that the complex large swaying 
motion could not be reproduced very accurately. The drag resistance of the 
vegetation may no longer be expressible by (3) which neglects the vertical 
component of the drag resistance. 

Although the drag coefficient Co is herein taken to be 0.5 as the best value 
for the measured decay coefficients, Co should be a function of Reynolds 
number defined by the relative velocity and vegetation size. In addition, the 
proximity effects of surrounding strips on Co should be examined because 
natural vegetation usually grows densely as a colony. 

6. CONCLUSIONS 

The present paper has presented an analytical solution for water waves 
propagating over submerged vegetation and a mathematical expression for 
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vegetation motion swayed by the water waves. Both solutions have been 
linked by the linearized damping coefficient D through which the interaction 
effects between the water waves and vegetation motion have been accounted 
for. The properties of the wave decay coefficient and wave celerity have been 
examined by performing a sensitivity analysis. 

The present model has been compared with the artificial seaweed exper- 
iment. The drag coefficient Co has been calibrated using the exponential 
decay coefficient fitted for each run. The calibrated values have been found 
to be approximately 0.5 which is greater than the values of the order 0.1 
obtained by the previous model which neglected the vegetation motion. The 
drag coefficient of about 0.5 appears to be more realistic. Although the 
present model is valid only when the swaying motion is not large, the capa- 
bility for predicting the wave decay has been improved herein by including 
the vegetation motion in the model. 
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PATTERNS IN PUERTO MIRANDA OIL TERMINAL 
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ABSTRACT 

Puerto Miranda oil terminal, located in the Maracaibo Strait, Venezuela (see fig- 
ures 1 and 2), is one of the main Venezuelan oil industry loading facilities of crude oils. 
Ships access the terminal from the Gulf of Venezuela by a 40 km long, 300 m wide and 
13.7 m depth main channel, which is periodically dredged in order to keep the design 
depth. A secondary channel leads from the main channel to the terminal itself ( See 
figure 3). Over the last few years the increase in sedimentation rates in the secondary 
channel has motivated the need for studies that would determine alternatives to reduce 
dredging costs. 

A previous work [0], based on the circulation and sedimentation patterns in the 
area under study, proposed the construction of a new access channel with a different 
orientation regarding the prevailing current direction, that would reduce the sedimen- 
tation rate and dredging frequency. 

The Venezuelan oil industry through its R & D filiate (INTEVEP), has developed 
a 2-D finite element mathematical model to simulate suspended sediment transport 
and a 2-D finite difference circulation model for coastal regions. 

In this work, these models are applied to determine the evolution of the secondary 
old and new dredged access channels to Puerto Miranda oil terminal. Both models 
were calibrated and validated with field data and results are presented for the com- 
plex circulation and sedimentation patterns that occur in the area of Puerto Miranda 
terminal. 

2724 
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Figure 1.- Map indicating the North-Western Venezuela region. Box indicate 
study area. 
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Figure 2.- Detail of study area. 

CIRCULATION MODEL 

The circulation model solves the Shallow-Water equations by the MacCormack fi- 
nite difference scheme as implemented by Garcia and Kahawita [2]. This explicit model 
has been previously applied to several river and coastal problems, and for this case has 
been calibrated and validated using field measurements including tidal elevations and 
velocities at various locations. 

In order to resolve the complex circulation patterns that exist in the area, two 
finite difference grids are used. The first is formed by 250 x 250 m cells and covers 
a region that includes the El Tablazo bay and the Maracaibo Strait. This grid has 
11,480 nodes for a total of 34,440 degrees of freedom, since two velocity componets 
and one tidal elevation is calculated for each node. The tidal elevations and velocities 
resulting from the simulations on this grid are then transfered to a finer grid composed 
of 50 x 50 m cells just arround the Puerto Miranda area. Results for each time step for 
several tidal cycles is recorded in a binary file for latter interfacing with the sediment 
transport model. 

Figure 4 shows the comparison between the tidal gage and the model results for 
the week Apr-01-1989 to Apr-07-1989. These where obtained after adjusting the depth 
varying Manning coeficient until model results compared favorably with measurements. 
To investigate how the model performed for a different tidal period, the week of Nov- 
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Figure 3.- Puerto Miranda oil terminal area showing the main navegation 
channel, the old access channel and the proposed or new channel. Points 
indicate fine grid where velocities are calculated. 

08-1989 to Nov-14-1989 was chosen and the model was applied using the same Manning 
coefficients. As can be seen in figure 5 the model results reproduce correctly the tidal 
measurements. 

Figure 6 and 7 present two flow fields for the fine grid arround Miranda terminal. 
It can be appreciated the occurrence of large scale eddies that have also been observed 
in the area. 

SEDIMENT TRANSPORT MODELLING 

Sediment transport modelling involves the process of advection, erosion and deposition. 

For general flow conditions the suspendend sediment transport modelling can be 
formulated in terms of four partial differential equations. Two momentum equations 
and one consevation of water mass equation that forms the so-called Saint Venant 
equations, solved by the hydrodynamic model [2], and the two-dimensional (verticaly 
averaged) convection-dispersion sediment mass conservation equation that can be ex- 
presed in the following form: 

dc        dc        dc       8 ,n  8c.       8 ,n  dc.      1 
(1) 
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Figure 4.- Comparison of measured tidal elevations with model results (Apr- 

01-89 to Apr-07-89). Measurements taken from Punta de Palmas tidal gage 

at the entrance of Maracaibo Strait. 

where c{x,y,t) is the sediment concentration averaged along the vertical direction z, 

u{x,y,t) is the mean flow velocity in the horizontal x direction, v(x,y,t) is the mean 

flow velocity in the horizontal y direction, h(x,y,t) is the flow depth, Dx and Dy are 

the turbulent dispersion coefficients in x and y directions respectively, and 5 is the 

source-sink term. 

Equation (1) is obtained by integrating the three-dimensional convection-difussion 

equation along the vertical direction. 

The source-sink term 5 takes into account the erosion and deposition processes. 

The vertical deposition is equal to w dc/dz, being w the sediment settling velocity 

which for fine particles is given by the Stokes law and c is the local concentration. 

In this study we consider that the sediment concentration is zero at the free sur- 

face. In that case, integrating the vertical deposition term gives w C0 where C0 is 

the sediment concentration in the bottom layer that will be taken proportional to the 

average vertical concentration. In this manner, the source term, corresponding to de- 

position, is proportional to the local bottom sediment concentration and to the settling 

velocity w. (See [1]). 

The sink term, also called erosion or resuspension term, determines the remaining 

boundary condition to satisfy the equilibrium in the bottom layer. There are many for- 
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Figure 5.- Comparison of measured tidal elevations with model results (Nov- 

08-89 to Nov-15-89). Measurements taken from Punta de Palmas tidal gage 

at the entrance of Maracaibo Strait. 

mulae available to represent this term that go from those obtained by semi-analytical 

methods through integration of the movement equations of the sediment particles to 

those obtained empirically. The analytical formulae usually come in terms of integrals 

that complicates the application of the mathematical model and do not give much 

better results for the extra effort required [4], [5]. On the other hand, the empiri- 

cal formulations are given in terms of the flow variables and are generally of simple 

mathematical form giving reasonable results. In this work the formulation for the sink 

(erosion) term will be based on an empirical formulation proportional to the square of 

the velocity, q2 = v? + v2, and inversally proportional to the local flow depth h. 

Using the source and sink term so defined, S can be written as: 

h       r. 1) (2) 

where a and /? are proportionality factors, n is the bottom surface shear stress, TC is 

the bottom surface critical shear stress for the iniciation of sediment movement which 

is determined by the Shields criterion [6]. H(Th/rc-l) is the Heaveside function defined 

as H = 1 for rb > TC and H = 0 for rj < rc, 

The bottom layer equilibrium equation expressed as: 

(1-P) dt (3) 
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Figure 6.- Flow field in the Puerto Miranda terminal area for the tidal ele- 

vation at 9 hours shown in box. 

defines the time evolution of the bottom elevation 2, being p the porosity of the bed 

sediment. 

Lin et al [1], make a mass balance in the bottom layer considering the layer thick- 

ness equal to two times the sediment diameter d and following Einstein sediment trans- 

port theory, obtain the following approximate relation for a and f) in equation (2): 

aKi 3\2d 

ti/tiiku* 

and (?Ri(*a (4) 

wheree i/> and <j> are empirical coefficients, u* = \fnjp is the shear velocity in the bot- 

tom, p is the water density and k = 0.40 is the Von-Karman constant in the logarithmic 

equation for the turbulent vertical velocity distribution. 

Finally, the bottom layer equilibrium equation is expressed as: 

dt 

\f_h_ 
3\2d 

u/ipku* i 2 

(5) 

The parameter <j> can be determined applying equation (5) in a bottom control 

point of the region where the erosion and deposition rates are equal (zone of no change 

in the bottom elevation dz/dt = 0). Applying this condition: 
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Figure 7.- Flow field in the Puerto Miranda terminal area for the tidal ele- 

vation at 12 hours shown in box. 

w c h 

In the model the bottom shear stress TJ will be calculated by: 

P 9 1 
C2 

(6) 

(7) 

where g is the gravity acceleration and C is the Chezy coefficient that for turbulent 

flow can be expresed in terms of the Manning n as C = h1/6/n. 

Substituting equations (2,4,5,6 and 7) in equations (1) and (3) we obtain a system 

of two partial differential equations for c(x,y,t) and z(x,y,t) in terms of three param- 

eters: Dx, Dy, t/>. These parameters have to be determined in the calibation process. 

The final system is given by: 

dc 
dt 

dc       dc      d ,n  3c,  ,   d ,n dc.     1 
+ U^ + Vd-y = d-JD°d-J + Ty(D^ + ha 

(l-rt|=a»c-4^-l) 

w c-0?-H(--l) 
k       r. 

(8) 
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with the corresponding expressions for the parameters given by equations: (4), (6) and 

(7). 

The model described has three calibration parameters given by the two dispersion 

coefficients, Dx and Dy, and one of the erosion or deposition factors, a o j3. This is 

possible since, given a fluvial control point where the bottom elevation is constant, 

then dz/dt = 0 and from equation (2) we obtain a relation between a and /?. 

Starting from a system equivalent to equations (5) and (8) but for one-dimensional 

problems, Lin et al [1] simulated the sediment transport of the Qiantang river in China. 

In that reference it is shown that with the preceding approximations, the suspended 

sediment discharge hydrogram can be accurately predicted for a series of tidal cycles. 

In the present work, the two-dimensional system given by equations (5) and (8) that 

model the sediment transport of fine non-cohesive sediments was solved numerically by 

the finite element method. In any event, for the application of the model, the velocity 

and depth field is determined by the hydrodynamic model. Then, equation (8) is solved 

for the sediment concentration given proper initial and boundary conditions and the 

bottom elevation evolution is obtained applying equation (5). 

The finite element mesh is composed of 750 cuadrileteral elements and is super- 

imposed over the 50 x 50 m. finite difference grid in the area of the terminal. Since 

the nodes of the finite element mesh do not generally have corresponding nodes of the 

finite difference grid, interpolation of the velocity and tidal elevations is required. 

The sediment model was calibrated comparing computed bottom elevations with 

a series of bathymetries available for the terminal zone. Two calibration paramenters 

where used to reproduce the field measurements. Figure 8 presents the bottom ele- 

vation results along a transversal section in the old access channel computed by the 

model together with the profile obtained from the bathymetries of November 1988 and 

May 1989. The results in figure 8 show that the model reproduces the evolution of the 

old access channel with adecuate resolution. 

Once calibrated, the sediment model was used to predict the bottom evolution of 

the whole region. The results of this computations, shown in figure 9 indicate that the 

model correctly reproduces the bottom profile evolution in other areas. 

CONCLUSIONS AND RECOMENDATIONS 

In this work, a circulation model and a suspended sediment transport model have 

been applied to predict the velocity and sediment deposition in the area of Puerto 

Miranda oil terminal, located in the Maracaibo Strait, Venezuela. 

Model results predict the evolution of the dredged access channels to the terminal. 

Both models were calibrated and validated with field data and results are presented for 

the complex circulation and sedimentation patterns that occur in the area of Puerto 

Miranda. 
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Figure 8.- Bottom elevation results along a cross section of the old access 
channel. Comparison of computed elevations with measured data. 
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Figure 9.- Bottom elevation results along a cross section of the maneuvring 
zone. Comparison of computed elevations with measured data. 

The proposed models correctly reproduce the measured bottom profile evolution. 

Field measurements of sediment fall velocity, vertical distribution of suspended 
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sediment concentrations as well as bed load transport at various locations in the access 

channel and its surroundings are recommended in order to evaluate the importance of 

bed load sediment transport (not considered in this model) with respect to suspended 

sediment transport in the long range sedimentation process acting in Puerto Miranda. 
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CHAPTER 209 

Dispersion Process and the Settlement Pattern of Mud 
Dumped in Oceans 

Eiji Yauchi 1 and Ken Katoh 2 

Abstract 

The settlement of mud lumps dumped in oceans from barges was studied the- 
oretically and the results were compared with data from field and laboratory ex- 
periments. The settling pattern and the load of initial turbidity were estimated 
by a non-dimensional dispersion index and the rate of turbidity load. 

1    INTRODUCTION 

Mud deposited on the bottom of rivers, lakes, or oceans are known to cause many 
problems. These problems can be classified into two groups. One is the siltation 
problem within channels, or basins at ports and harbors. As a result of the siltation, 
the port management body is forced to carry out dredging on a regular basis at a great 
deal of operational costs. The second problem is a consequence of the dredging, namely 
the disposal of the dredged mud either in the water or on land. In many instances, 
land disposal is infeasible because of the high salt content or the fineness of particles 
in the dredged mud. As a result, disposal of dredged mud in water is increasingly 
becoming a more frequently used option and therefore requires a more thorough study 
of its environmental impact. 

While the dispersion characteristics of sand dumped in water are mainly affected by 
the diameter and specific weight of sand, the dispersion and settlement characteristics 
of dumped mud are affected by water content or cohesion, among other factors. As 
this field has not been studied sufficiently, the load of initial turbidity, or the falling 
velocity of dumped mud, has been taken to be the same as for cohesionless sand 
particles. However, dredged mud with low water content has a lower turbidity than 
sand and in numerical simulations the turbid area is seen to be larger than observed 
in the field. 

In this paper, the results of a theoretical investigation of the settlement character- 
istics of mud lumps are presented along with a. comparison of theoretical results with 
data from field and laboratory experiments. 

'TOA CORPORATION, Design Department, 5-Banchi, Yonban-cho,Chiyoda-ku, Tokyo, 102 Japan 
ditto, Mechanical Department 

2735 



2736 COASTAL ENGINEERING 1992 

2    LABORATORY EXPERIMENT 

2.1     EXPERIMENTAL APPARATUS 

Experiments were conducted in the laboratory to investigate the settling character- 
istics of dumped mud. The tank used in the tests was 0.5 m wide, 2.5 m long and 1.0 
m high, and the water depth was 80 cm, as shown in Fig.l. 

^^4- 
Barge mode 

1 

Barge model 

Qvideo camera 

Figure 1: Experimental Apparatus 

i- 

Figure 2: Shear Meter 

The water content of the mud was varied from 170% to 700% and the mud was 
dumped into the tank from a scaled down model of a 3 cm wide, 4 cm long, and 2 cm 
high barge. The dispersion process and the settlement pattern were monitored by a 
video camera. The load of initial turbidity was calculated from the observed dispersion 
of the mud and diffusion coefficient (Yauchi et. al. ;1989). 

The shear stress of mud was measured using a vane shear meter shown in Fig.2. 
specially developed in order to measure the shear strength of soft mud. A stepping 
motor and a high-sensitivity torque meter were fitted to the axis of the shear meter 
and its rotation is maintained at a speed of 0.1 deg/s with an accuracy of 0.5%. The 
range of this shear meter is 1 pa to 10 kpa. 

2.2    EXPERIMENTAL RESULTS 

Fig.3(a) shows the result at a water content of 320% and at this water content the 
mud reached the bottom as one lump.   At a higher value of water content, 429% as 
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shown in Fig.3(b), the mud lump begins to disintegrate and at a still higher value. 
633%, depicted in Fig.3(c), the mud lump disperses. 

Based on the experiments, the settlement of mud lumps was classified into three 
patterns, lump-settling, partial-dispersion and full-dispersion, as shown in Fig.4. Table 
1 summarizes the results of the experiments. 

- 

# 

(a) W=320% (b) W=429% (c) W=633% 

Figure 3: Settling Photo 

Water 
Content Settlement Pattern 

Low Lump-settling type 

4=3- 

Partial-dispersion type 

r~7 

Full-dispersion type 

5~~Z 
High 

Figure 4: Settling Pattern 
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Table 1: Experimental Results 

Mud Water Cont. 

W(%) 
Shear Str. 

Tm.aCPa) 

Diff. Coeff. 

K(cmVsec) 

Turb. Rate. 

0 

Settl. Vel. 

w fo(cm/sec) 

177 860.4 0 0 26.3 

190 405.7 0 0 

258 122.5 0 0 
A 344 16.8 0.195 0.023 

394 6.3 1.65 0.199 

486 2.6 6.04 0.728 

560 1.2 7.78 0.937 

633 0.6 8.03 0.967 

Km,, 8.3 1.0 

168 1176.0 0 0 27.0 

B 194 362.6 0 0 
320 25.9 0 0 
375 10.1 0.768 0.179 

429 5.2 2.53 0.588 

544 1.4 4.08 0.949 

681 0.4 4.28 0.995 

Km.x 4.3 1.0 
C 216 399.8 0 0 27.8 

232 37.7 0 0 
282 59.1 0 0 
322 30.9 0 0 
368 12.0 0 0 
423 5.6 7.37 0.689 

482 2.7 8.17 0.764 

560 1.2 10.04 0.938 

Km,, 10.7 1.0 
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3    THEORETICAL ANALYSIS 

3.1     SETTLEMENT PATTERN AND MODELING 

Two models were considered in the theoretical analysis of the settlement pattern of 
mud lumps. The models are shown in Fig.5. 

\ 

|Mud Lump| 

' / 
1       Hard       1 1       Fluid       | 

\ V 

| Elasti c Body | | Coherence  | 

Figure 5: Modeling Type 

In the first model, the mud lump is considered to be an elastic solid and in the second 
the mud lump is treated as a fluid with a high viscosity. If the mud lump is modeled 
as solid matter, the stress in the mud lump is easily analyzed by structural mechanics. 
While, if the mud lump is dealt with as a fluid, forces such as van der Waals' forces 
must be incorporated in the analysis. However, the measurement of van der Waals' 
forces is not easy and it is probably not very influential in the settling of mud lumps 
because of the big volumes of mud involved, over 500m3. Therefore, in this study, the 
mud lumps are assumed to remain intact and are treated as elastic matter. 

3.2 FORCES ON AND RESISTANCE OF MUD LUMPS 

The main forces acting on mud lumps during settling are (a) drag force, (b) skin 
friction, (c) vortex force behind the mud lump and (d) a fluctuating force due to 
rotation of the mud lump. If the mud lumps are assumed not to rotate and the effect 
of skin friction is omitted, the governing forces are drag force and vortex force. The 
vortex force is affected by the shape of the mud lumps and the falling Reynolds number. 
Thus if, the effect of the vortex force is included in a drag coefficient the only governing 
force that needs to be considered is the drag force. 

The resistance of mud lumps is measured by the shear, compressive and tensile 
strengths. As these strengths are almost proportional to each other the shear strength 
was taken as the measure because it could be easily measured in situ. 

3.3 NON-DIMENSIONAL DISPERSION INDEX 

In laboratory tests the mud lumps begin to break at the center because of the 
bending moment. In this study the mud lumps were modeled as thin plates, as shown 
in Fig.6. The mud lump start disintegrating when the shear from the bending exceeds 
the shear strength of the mud. The equilibrium equation can be expressed as Eq.l, 

d4w d4w       d4w      p 
 h 2 h -— = 
dxA       dx2y2      dy4      7 4 +2a^2„2 + a„4 - -. W 
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where, w is the displacement, p is the force acting on the mud lump, and 7 is the 
stiffness of the mud lump. 

Figure 6: Schematic of a Thin Plate 

It is difficult to obtain general solutions because Eq.l is a non-linear equation. Thus, 
its solution is carried out analytically by considering the conditions of dumping mud. 

The shape of the mud lumps dumped from barges is taken as rectangular parallelop- 
iped. The mud lump starts to disintegrate at the center of mud lump at the region 
of high bending moment. Therefore, the mud lumps are considered to be simply sup- 
ported. When the shape of mud lumps is a a X b x hmuc[ rectangular parallelopiped 
domain, the boundary conditions are as per Eq.2. 

W     =     0 \x=0,x=a,y=Q,y=b 

M„ 0 \x—Q,x=a,y=Q,y=b (2) 

When Eq.2 is used together with Eq.l, Eq.3 known as Navier's solution is obtained. 

w = —r- >     >    -—Trr-r, „ „0.--stn sin—— IS) 

The maximum bending moment at the center of the mud lumps is given by Eq.4 and 

Eq.5. 

1 a      2 \ 2       °°      00 
(A>2 + fa2) 

—' ~ mn(\2,m2 + n2)2 
= ln=l v   ab ' I 

My = ^Kb g g    (iA>2 + »2) 

(4) 

(5) 
"C *—{ mn(\2,m2 + n2)2 

m=l n=l v   ao ' / 

Representing the section modulus of the mud lump by Z, the flexural stress in the 
mud lump can be expressed by Eq.6. 

ax = MxjZx , ay = My/Zy (6) 

A new parameter defined by the shear and bending stresses in the mud lumps is 
introduced for determining the settlement pattern. 

* = (7) 

tp is denoted as the non-dimensional dispersion index. 
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3.4    RATE OF TURBIDITY LOAD 

Both the turbidity load and the variation of the non-dimensional dispersion index 
must be considered in order to be able to estimate the turbidity in numerical simula- 
tions. A new factor, the rate of turbidity load, <j>, is defined to represent the load of 
initial turbidity. The factor <j> is based on the rate of the load of initial turbidity, q, 

and the maximum turbidity load, qmax, as expressed in Eq.8. 

<j> = q/q„ (8) 

The rate of turbidity load (f> increases as the non-dimensional dispersion index in- 
creases. The factor cj> is taken as a measure of the probability of dispersion of dumped 
mud lumps, as shown in Fig.7. 

o=o. 11+7? 
a & x / a=an | 1+7? \ 

dispersg 

Figure 7: Probability of Disintegration of Mud Lumps 

where, 77 is the fluctuation of \P, rjo is the standard deviation of 7/, and B is a constant. 
If the bending stresses in a mud lump, a, is taken to be distributed randomly, the 

mud lump shows signs of dispersion when a is greater than 7/1 or a is less than 7/2. ' 

Thus, (f> is equal to one minus the integral between 7/2 and 7/1 of the density function 
of the bending stresses. In this paper the bending stresses were modeled by a Gaussian 
distribution, as shown in Eq.9. 

4> = 
1 

J       €~ •>V*2 

t2dt 

n*i = B*/V ~ 1/Vo, 

V*2 = -5,/* - 1/%, 
B* = B/vo, (9) 

where r?0 and Bt are determined by the critical values of the disintegration process. 

3.5    SETTLING VELOCITY 

The settling velocity is an important factor in the evaluation of the the rate of 
turbidity load. The terminal velocity of a particle settling in a. fluid is given by Eq.10. 
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wf = y/[4/3)(s - l)gd/CD (10) 

where, s is the specific weight, d is a representative diameter, and Cu is the drag 
coefficient of the mud lump. 

In this study, WadelPs representation equation is used in incorporating the shape 
factor, defined as CD- 

3.6 CRITICAL VALUES OF THE DISINTEGRATION PROCESS 

In this study, the rate of turbidity load is defined by the rate of bending stress and 
shear strength of mud lump. However, the critical values of the disintegration process 
are defined in terms of the rate of bending stress and tensile strength. The relationship 
between tensile strength, at, cohesive force, c, and shear strength, rmutj of clay are 
given by Eq.ll and Eq.12. 

CT*    =    2ci   i    •   a C11) 1 + sin 80 

Tmud    =    <7(tan0o + c (12) 

where, 9Q is the angle of internal friction. 
If the clay is assumed to be ideal, 9Q = 0 and <rt = 2rmuci, the critical values of the 

disintegration process of mud lumps can be expressed as follows. 

*c = 2.0 (13) 

In the field, mud usually contains some sand and benthos, etc, and these reduce the 
tensile strength. Therefore in this study, $c is determined from laboratory experiments, 
as shown by Eq.14. 

*c = 1.5 ~ 2.0 (14) 

Furthermore, we obtain r/0 = 1.0 and Br = 4.0 from Eq.14 and Eq.9, when we take 
7/o = 1.0 and r\„ = 1.0. 

3.7 COMPARISON WITH EXPERIMENTAL DATA 

Fig.8 compares the theoretical results with those from laboratory experiments. Here, 
C'D = 2.01 and the Poisson rate, 8 = 0, are assumed. 

On the whole, the theoretical predictions were in good agreement with the exper- 
imental data. In particular, they were in good agreement at the range of "if > 20, 
though the assumption of the mud lump being elastic can no longer be applied because 
at such values the lump is more like a fluid than a solid. The non-dimensional disper- 
sion index is related to the settlement pattern and each pattern was classified using 
this index, as shown in Eq.15. 

*1 < *  < *2 

*2 < * 

Lump — settling type 

Partial — dispersion type 

Full — dispersion type (15) 
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Figure 8: Theoretical Predictions and Laboratory Data 

From Fig.8, *i and $2 were determined to be equal to 1.5 ~ 2.0 and 10 ~ 20, 
respectively. 

4 FIELD EXPERIMENT 

Field experiments were carried out to validate the theoretical predictions. Field 
measurements were made within a circle of 700 m radius centered around the dumping 
point at a depth of 41 m. The 50 percentile diameter of the mud used in the tests was 0.7 
fj,m and the mud contained some organic matter. The vertical and horizontal profiles 
of turbidity, water temperature and salinity, and the falling velocity were measured 
with the help of six turbidimeters, six salinometers, and three velocimeters. The three 
dimensional profile of the turbidity was, also, measured by means of an echo-sounding 
turbidimeter. 

Fig.9 shows the vertical turbidity profile. Here, the abscissa is turbidity, and the 
ordinate is depth. 

For small water contents, turbidity could be measured only at the bottom layers. 
Turbidity measured in the upper layers became larger as the water content of the mud 
increased. The dispersion indexes are 1.2, 2.6 and 40.1, respectively. The field data 
are in good agreement with the theoretical predictions. 

5 CONCLUSIONS 

The settlement pattern of mud lumps dumped in oceans were classified into three 
patterns. The settlement pattern and the turbidity load can be estimated by the 
non-dimensional dispersion index, *, and the rate of turbidity load, <j>. 
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CHAPTER 210 

PORT OF LISBON 
IMPROVEMENT OF THE ACCESS CONDITIONS THROUGH THE TAGUS 

ESTUARY ENTRANCE 

I. B. Mota Oliveira1 

ABSTRACT 

The Port of Lisbon authority is aiming at the reception of container ships of 
the fourth generation. For that a deeper and wider artificial channel has to be dredged 
through the outer bar. The set of studies undertaken (data collection, site 
investigations, mathematical and physical modelling) put into evidence the importance 
of the opening of a secondary bar, some 50 years ago, over the general morphological 
behaviour of the estuary entrance. So a recommendation has been made to close it 
using an artificial sand dike. 

1- INTRODUCTION 

The Port of Lisbon takes advantage of the excellent conditions offered by the 
lower reach of the river Tagus estuary, as a natural harbour. 

The port facilities are distributed along the banks of the estuary, mainly along 
the north bank: 16 km of quays (13 km in the north bank) with depths from 4 up to 
17m (CD); 98 ha of reveted embankments; 1100 ha of total dry area under the port 
authority control (Administracao do Porto de Lisboa - APL). In addition the estuary 
shelters: a major ship repair yard; a navy base; some important industry terminals 
(steel mill, chemicals, food processing, cement, etc); fishing facilities; small craft 
(yachting) harbours. 

With an annual traffic of 17 million tons (1991), the port of Lisbon is the main 
Portuguese port. General cargo accounts for about 26% of that tonnage, being 39% 
for liquid bulks and 35% for dry bulks. General cargo is already containerised at a 
level of 60%, equivalent to about 285 000 TEU. 

The Tagus estuary - Figure 1 - affords excellent depths in the lower reach, a 
"corridor" of some 12 km in length with approximately parallel banks between the 
entrance and the Praca do Comercio Square in Lisbon. On the contrary, it is very 
difficult to get here new embankments: on the north side, because of the neighbouring 
town, namely the historic zone, against which the port is really compressed; on the 
south side, because of the very steep margins. From Praca do Comercio upstream the 
situation is reversed: it is easier to get new embankments but natural depths diminish 
progressively, sedimentation problems in channels and basins worsen and maintenance 
dredging becomes critical. 
1 Partner, FUDROTECNICA PORTUGUESA, Consulting Engineers. Lisboa, 
Professor, TNSTITUTO SUPERIOR TECNICO, UTL. Lisboa, Portugal 
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Figure 1 - The River Tagus Estuary 

The estuary has a total area of the order of 250 km2 which, with a spring tide 
amplitude of almost 4 m, generates a tidal prism around 1 000 * 10" m3. The tidal 
amplitude varies along the estuary and it is worth mentioning that, on account of a 
small resonance effect, the amplitude inside the estuary is greater than in the outside, 
growing continuously from the estuary entrance up to the Praca do Comercio Square. 

The tidal prism is the main agent in maintaining the excellent depths across the 
Tagus outer bar: almost 12 m in spring low water and 15 m in mean high water - 
Figure 2. That explains why only in the last two or three decades the bar began to 
cause some significant constrains to the navigation of the largest ships calling the port 
of Lisbon. As a matter of fact, the first dredging works in the outer bar, at a level of 
(-13.5 m CD), were carried out only in 1969. 

It should be mentioned that this bar was crossed by tankers of the 300 000 
dwt class (and even 500 000 dwt), mainly empty ships bounded for the repair yard of 
LISNAVE, within the estuary. 

The port authority (APL) is now aiming at the reception of container ships of 
the so called fourth generation, almost without navigation restrictions in the outer bar 
(Length: LOA=290 m; Beam: B=32 m; Draft: D=13 m). Several studies where 
undertaken, including data collection, site investigations, mathematical and physical 
modelling, improvements in aids to navigation, etc. 

The main purpose was to establish the geometry of an artificial channel 
through the outer bar (alignment, depth, width) and to estimate the corresponding 
mean annual volume of maintenance dredging. In addition, the evaluation of the 
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Figure 2 - The Entrance of the Tagus Estuary 

general consequences of the closing of the Golada was also considered. 
Golada is a secondary bar over the "Banco do Bugio" , this latter being a big 

shoal that defines the southern bank of the main entrance channel - Figure 2. It is a 
morphologically very unstable area, with very small depths, which in the beginning of 
this century had yet the nature of a sand spit that, at least in low water, allowed the 
pedestrian access to the Bugio lighthouse (in effect a fortress of the last years of the 
16th century). 

During the forties this secondary bar (Golada) "broke" through the Banco do 
Bugio. So, another question to be answered by the study was: what have been the 
consequences of that event over the stability of the main outer bar or, what would be 
the consequenses of an artificial closing of the Golada, namely upon the maintenance 
conditions of the artificial channel to be cut through the main bar? 

Only a brief summary of those studies and of their main results can be 
presented in this paper. 

2 - ARTIFICIAL CHANNEL THROUGH THE OUTER BAR 

2 . 1 - Alignment 
It was decided to open the artificial channel according to the "traditional" 

navigation route, that is to say, the alignment that has been used by pilots for many 
decades to cross the bar and to navigate along the lower reach of the estuary - Figure 
2. In fact, a different alignment would imply: 

- a second set of navigation aids ; 
- additional steering problems in the transition between the two alignments; 

the risk of a ship grounding would be particularly high in an outgoing trip 
during the ebb phase, when ship and tidal velocities add each other; indeed 
in the area of the channel ebb currents are stronger then flood ones and, in 
an outgoing manoeuver, the ship passes    from an almost unrestricted 
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navigation area, upstream the channel, to a confined path width. 
- the change of navigation habits that has been established for a long time 

(may be, the main reason). 
On the other hand, the advantages of the new alignment (mainly, a somehow 

shorter length of the artificial channel) seems almost irrelevant in relation to those 
negative points. 

2 . 2 - Cross-Section 

2.2. 1 - Depth 
In order to obtain the total required depth of the channel the loaded draft of 

the reference ship must be added to the corresponding "underkeel allowance", that is 
to say, the clearance between the keel of the standing still ship in calm water and the 
nominal level of the channel bed. The underkeel allowance faces a number of different 
ship movements (rolling, pitching, squat), and includes the net clearance which 
accounts for the minimum allowance under the keel when the ship moves along the 
channel under the most unfavourable conditions. 

In a case like the bar of the Tagus estuary, facing openly the Atlantic Ocean, 
the most important movements of the ship are by far those resulting from the wave 
action. In theory, the maximum immersion of the ship due to rolling and pitching 
could be obtained through the "amplitude response operator" of the ship, relating 
those movements with the wave period, for a given water depth and angle of wave 
attack. 

Indeed in our case that operator for the "project ship" was not known. Nor 
physical or mathematical modelling had been foreseen to establish the channel depth. 

A bibliographical study was made, taking advantage of the known 
performance of artificial channels cut in environmentally similar conditions. The main 
steps of the study were as follows. 

Based on data of the "Oceanographic Atlas of the North Atlantic Ocean. 
Section IV, Sea and Swell" (U. S. Naval Oceanographic Office), the deep water wave 
climate was denned. By means of regular wave diffraction diagrams, the local wave 
climate (in the area of the artificial channel) was established in terms of wave heights 
and angles, relative to the channel alignment. In what concerns wave heights, their 
frequencies have been characterised by height intervals of 0.5 m, from 1.5 m to 4.0 m. 
In a word , for the mean year it was obtained 

Hs<1.5m       285 days/year   (78.1%) 
1.5 m<Hs< 4.0 m        77        " (21.1%) 

Hs>4.0m 3 " ( 0.8%) 

After a careful analysis of some case studies ( Richards Bay, South Africa; 
Ashdod, Israel; Antifer, France; Europort, Netherlands; Inkoo and Tahkoluoto, 
Finland ) the hypothesis was made that the maximum sinkage (s) of the project ship 
(rolling and/or pitching) due to a certain wave would be equal to its height (H): s=H. 
Taking into account the velocity of the ship and the depth of the channel, a maximum 
squat of 0.6 m was considered and an underkeel clearance of 0.6 m was accepted. So, 
the maximum overdraft (underkeel allowance) needed in the presence of a wave 
height H will be Z=H+1.2 m. 

"Distribution" of tide levels in the region of the outer bar was defined by 
means of a level duration curve. If we think of time intervals while the tide levels 
remain below a certain value (Tl), we have as an example the following "probabilities" 
pTl = p(tide level < Tl): 

Tl = 0.7 m CD, pTl = 2%;     Tl = 2.7 m CD, pTl = 75%. 
Let C be the channel bottom level and D the draft of the project ship (13m). 
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In order to cross the bar in the presence of a wave height H a minimum tide level 

Tl=C + D+Z=C + D + H+1.2m (1) 

will be necessary ( C and Tl are referred to Chart Datum; C is negative). 
If a given wave height H occurs, the channel will be "inoperative" for any tide 

level below the value given by expression (1). A measure of the "inoperativeness" 
(Inop) of the channel can be obtained as follows 

Inop = SpHi * pTl (2) 
i 

in which pHi is the probability associated to the local wave height interval 
(Hi-0.5 m) < H < Hi 

Three channel bottom levels were "tested": C = -17; -16; -15 (m CD). The 
"inoperativeness" can be expressed as a percentage of the total time or, alternatively, 
it can be though as the percentage of the number of "project ships" that will suffer 
some waiting time to cross the artificial channel .In effect the arrivals are random. 
Taking into account that a ship calling the port crosses the estuary entrance twice, the 
results obtained were 

Channel bottom Inop Ships suffering some 
level waiting time to cross 

(m CD) (%) the bar 

-15 11.1 loutof4or5 
-16 3.2 lout of 16 
-17 0.6 lout of 85 

A nominal bottom level C = -16 m CD was recommended to the port 
authority. For a tide level of 0.7 m CD (98% exceedence), the project ship (D = 13 
m) will afford an overdraft of 28.5% (16.7 m/ 13 m = 1.285), which compares with 
the reference cases: Richards Bay, 35%; Ashdod, 35%; Europort, 32%; Antifer, 10%; 
Inkoo, 15%. 

Of course, the channel has to be built at a somewhat lower level to account 
for sedimentation between dredging works 

2.2.2- Width 
Considering the small length of the artificial channel (*4 km) and the relatively 

small number of snips having to travel within it, a one lane channel was considered 
suitable in this case. The channel width was assessed preliminary by means of 
empirical rules. In a second approach, a mathematical model was elaborated to 
simulate the ship manoeuvring in the channel. 

According to CIERGNA (Commission Internationale pour la Reception des 
Grands Navires) of PIANC (Buletin n" 35, 1980) the width of a one lane channel 
should not be smaller than 5B, B being the ship beam; in some very severe conditions, 
for instance strong transverse currents, according to the same commission that width 
could reach the value of 10B. 

In the case of the Lisbon outer bar, ebb and flood currents flow more or less 
parallel to the navigation channel. On the other hand, strong winds can represent a 
critical problem on account of the high free-board of the project ship (container ship), 
in as much as they can occur perpendicularly to the ship path. 

The cases mentioned previously (Richards Bay, Ashdod, etc) were carefully 
analysed, namely the "adimensional" widths (n B) when related to their specific 
environment conditions. Values between 5 B (Tahkoluoto) and 8.4 B (Antifer) were 
found. 
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Figure 3 - Ship Motion Controlled by a) One Operator and b) All Operators, for a 
Given Set of Environmental Conditions 

The importance of aids to navigation systems is pointed out by CIERGNA 
and is put into evidence by the case studies analysed: the poorer the system, the wider 
the channel has to be. 

As a first approximation a width of 300m, corresponding to 9.4 B (B=32 m), 
was adopted; the capabilities of the present aids to navigation was taken into 
consideration. It has to be said that pilots claim for an even wider channel (350 m). 

A numerical model (SIMNAV) was then elaborated by Laboratorio Nacional 
de Engenharia Civil - LNEC. Its characteristics and capabilities are described by 
Santos and Rita (1991).  It simulates the ship manoeuvring in coastal waters, 
calculating the time evolution of the ship heading and position, taking into account 
the motion in the horizontal plane. 

The following testing parameters were considered: 
- Loading conditions of the ship: fully loaded; in ballast. 
- Tide levels: mean tide level; spring low water. 
- Currents: tidal currents as obtained from the 2D hydrodynamic model ( see 

item 3.3). 
- Local wind: calm; 50 km/h perpendicular to the ship path. 
- Local waves: no waves; H=3m, T=l Is, a =45°. 
The most unfavourable conditions were obtained combining waves 3 m high 

with transverse winds of 50 km/h. 
Four different operators conducted a reasonable number of manoeuvres in the 

model for each environment situation. The operator controls the ship by varying the 
rudder angle and the available torque at the propeller axis. Figure 3 presents a single 
trip and the superposition of all the trips made by the four operators for the same 
testing conditions. 

The variable considered in the verification of the channel width was the 
maximum distance per trip between the channel axis and the ship's centre of gravity - 
Y. Curves of probability of exceedence of | Y | were obtained. The conclusion of the 
model study was: the acceptable channel width will be somewhere between 272 m 
and 300 m. 

2 . 3 - Maintenance Dredging 
The navigation channel through the Lisbon outer bar was firstly dredged in 1969 at a 
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Figure 4 - Infill Process of the Channel Critical Zone 

level of (-13.5 m CD); a second and a third dredging took place in 1972 and 1985, at 
levels of (-15.5) and (-15) respectively. 

The subsequent morphological evolution was monitored regularly through a 
reasonable number of hydrographical surveys. While analysing this evolution we 
looked into nature as a one to one scale model of itself. 

The channel infill process is governed by a complex interaction of tidal 
currents and a rough and varied wave climate. We have assumed that a exponential 
law can characterise such a process as a whole, when time scales of several years (at 
least two or three) are considered. Such a law states that, if a morphological situation 
is artificially driven away from its natural equilibrium, the difference will diminish 
exponentially with time. Accordingly we can write 

V(t) = Ve - (Ve - Vo ) exp(- C t) ( 3 ) 

where: V(t) is the channel infill volume at time t; Ve is the volume corresponding to 
the natural equilibrium situation; Vo is the volume at t=0, in principle immediately 
after the conclusion of the dredging work. 

The sand volume at the date of each survey, laying on the volume to be 
occupied by the artificial channel (bottom: -16 mCD; width: 300 m; side slopes: 
1/20), was evaluated. Due to its longer duration (13 years) and to its deeper initial 
bottom level, only the period between the second and the third dredging was 
considered in this study. 

In theory we would have known Ve and Vo, the only unknown to be 
determined being C. Indeed, owing to the great scatter of data obtained (reflecting 
the normal morphological instability of an outer bar controlled by a rough and varied 
wave climate), we only had first approximations to those values. 

The following approach was used: several Ve values where considered and, 
for each one of them, several Vo values where taken; the pair Ve, Vo determining the 
best fit of the theoretical curve to the "experimental" points (highest correlation 
coefficient) was chosen. 

The "critical" zone (a 1400 m long reach facing the tip of "Cabeca do Pato" 
(Duck Head) where the infill rate is the highest), and the whole channel where 
considered separately. Figure 4 pertains to the critical zone only. 

The following values where obtained: 

Ve 
(m3) 

Vo 
(m3) 

C 
(month-1) 

Correlation 
Coefficient 

Total channel 
Critical zone 

3 800 000 
2 200 000 

790 000 
254 000 

5.4*10-3 
7.0*10-3 

0.924 
0.980 



2752 COASTAL ENGINEERING 1992 

Some comments: 
- the "best" value of Ve for the critical zone compares quite well, and the one 

of the whole channel compares fairly well, with those measured in the last 
survey done before the first dredging (1969); 

- the higher correlation coefficient obtained for the critical zone is in 
agreement with its greater physiographical homogeneity when compared 
with the diversity encountered along the whole channel 

- as expected, the C value is higher in the critical zone than in the whole 
channel. 

After some manipulations over the expression (3), with the corresponding 
values of Ve,Vo and C, the following results were obtained 

Over dredging Initial Infill volume 
bottom level after 39 months 

(m) (mCD) (m3) 
Critical zone                          1.00 -17 680 000 
Outside the critical zone         0.5 -16.5 300 000 

A final conclusion could be drawn: the artificial channel, with a nominal 
bottom level of (-16 mCD), will require a maintenance dredging of the order of one 
million cubic meters every three years. 

3 - THE TAGUS ESTUARY ENTRANCE. HYDROMORPHOLOGICAL 
ANALYSIS 

3 .1 - Past Evolution 
The most important event in this century of the Tagus entrance morphological 

evolution has been the opening, some 50 years ago, of a secondary bar named the 
Golada over the "Banco do Bugio" - Figure 2. Despite the fact that some people 
charge the borrow dredgings in the Bugio with being the cause of that event, the 
analysis of old hydrographic surveys shows that the Golada has passed through 
narrowing and widening phases in the last 140 years. 

If we characterise the amount of closing of this secondary bar looking at the 
total area over the "Banco do Bugio" above CD level, Figure 5 shows that over the 
last 140 years the situation has been more of instability than of equilibrium. As a 
matter of fact, during the last few years an important shoal has been growing in the 
middle of this secondary bar above low water level. 

In the Golada flood currents and waves largely prevail over the ebb currents in 
what concerns sand transport capacity. As a consequence, a volume of sand of 
36*106 m3 has been accumulating over the northern slope of the "Banco do Bugio" 
since 1939, forcing it to advance northwardly some 700 m - Figure 6. In the 
meantime, the estuary main channel was narrowed and its tidal current pattern was 
changed. Accumulation rates in (m3/year) are shown in Figure 6. 

The accumulation process has been the result of two opposite actions: the 
"bringing in" action of flood currents and waves entering through the Golada, and the 
"flushing out" action of ebb currents in the main entrance channel, more or less 
parallel to the northern slope of the shoal, "sweeping" the sands downstream in the 
direction of the main outer bar. So, the sand transport rate through the Golada can be 
seen as the sum of two parcels: the shoal accreting rate and the ebb flushing rate over 
the same shoal. 

We can assume that the latter equals the rate of erosion of the shoal 
northern slope registered in the 1929/39 period, when the Golada was almost closed 
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(700 000 m3/y) - Figure 6 . Some impressive results are then obtained: the sand 
inward transport rate through the Golada was at least of the order of 2.2*10^ m3/y in 
the 1954/70 period and, during the most recent times (1980/85), has been still of the 
order of 1.5* 106m3/y. 

Over the same period (1929/1985) the tip of the "Cachopo Norte" (northern 
shoal of the outer bar - Figure 2) advanced 800 m in a direction almost perpendicular 
to the navigation channel - Figure 7. It seems that, if there had been no dredgings, the 
bathimetric (-10), which we considered the best one to characterize the position of 
that shoal, would have already overpassed the axis of the navigation channel to the 
south. 

In Figure 7 the advancing rates of the "Cachopo Norte" are presented. It is 
worth mentioning the value of 22.5 m/y during the 1954/70 period. In this period the 
accreting rate in the "Banco do Bugio" northern slope was the highest. 

3 . 2 - Interpretation 
If an entrance outer bar is in a stable morphological condition, this means that 

a dynamic equilibrium exists everywhere between the opposite actions (transport 
capacities) of flood currents and waves, on the one hand, and ebb currents, on the 
other hand. 

Assuming that the wave climate has not changed in the last few decades, the 
advance of the "Cachopo do Norte" is most likely related to the weakening of ebb 
currents. Indeed, a part of the tidal prism started to flow through the Golada after its 
opening, and no longer through the main channel. The contribution of the Golada to 
this flow has been changing with time; according to physical model results, it would 
have been of the order of 8% and 12% for the ebb and for the flood mean spring tidal 
prism, respectively, in a morphological situation similar to the one registered in 1985. 

Indeed, a fairly good correlation was verified between the opening of the 
Golada (wet area of the cross section) and the rate of advance of the "Cabeca do 
Pato" (Duck Head, as it is known the tip of the "Cachopo do Norte"). In Figure 5 the 
curve ACD (area above CD level) characterizes the degree of closing of the Golada; 
the smaller ACD, the greater the opening of this secondary bar. If we consider a 
sudden opening of the Golada, the resulting physiographical desiquilibrium over the 
main outer bar area will determine the shoreward advance of the "Duck Head" at a 
rate that will be "proportional" to the importance of that desiquilibrium, that is to say, 
to the degree of opening of the Golada. So, in Figure 5 the curve ACD(t) must be 
compared not with the curve s(t) - s is the distance of the "Duck Head" to the channel 
axis - but with its derivative. 

On the other hand, the critical infill rate zone of the artificial channel is 
located just in front of the "Duck Head"; as a result of its continuous advancing, the 
channel infill rate will be aggravating. So, in order to reduce the maintenance 
dredging effort in the future artificial channel, a decision to close the Golada using a 
sand dike was made by the port authority (APL). This dike should be built with 
dredged material from the artificial channel. 

It should be stressed that the closing of the Golada would afford some other 
"secondary" advantages, namely the sheltering of the lower reach of the estuary 
against the wave energy entering through this secondary bar. 

3 . 3 - Physical and Mathematical Modelling 
In order to assess the general "functioning" of the Tagus estuary entrance, a 

study program was initially set up in which a vertically integrated 2D finite element 
model of the lower reach of the estuary (including a near-field ocean zone) would be 
used in connection with a physical model. Mathematical and physical model would be 
matched at the Lisbon bridge cross-section, that is to say, upstream boundary 
conditions of the mathematical model would be obtained from the physical model. 
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Figure 7 - Advance of the "Duck Head" after 1929 

Due to operational reasons the use of the existing physical model had to be 
abandoned for that purpose, and the initial plan had to be changed: the 2D finite 
element model was then extended to the whole estuary. However, a strong 
schematization of the upper estuary region was made. Even so, levels and currents 
were correctly reproduced in the Lisbon bridge cross-section; velocities and levels 
were recorded in nature during several tidal cycles. 

Three main situations were simulated: the present (reference) situation; the 
situation immediately after the closing of the Golada; the situation in the long run 
after the closing. In this third case it was admitted that, after the closing, the northern 
slope of the "Banco do Bugio" will recede naturally or/and artificially, to its position 
in the forties, that is to say, some hundred meters to the south. The artificial 
navigation channel through the outer bar was not considered; in fact, it was assumed 
that the influence in the hydrodynamics would only be felt locally. 

Hourly velocity fields for two tidal periods and tide level curves in some 
reference stations were obtained, as well as residual currents in some restricted areas. 
Assuming as a first approximation that the bed load transport capacity depends on V3 

(V - depth mean velocity), integral values of V3 were also obtained for the ebb and 
for the flood tidal periods in some grid points over the outer bar. 

Some important results are: 
a - over the outer bar ebb currents significantly prevail over flood currents, as 

it could be expected; 
b - the predominance of ebb over flood currents will increase as an immediate 

consequence of the closing of the Golada; 
c - that predominance will increase even more in the long term with the 
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natural or artificial receding of the shoal accumulated in the northern slope 
of the Bugio; 

d - with the closing of the Golada, the estuary global tidal prism will increase 
slightly (3%). 

The last result is rather unexpected; indeed, how can the partial closing of the 
estuary entrance improve its tidal prism? 

The most likely explanation lays on the enhancement of the resonant effect 
within the estuary, which is responsible for a tidal range inside the estuary greater 
than in the outside. In fact, the estuary can be hydrodynamically interpreted as a great 
tidal basin connected to the ocean by a relatively straight and narrow channel - 
Figure 1. The closing sand dike of the Golada will make this channel somewhat 
longer; as a consequence, the estuary natural period will increase (Baines, 1957), 
becoming closer to the tidal forcing one (M2) and so intensifying the existing 
resonant phenomenon. 

The results b) and c) mentioned above mean that the tendency of the "Duck 
Head" to advance in the direction of the artificial channel will be reversed if the 
Golada is closed. So a decision was taken to close it. 

4 - THE "CHANNEL DREDGING AND CLOSING OF THE GOLADA" 
PROJECT 

The dredging of an artificial channel with the geometric characteristics 
presented in Chap. 2 (length: 4km; width: 300m; bottom level: -16.5 and -17m CD; 
slopes: 1/ 20) will produce a volume of sand of 3.5*106 m3. This sand would be used 
either in the building of a closing sand dike of the Golada or in the nourishment of the 
Caparica beaches, just to the south of the estuary entrance - Figure 8. 

In order to adjust the sand dike to the present morphology of the Bugio bank, 
it would have a somehow sinuous outline. The total sand volume would amount to 
4.5*10^ m3 of which approximately 1.0*10^ m3 would be deposited around the 
Bugio lighthouse. The Bugio bank itself would be the borrow area for this building 
sand or, alternatively, the sand removed from the artificial channel would be used for 
the same purpose. 

The sand volumes resulting from future maintenance dredgings of the artificial 
channel would be deposited on the seaward (westward) tip of this dike, that is to say, 
around the Bugio lighthouse in order to compensate for the sand losses due to 
currents and wave erosion. In the long term the south face of this closing dike would 
evolve to a continuous sand beach from the Bugio lighthouse to Caparica, resembling 
the morphological situation of some decades ago when the Golada was almost closed 
naturally. 

5 - ENVIRONMENTAL ASSESSMENT 

In the final stage of the studies an Environmental Impact Study was made. 
Environmental authorities raised a lot of questions. Even the influence of the artificial 
channel through the outer bar over the estuary hydrodynamics had to be analysed to 
conclude, as expected, that it will have no practical effect. A lot of additional analysis 
were performed, namely: 

- hourly fields of V = VI - V2 in all the entrance area (velocity differences after 
(Af) minus before (Bf), after being in the short term (Afl) and in the long 
term (Af2); Afl - immediately after the closing; Af2 - after the receding of the 
northern slope of the Bugio bank to the 1939 position) 

- residual values (Vr) of the velocity vector V (Bf, Afl, Af2) 
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Figure 8 - The "Channel Dredging and Closing of the Golada" Project 

- differences of Vr (Afl - Bf; Af2 - Bf) 
- hourly fields of V3 ( Bf, Afl, A£2 ) 
- residual values (Vr3) of V3 (Bf, Afl, Af2) 
- lagrangean simulation of the dispersion of particles emitted every 20 min in 

three points of the estuary lower reach (Bf, Afl, AP2). 
Very recently the dredging of the channel has been approved. On the contrary, 

the closing dike of the Golada was rejected on the basis that its beneficial effects on 
the natural maintenance conditions of the artificial channel were not clearly 
demonstrated. 
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CHAPTER 211 

A MIXING MECHANISM IN THE NEARSHORE REGION 

Uday Putrevu, Associate Member, ASCE and lb A. Svendsen,1 Member, 
ASCE. 

ABSTRACT 

A dispersive mixing caused by the interaction of the longshore currents and 
the undertow is found to exist in the nearshore region. It is found to depend 
critically on the depth variation of both the cross-shore and the longshore cur- 
rents. The effect is calculated for the simplest possible current profiles which 
yield a non-zero contribution. It is demonstrated that the dispersive mixing 
totally dominates the mixing in the nearshore region, exceeding the effect of 
turbulence by an order of magnitude even inside the surf-zone. In consequence, 
accounting for this interaction of the nearshore currents makes it possible to 
model longshore currents using realistic turbulent mixing levels. The vertical 
variation of those currents become part of the results provided. The predicted 
depth variation of the longshore currents is shown to be consistent with the only 
set of such measurements presently available. 

1. INTRODUCTION 

Longshore currents on beaches have been analyzed using the concept of ra- 
diation stress since the pioneering works of Bowen (1969), Thornton (1970) and 
Longuet-Higgins (1970). These works clearly demonstrated that a lateral mix- 
ing (presumably due to turbulent fluctuations) needs to be included to give 
predictions of the cross-shore structure of the longshore currents that resemble 
measured currents in laboratory and field experiments. The works cited above, 
and the numerous models proposed later, differ primarily in the assumptions 
related to the lateral mixing due to turbulence. 

'Postdoctoral Fellow and Professor, respectively, Center for Applied Coastal Research, 
Department of Civil Engineering, University of Delaware, Newark, DE 19716, USA 
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Models to predict vertical structure of nearshore currents have been proposed 
by Svendsen (1984), Dally & Dean (1984), Stive k Wind (1986), Svendsen et al. 
(1987) and Svendsen & Hansen (1988) for the cross-shore current (the undertow) 
and by Svendsen & Lorenz (1989) for the three dimensional current structure. 

Svendsen & Putrevu (1990) developed the principles for 3D nearshore circu- 
lation modelling using analytical solutions for the 3D current profiles in combina- 
tion with a numerical solution of the depth integrated 2D horizontal equations. 
Like Svendsen & Lorenz (1989), however, they neglected the current-current and 
the wave-current interaction terms. They pointed out that there is an order of 
magnitude difference between the eddy viscosity required to model accurately 
the vertical profiles and the eddy viscosity required for lateral mixing to achieve 
realistic results for the longshore current on a long, straight coast. This con- 
tradicts all physical arguments which point to the two being the same order of 
magnitude. 

Svendsen & Putrevu (1992; hereafter referred to as SP92) found that the 
current-current and wave-current interactions neglected in previous investiga- 
tions provide the additional lateral mixing. The effect involves the vertical 
structure of both cross- and longshore currents and turns out to be a general- 
ization of the mechanism for longitudinal dispersion found by Taylor (1954) for 
pipe flow, Elder (1959) for open channel flow and Fischer (1978) for currents on 
the continental shelf. It is found to exist even on a long, straight coast with no 
alongshore variations. 

In the present paper we present an analysis of this effect under the simplest 
possible conditions in order to illustrate the core of the mechanisms involved. It 
is shown that the dispersion effect is crucially linked to the overall slope of the 
longshore current profile. It disappears completely for a depth uniform longshore 
current. 

The paper is organized as follows: Section 2 deals with the basic equations 
and outlines the assumptions involved. Section 3 discusses the dispersion caused 
under the vertical structure of the currents assumed here. A numerical example 
is presented in section 4. In section 5 we give a qualitative interpretation of the 
what we believe to be the essential nature of the dispersion mechanism. The 
paper concludes with a summary and an discussion of the important results of 
the paper in section 6. 

2. BASIC EQUATIONS FOR A LONG STRAIGHT COAST 

SP92 derived the basic equations governing the wave averaged nearshore cir- 
culation. For a long, straight coast with no alongshore variation these equations 
are 
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Depth Integrated continuity 

d_ 

dx 
(    Udz + Qw 

J—ho 

Depth Integrated Cross-Shore Momentum Equation 

ldSx 

p  dx -,(*. +?)g 

(1) 

(2) 

Depth Integrated Alongshore Momentum Equation 

dx 
{Sxy + S'xy) + rby   + ^-  jf- UVdz + JC{uwV + vwU)dz 0    (3) 

In the above uw and vw are the wave induced velocities in the x (cross-shore) 
and y (alongshore) directions respectively. 

These equations differ from the equations found in Phillips (1977) or Mei 
(1983) in that they allow for the currents to have a vertical variation. Dealing 
with wave averaged equations, one has to clearly define what is meant by a 
"current" above wave trough level where there is water only part of the time. 
When evaluating the terms in these equations, we assume that the mathematical 
expression defining the currents below trough level is valid above that level also. 
Such an assumption is implicitly made by Phillips (1977) and Mei (1983). For 
the case of depth uniform currents, the equations above reduce to the equations 
found in Phillips and differ slightly from those found in Mei (1983) owing to a 
difference in the definition of the current velocity. 

In (1) - (3) the wave averaged quantities Qw (volume flux), Sxx a,ndSxy 

(radiation stress components) are defined as 

Qw   =    /     uwdz = /   uwdz 
J-ho J(t 

Sxx   =   J_   (pul+p)dz~ -pgh2 

Sxy      =        / pUwVwdz 
J—ho 

(4) 

(5) 

(6) 

Figure 1 shows the definitions of the geometrical parameters. S'xy represents the 
turbulent radiation stress (depth integrated Reynolds' stress) and is defined by 

SL I ho 
Txydz (7) 

where rxy represents the Reynolds' stress. 
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Figure 1: Definition sketch 

Using a perturbation expansion based on slowly varying depth SP92 showed 
that at the lowest order the following equations govern the vertical variation of 
the cross- and alongshore currents 
Depth Dependent Cross-Shore Momentum 

dz \ tz dz 

Depth Dependent Alongshore Momentum 

dvw 

' dx 

&1* dz) 

dvw    udVb 

' dx dx 

(8) 

(9) 

Of particular importance here is the last term in (9) which represents the lowest 
approximation to the current-current interaction. 

SP92 solve these equations for arbitrary vu and uw, vw distributions. 

3. SOLUTION FOR DEPTH UNIFORM UNDERTOW 

In the present paper we analyze the effect of the interaction terms in (3) 
for the simple situation where the undertow is constant over depth and the 
longshore current is quadratic. The longshore current profile corresponds to 
assuming that viz and the wave induced velocities are depth uniform (cf. eq. 9). 
Hence, we assume the following 

U(() = U0 = ^ (10) 

V{i) = Vb + bv( + ave (11) 

where £ = z -f h0 is the distance from the bed (see figure 1). While simplifying 
the analysis, this situation captures the essential nature of the interaction term 
and the simpler algebra helps exposing the mechanisms involved. 
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The parameters av and bv are then given by 

a" = 2^ [U»^ + V-te) (12) 

as indicated by (9) and 

bv = L^oVb (13) 

where u0 is the amplitude of the near bottom wave induced velocity. The equa- 
tion for bv is derived from the bottom boundary condition 

dV\ pfwu0Vb ^&J = ^ = ~^~ (U) 
/ z=—ho 

(see Svendsen & Putrevu 1990). 

Using (10) and (11) we find that 

/>*-- «-(*+¥+:f)       w 
and     

/ Vuro^ « V(C) / uwdz = gw (V6 + bvh + avh
2) (16) 

The C/D„ term in (3) is small for small angles of incidence which is the typical 
situation on long, straight coasts. Hence, this term is neglected in the following. 

Equations 15 and 16 clearly show that the terms representing the interaction 
of the currents oppose one another and for the case of a depth uniform longshore 
current (av = bv = 0) they exactly cancel one another. In total (15) and (16) 
give 

f  UVdz + f Vuwdz = Q-V^td* + Q^Jtohy _ £A W      (1?) 
J-h0 J(, 3uu 2TTUU 3VU dx 

Substituting (17) into (3) then leads to 

(Sxy + Sxy)+j + -{ — +——Vi-——j=0 
ld_ 

p dx 

(18) 
The solution of (18) requires the specification of the way in which we parameter- 
ize the turbulent radiation stress S' (the bottom stress rjy is given by equation 
14). For the turbulent radiation stress we use 

dVi. 
S'ry = Ph^ (19) 
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SP92 show that using H in (19) instead of the mean velocity Vm is consistent 
to the order of validity of (3). The calculation of H using (18) still requires 
the specification of Qw and Sxy. These are related to the wave motion and are 
assumed to be known in wave averaged models. 

Introducing the definitions 

Dc   =   ^ (20) 
OVtz 

Fl = es^9s. (21) 

„ fwQwUpk F> = -a^r (22) 

we may rewrite the equation governing the longshore current in this simplified 
situation as 

dx 
lut      ,   n^^l      d (p\/\     f"uou      ldSxy     dFi 

which clearly demonstrates that the interaction provides mixing - this can be 
seen from the Dc term of (23). In addition to the dispersion effect the interaction 
also produces other effects that are reflected in the F\ and JP2 terms. The general 
results for Dc, Fi and Fi were given by SP92. 

Discussion of the dispersion effect 

Before we proceed any further it is worthwhile to discuss the nature of the 
dispersion at this stage. We first notice from (20) that the dispersion coefficient 
Dc is proportional to the square of the volume flux due to the waves and in- 
versely proportional to the vertical eddy viscosity. This result is analogous to 
the longitudinal dispersion in pipe flow found by Taylor (1954). The dispersion 
coefficient K is given by an expression of the form (see, e.g.., Fischer et at. 1979, 
p. 94) 

K = £<2!i>7 (24) 
< vu > 

where d is a characteristic length, UA is the deviation of the velocity from its cross- 
sectional average, < vu > is the cross-sectionally averaged mixing coefficient and 
7 is a dimensionless integral of order 0.1. The angular brackets in (24) represent 
cross-sectional averaging. 

Here w^, d and < vtz > are analogous to our U0, h and vtz and (20) is 
analogous to (24). In the present case the contributions to the dispersion also 
come from the fact that the waves and the fact that the currents are modified 
by the dispersion which is not the case in simple dispersion of contaminants 
analyzed by Taylor and others. 
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We may get a preliminary estimate of the size of the dispersion coefficient 
relative to vtz by noticing that we typically have (inside the surf-zone) 

Qw ~o.i  -Y\fgh (25) 
H 

h 
0.7 (26) 

and 
vu ~ O.OlhJgh (27) 

(see, e.g., Svendsen et al. 1987). These estimates imply that 

Dc ~ 0.08hyfgh (28) 

Comparison of (28) and (27) indicates that with these simplifying assumptions 
the dispersive effect is about eight times stronger than the lateral mixing. The 
more detailed calculations of SP92 show that accounting for the actual vertical 
structure of the undertow enhances this effect approximately by a factor of two. 
Thus, we see that Dc ^> vu and we can expect the mixing for the longshore 
current is dominated by the dispersion. 

4. A NUMERICAL EXAMPLE 

The numerical example presented below will demonstrate the conclusion of 
the previous paragraph. In the calculations we have used some simplifying 
assumptions which do not change the nature of the problem (though they do 
influence the accuracy of the predictions). These assumptions are: 

• Use linear long wave theory to calculate Sxy and ay. 

• Use H oc h inside the surf-zone and H oc h~ll4 outside the surf-zone. 

• Use Qw = Q.l(H2/h)y/gJ. 

The eddy viscosity variation used is given by 

{0.01hs/gh inside surf zone ,    . 
[0.8(h/hb)

4 + 0.2]vib   outside surf zone [9> 

where vtb = Q.0lhi,\/ghl. The variation of the eddy viscosity outside the surf- 
zone represents an estimate based on the assumption that ut a l\fk and the 
the measurements of Nadaoka & Kondoh (1982) of the turbulence outside the 
surf-zone. These measurements show that while the intensity of the turbulence 
decays seaward of the break point, there is still some residual turbulence even 
far seaward of the break point (see their figure 9). 
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h/hb 
Figure 2: Variation of vtx and Dc 

Equation 18 is then solved with boundary conditions Vb = 0 at the shoreline 
and Vb —> 0 as h/hb —* °o. Since the RHS of (18) is discontinuous at the break 
point, the solution has to be matched at that point. The matching conditions 
used are 

Vb{xb+)   =   Vb(xb-) (30) 

dV 
dx 

*b+ 

dV 
dx 

(31) 

where xb represents the breaker location. 

Figure 2 shows the variations of the dispersion coefficient and the eddy vis- 
cosity with cross-shore location. As mentioned earlier, over the entire nearshore 
region the dispersion coefficient is significantly larger than the eddy viscosity 
showing that the dispersion due to current-current interaction totally dominates 
the nearshore mixing. 

The resulting cross-shore distribution of the near bottom longshore current is 
shown in Figure 3. This figure also shows the solution obtained by neglecting the 
dispersive mixing. A comparison of the two solutions demonstrates, as expected 
from the enhanced mixing due to current-current interaction, that the dispersion 
has significant influence on the cross-shore structure of the longshore current. 
Specifically, we see that accounting for the current dispersion does bring the 
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Figure 3: Cross-shore distribution of the near bottom longshore current 

cross-shore distribution in line with what the measurements indicate without 
having to take recourse to a large mixing coefficient (see, e.g., Visser 1984). 

Once Vb is calculated, we may calculate the longshore current profiles using 
(11) and (13). The profiles so calculated are shown in figure 4. We first notice 
that the individual longshore current profiles do not show very strong variation 
with vertical location. This means that the cross-shore distribution of the near 
bottom longshore current shown in figure 3 is representative of all vertical loca- 
tions. Second, we notice that the longshore current increases with distance-from 
the bed in the region 0 < h/hb < 0.7 while it decreases with distance from the 
bed in the region h/hb > 0.7. As demonstrated in the next section, this turns 
out to be the essential feature that is responsible for the dispersion. 

The only experimental investigation that reports systematic measurements 
of the vertical structure of longshore currents is Visser (1984) for a long, straight 
beach. These measurements consistently confirm the pattern predicted above. 
As an example, we reproduce in figure 5 one set of Visser's measurements (ex- 
periment 2). The measurements clearly show a longshore current increasing 
with distance from the bed inside the surf-zone (the first four panels) and de- 
creasing with distance from the bed outside (last four panels). Considering the 
crucial dependence of the dispersion on this trend we believe that the exper- 
imental confirmation of the trend predicted by the computations is extremely 
encouraging. 
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v(0/(gh) 

Figure 4: Computed vertical variation of the longshore current 

5. QUALITATIVE INTERPRETATION OF THE DISPERSION MECHANISM 

Equation 17 shows that the dispersion coefficient, Dc, originates from the 
UdV/dx term in the forcing for the depth variation for the longshore currents. 
Since this term contributes to the curvature of the longshore current which, in 
turn, contributes to the overall slope of the longshore current profile it suggests 
that it is the overall slope of the longshore current that controls the dispersion. 
This is discussed further below. 

As remarked in the discussion below (16) the contributions from below and 
above trough levels counteract one another. The overall effect depends on which 
of the two is stronger. We see that (15) and (16) may be written as 

[C   UVdz = -Qw(~[<   V(z)dz) 
J-h0 \hJ-ho ] 

and 

/ Vuwdz = QWV(C) 

(32) 

(33) 

Thus for the undertow variation used here the contribution from above trough 
level will dominate if   

V(Q > U'ho V(z)dz (34) 

This corresponds to a longshore current that increases with distance from the 
bottom (figure 6a) which, as figure 4 shows, occurs for h/hb < 0.7 in the ex- 
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Figure 5: Measured vertical variation of the longshore current (from Visser 1984) 
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S 

Figure   6:      Sketch   of   the   vertical   variation   of   the   longshore   current 

a) V(() > i/ffc0 V{z)dz b) V(Q < I/f^ V(z)dz 

ample considered. Hence, in this region the net effect of the interaction is to 
convect the longshore current momentum shorewards and depending on the sign 
of dV/dx this may increase or decrease the local value of V. Though the shore- 
ward transport of the longshore momentum is at the surface with a smaller 
seaward transport below, the profile is maintained by the driving force and the 
vertical mixing. Conversely, in the region h/ht > 0.7 (in the present example) 
the situation is reversed. In particular, outside the surf-zone this represents 
the major source of longshore momentum flux in the seaward direction which is 
equivalent to mixing. 

Hence, although the cross-shore transport of the longshore momentum (equiv- 
alent to dispersion or mixing) is provided by cross-shore currents, the net effect 
depends crucially on the vertical variation of the longshore currents. This is 
also consistent with the fact that for depth uniform longshore currents we get 
no dispersion effects. 

6. SUMMARY AND CONCLUSIONS 

It has been demonstrated that the dispersive mixing caused by the interaction 
of the longshore currents and the undertow totally dominates the mixing in the 
nearshore region. Even inside the surf-zone it is an order of magnitude stronger 
than the direct turbulent mixing. In the example given in section 4, the effect 
was calculated for the simplest possible case which leads to a non-zero value, viz., 
a depth uniform undertow and a longshore current that varies quadratically with 
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the vertical coordinate. It turns out that even though the example considered 
here underestimates the dispersive effect substantially in comparison to the more 
complete version of the theory given in SP92, it captures the essential nature 
of the dispersion mechanism and allows us to demonstrate the same in a rather 
simple manner. 

The results show that the nearshore circulation on a beach is essentially a 
3D phenomenon with the dispersion caused by the nonlinear interaction of the 
nearshore currents being a very important contribution. It depends crucially 
on the vertical profiles of the current, in particular in the longshore direction. 
While the turbulence contributes very little to the lateral mixing directly it is 
still very important because the turbulence has a strong influence on the shape 
of the current profiles. 

The existing laboratory measurements support our predictions of the ver- 
tical structure of the currents which forms a part of the results. This is very 
encouraging considering the crucial dependence of the effect on the current pro- 
files. More confirmation of the predictions, both in the laboratory and the field, 
would be particularly useful. 
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CHAPTER 212 

Formation and Reduction Processes of River Deltas ; 
Theory and Experiments 

Hossam El-din A.A. Refaat1 and Yoshito Tsuchiya2,M.ASCE 

Abstract 

Beach erosion has recently been recognized as accelerating due to change in 
sediment sources from rivers. This can be considered as reduction processes of river 
deltas. In this paper, the formation and reduction processes of river deltas are first 
investigated theoretically by introducing the non-uniformity of longshore sediment 
transport into the equation of" continuity of shoreline changes. Theoretical solutions to 
shoreline changes in the formation and reduction processes are well explained. 
Secondly, experiments both on the formation and reduction processes were carried 
out. The theoretical results of the processes compared favorably with the experimental 
ones. 

1.   Introduction 

Delta resulted from the relative importance of deposition of river sediments 
which build the delta seaward, versus the action of waves and currents which 
transport the sediments and erode the delta. If the rate of sediment deposition from the 
river is greater than the rate of sediment removal by the longshore currents, the 
formation process of river delta will take place. On the contrary, if the rate of 
sediment deposition from the river is less than the rate of sediment removal by the 
longshore currents, beach erosion occurs resulting in the reduction of river delta. 
Historically, the term delta was first applied by the Greek historian Herodotus, circa 
450 B.C., to the triangular alluvial deposit at mouth of the Nile River. 

The processes of formation and reduction of river deltas have been 
investigated through the study of analytical solutions of the so-called one-line theory. 
The one-line theory was first introduced by Pelnard-Considere (1956), and it has 
been demonstrated to be adequate in practical applications. Several authors have 
presented analytical solutions for the one-line theory (e.g. Bakker and Edelman, 
1964; Iwagaki, 1966; Tsuchiya, 1973, 1978; Tsuchiya and Yasuda, 1979; Kraus, 
Hanson and Harikai, 1985; and recently Hanson and Larson, 1987). The 
fundamental assumption of this theory is that the bottom profile moves in parallel to 
itself without changing shape. The second major assumption of the theory is that the 
longshore sediment transport takes place averaging over the beach profile down to a 
certain offshore limiting depth of the sediment drift zone. 

1 Assistant Professor, Faculty of Engineering, Cairo University, Giza, Egypt. 

^Professor, DPRI, Kyoto University, Gokasho, Uji, Kyoto 611, Japan. 
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2.  Theory of Formation and Reduction Processes of River Deltas 

In the formation and reduction processes of river deltas, the non-uniformity 
of longshore sediment transport along the shoreline must be introduced. Tsuchiya and 
Refaat (1992) recently developed theoretical approaches to the longshore sediment 
transport in the non-uniform condition. Introducing this theoretical formulation of the 
total rate of non-uniform longshore sediment transport, a set of the governing 
equations of shoreline change is proposed. 

2.1 The governing equations and the field equations of delta formation process 
The equations governing the formation and reduction processes of river 

deltas are composed of the equations of continuity of shoreline change and total rate 
of longshore sediment transport. Taking the coordinate system as shown in Fig. 1, 
the equation of continuity of shoreline change is expressed as (Tsuchiya; 1978): 

dy0 

dt 
1 dQ, 1 

(l-A)A,   dx Bh, 
QR($ )8(x-x0) (1) 

in which y0 is the shoreline position from the datum line, x is the longshore distance 
from the origin, t is the time, X is the porosity of beach sediment, hk is the limited 
water depth of littoral drift, B is the river width, Qx is the total rate of longshore 
sediment transport, and QR (t )S (x -x0 ) is the sediment input effective to the 
shoreline change from a river located at x = x0 where S (x -x0 ) is Dirac's delta 
function. 

The phenomenon of longshore sediment transport around the river deltas are 
non-uniform owing to the non-uniform characteristics of waves and the effect of the 
boundary conditions of both longshore currents and beach changes on the longshore 
sediment transport. The equation of longshore sediment transport in the unsteady, 
nonuniform condition is given by Tsuchiya and Refaat (1992) as: 

dt 

where 

a. 

a k dx 

Qr 
= */  (x)-- 

a ^rcf 

a.JK 
Q* (2) 

f 
f (x ) = — g h2

h{ sin 2a,  - 2 cos a. 
16 dx 

( 50, - 6P2 

dK dau 
+ 68  sirfa. ) -=-?- - 2&, h. sin 2a.  -^-2-} H3 b     dx 3   b b   dx (3) 

where ab is the breaker angle which is defined as the angle between the wave crest 
and the shoreline, t is the time, g is the acceleration of gravity, yb is the offshore 
distance of the breaking point from the shoreline, k ,aL and pi (i = 1, 2, 3), are the 
coefficients being nearly constants (Tsuchiya and Refaat, 1992). 

In order to express the total rate of longshore sediment transport by a 
function of the breaker angle and breaker depth, and their derivatives, it can be 
expressed by Taylor series up to the first order as: 

Qx =Qo da 
(«„ %) + 

dh iK-Kn)     + 
bO bO 

bO (4) 
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in which Q0 denotes the total rate of longshore sediment transport at the initial wave 
conditions presented by the subscript 0. Reference Fig. 1 the small changes in the 
breaker angle and depth can be expressed geometrically as: 

dy 
Aau   =au   - aun «- -^-     and      Ah   =m Ayn (5) 

b b bO d x 

Substituting Eqs. (4) and (5) to Eq. (1) yields 

dy0 dy0 d y0 

where 

m        ,dQx 1 *Q. 

•o 

1 (1) 
and   9R<t)=BTk   

Q« (° 

The coefficient % which has the dimensions of length squared over time, is 
interpreted as a diffusion coefficient. While the coefficient e1 having the dimension of 
length over time, is interpreted as the traveling speed of shoreline towards the 
longshore direction. In Eq. (7) it is clearly seen that the coefficient et is proportional 
to the beach slope. Thus, the coefficient e, can not be ignored when the beach slope 
changes along the delta delta By specifying initial and boundary conditions in the 
areas which represent conditions prevailing in a specific shoreline evolution, the 
analytical solutions are directly applicable. 

2.2  Solution to shoreline changes in the formation process of river delta bv normally 
incident waves 

Since the river delta has an infinite length and waves are approached the 
shoreline normally, the coefficient e, becomes very small and can be neglected. The 
general solution of river delta formation can be expressed from Eq. (6) (Carslaw and 
Jaeger, 1959) as: 

y0(x ,t ) = hkqR0     I—  jerfc I   ———   j    for t >0 and -<*><*< *> (8) 

V 
where jerfc denotes the integral of the complementary error function erfc. 

In Fig. 2 the solution to Eq. (8) is illustrated. The dimensionless sediment 
input used to normalize the shoreline position is expressed as: 

hkqR0 qR0 (9) 

c, OQ  Ida) 
2 a

bo 
which can be interpreted as a ratio of the sediment input from the river to the 
derivative of longshore sediment transport rate with respect to the breaker angle. 
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2.3   Solution to shoreline change in the formation process of river delta by obliquely 
incident waves 

When the waves approach the delta coast obliquely, the expected shape of 
the delta will be asymmetric. Consider the case where a river mouth has a finite 
width, 2a, the continuity equation of sediment transport in the full form of Eq. (6) is 
applied as: 

dv„. if v.. 
+ qRQ ; - a < x < a (10) 

dy0i 
dt 

F 
dy01 

i   dx 
fy0i + e  — 

2  dx2 

and 

d ^2 

dt i   dx 
+ e ^

2 

2    -.   2 
dx 

\x\>a (11) 

The problem consists of two coupled partial differential equations. By 
specifying the boundary conditions, which are the beach must be continuous at all 
times over the two zones and the shoreline is unaffected by the sediment input from 
the river as x approaches infinity. The solution to Eqs. (10) and (11) are then 
obtained as: 

r 3£1      i exp[ -—x I Fj(x ,t ); - °°<x £ -a 
2£2 

r 3ei     -i exp[^—-x] F2(x,t );   -a<x£0 

y0(x,t) = { I2 <12> 
exp[- T

L-x]F2(x,t );    0<x<a 

r     £1      n exp[-~—xjFjix.t);     a<x<°° 

where 

Fj (x,t )=2qR0t   |j2erfc(-^=) -  j2erfc (   *tf_) 
2j et 2J e t (13) V     2 V     2 

£i a -3 _r ,   x - a           E, a 3           X + a £, 
+ -1— jerfc( -— ) - -i- ferfc ( ==)exp  (--J-a) 

£2 27e2f ^ 2J£J £2 V      2 V     2 

and 

F2 (*,r ) = qR0 t   | l-2j2erfc(   a J?L_)-2j2erfc( 
2jet 2Jet 

*'    2 v    2 
(14) 

I2£'ai3crfc(     *'"       )    ^^^^      , ,      £; ^ +  J enc <•      7=) - -1- j erfc ( - ) exp ( - — a ) y 
£2 2V£2f £2 2JV £2        ' 
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yo 

'     Initial shoreline 

(a)    Coordinate system and longshore current (b)   Changes of shoreline and breaker angle 

Fig. 1.   The coordinate system used in the formation. 

Fig. 2. 

Longshore distance   (x/hjj) 

Shoreline evolution in the formation of river delta of infinite length. 

Longshore distance   ( x / a) 

Fig. 3.    Shoreline evolution in the formation of river delta by obliquely 
incident waves 
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The function jerfc is the integral of the complementary error function and n 
exponent represents n time integrations of the complementary error function. The 
time evolution of river delta by Eq. (12) is illustrated in Fig. 3. It is well understood 
in this figure that the asymmetric plane shape of the delta is clearly formed by 
obliquely incident waves. 

2.4  Solution to shoreline changes in the reduction process of river delta 
The reduction process of river delta occurs due to decrease or lack of 

sediment deposit from the river. Generally, the basic equations describe the shoreline 
changes in reduction process of river delta are the same equations used to describe the 
shoreline changes in formation process of river delta except that the river sediment 
discharge is no longer considered. Therefore, the linear partial differential equation 
described the shoreline change is given as: 

dt + £; 
dJo. 

'   dx 

i y0 

dx 
(15) 

By specifying the initial and boundary conditions in the areas which represent 
conditions prevailing in a specific shoreline evolution, the corresponding analytical 
solutions are directly applicable. In the following cases of reduction of river delta, the 
initial shoreline position will be determined with the aid of the formation process of 
river delta. 

(I)  Reduction of river delta of infinite length bv normal incident waves 
Since the river delta has an infinite length and waves are assumed to 

approach the shoreline normally, the coefficient el becomes very small and can be 
neglected. Also, the reduction process will take place symmetrically with respect to 
the center of the river delta. Thus, the solution to shoreline changes is obtained as: 

y0 (*.') = 
hk«R 

2e /f 
2 

J± Jierfc 
\ 

exp 

In Fig. 4 the solution to Eq. (16) is illustrated. In this figure the reduction 

<x -x' ) 

4et 
2 

>dx" (16) 

Longshore distance   (x4ik) 

Fig. 4.   Time variation of shoreline change in the reduction process of 
river delta of infinite river length. 
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process of river delta is taking place symmetrically with respect to the center of 
the river. The rate of reduction of river delta at the center of the river is diminished 
with time, while the shoreline at the longshore ends of the river delta is 
replenished with time. The final stage for the configuration of the delta will 
become a straight beach. 

(2)  Asymmetric change of shoreline position of river delta 
When the waves approach the coast of river delta obliquely, the shoreline 

change is expected to occur asymmetrically. Consider the case where the river 
mouth has a finite width, 2a ,the general solution to shoreline change is obtained 
as: 

£           e2 

yg (x , t) = zQ (x ,t ) exp ( —i- x '— t )       for t >0 and -«.< x < °°   (17) 
2e 

where 

zQ(x,t ) = - 

v» y 
JV' 

4e 

) exp. 
(x-x' f   ,   V 

dx' 
4e t 

2 

v^F2 (x' )exp|(*"*   } + ^- \dx'+JF2 (x' )expj- 
(X -x' ) 

4e t 
2 

ex 
)dx' (18) 

•\w ) exp. (x -x- f     V' dx' 
4e t 

2 

In Fig. 5 the solution to Eq. (18) is illustrated. The asymmetric shape of 
the delta is clearly seen in this figure. Since the waves approach the shoreline 
obliquely, the longshore sediment is predominant. Consequently, most of the 
sediment moves in the predominant direction of littoral drift. As a result, the 
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Fig. 5. Time variation in shoreline change in the reduction process of 
river delta by obliquely incident waves in the case where Efllfy = 0.2. 
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reduction rate of the shoreline on the upcoast side is greater than that on the 
downcoast. The final stage for the configuration of the delta may become an 
inclined straight beach which the waves tend to approach normally. Also, the 
river mouth moves predominantly in the direction of littoral drift, as the reduction 
process of river delta takes place. 

3.   Experiments on Formation and Reduction Processes of River Deltas 

The main objectives of this experimental study are, to demonstrate the 
process of formation and reduction of river deltas, to determine the changes of beach 
profile along the shoreline of river delta, and finally to study the effect of oblique 
wave incident on the symmetrical configuration of the river delta, and on the 
formation and reduction processes of river deltas. 

3.1   Experiments on Formation Process of River Deltas 

(1) Experimental setup 
The experiments were performed in the fan-shaped wave basin (semicircular 

part : r=17.5 m ; rectangular part: 35x10 m) of Ujigawa Hydraulics Laboratory, 
Disaster Prevention Research Institute, Kyoto University. A smooth concrete beach 
was constructed with a slope of 1:10. The beach was roughed by bonding light 
weight aggregate, the same material as the one whose used for modeling river 
sediment discharge, on to the smooth concrete. The wave guide walls, which are 
composed of smooth steel plates, were installed in the normal to the wave generator. 
On the land side, a sediment feeder machine with a controlling speed motor 
discharging sediment at a constant rate, was set about 1.0 m from the initial shoreline. 
Two smooth asbestos pipes were connected to the sediment feeder machine at the 
output opening in order to carry the sediment to the desire position of the point 
source, (see Fig. 6). 

(2) Experimental procedure 
Measurements of sediment discharge rate were performed: 1) at the 

beginning of the experiments, and 2) at every 10 min interval time during the 
experiments, then the rate of sediment discharge was calculated as the average value 
of the measured sediment ratios. Measurements of shoreline positions were made at 
10 min intervals along the delta at 13 stations (50 cm interval distance), see Figure 
12. At the end of each experiment, beach profiles as well as shoreline changes were 
measured every 10 cm interval distance along the delta. The formation process of 
river delta was observed by taking photographs every 10 minutes interval time. 

Measurements of wave heights in the constant depth part were made using 
capacitance type wave gauges. While on the sloping part, the measurements were 
made using a wave gauge mounted on a carriage controlled by a personal computer. 
The angles of incoming wave incidence were measured in the constant depth part by 
measuring the angles of inclination of the wave generator to the beach. Snell's law 
and linear wave theory were used to estimate the angles of wave incidence at the 
breaker line. The longshore currents were visually observed by using colored paper 
tracers. 

(3) Experimental results 
Six experiments were performed, (see Table 1), for a still water depth in the 

constant depth part of 30 cm, a wave height of 2.0 cm and a wave period of 0.8 sec. 
The incoming waves were normally incident during the experiments series A and 
series B, while they were oblique incident during experiments C-l and D-l, with 
7.5° and 15°, respectively. The experimental results are drown as follows : 
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a) General description of the formation process; Once the sediment feeder machine 
supplies sediment to the wave basin, the sediment particles spread along the coast by 
the effect of the longshore current. Figure 7 shows the behaviors of the growth of 
river delta in experiments series A. The configuration of the shoreline of river delta in 
this experiment is nearly symmetric with respect to the center of the river. 

Table 1. Experimental conditions of formation process of river delta. 

Run No. Qn cmVsec Run time (min) a„ (deg.) 

Series A A 1 7.06 50 0 

A-2 7.06 30 0 

Series B B-l 15.08 30 0 

B-2 8.12 30 0 

Series C C-1 11.0 90 7.5 

Series D D 1 11.0 180 15.0 

T 

sediment   J_ 
feeder 

-3- 
-2- 
-1 J__ 

J  

2-J-- 
3-I— 
4-I-:- 
5-£- </> 
6-I-- 

— \r~ 

(a) Plane view. 

unit: cm 

(b) Side view. 

Fig. 6.   Schematic diagram of experimental arrangement of formation 
and reduction processes of river deltas. 
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b) River delta configuration in case of oblique wave incidence: In the case of oblique 
wave incident, an asymmetrical shape of river delta is expected. Figure 8 illustrates 
the measured data of shoreline positions in Run C-l where the angle of wave incident 
is 7.5°. The black symbols represent the measured data at the upcoast side, whereas 
the measured data at the downcoast side are represented by the white symbols. It is 
clear that asymmetrical river deltas are formed in the case of" oblique wave incidence. 
In general, oblique waves generate strong longshore currents, consequently, most of 
the river sediment discharge is moved in the predominant direction of littoral drift and 
deposited on the downcoast side. Therefore, the growth rate of the shoreline on the 
downcoast side is faster than that on the upcoast side. 

c) Variation of beach profile and beach slope along a delta coast: The beach profiles 
measured along the river delta for experimental Run A-2, t = 80 min, for the selected 
sections are illustrated in Fig. 9. It is seen from this figure that the beach profiles are 
convex in shape. 

Figure 10 demonstrates the variation of beach slope along the river delta for 
Run B-l, t =30 min, represented by a white symbol, and Run B-2, t = 60 min, 
represented by a black symbol, respectively. It is obvious from this figure that; 1) in 
Run B-l, the beach slope around the river mouth is steeper than the beach slope at the 
longshore ends of the river delta, where the configuration of river delta was also 
sharply curved, and 2) when the rate of river sediment input was reduced by half in 
Run B-2, the configuration of the shoreline of the river delta changed, becoming 
more gently curved, and therefore the variation of beach profiles along the river delta 
lessened. 

(4) Applicability of analytical solutions to experiments 
The measurements of shoreline evolution of a river delta for experimental 

runs A-l and A-2 are compared with the analytical solution given by Eq. (8), the 
results are shown in Fig. 11. It is seen from the comparison that the evolution of the 
shoreline near the river mouth is well predicted. However, near the longshore ends of 
the river delta less agreement between the measured and computed shoreline position 
is observed. This may be due to the effect of the roughness of fixed bed in the wave 
tank, which induced rapid transport of the sediment downcoast, causing the shoreline 
to rapidly decrease. 
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Fig. 7.   Accretion process of shoreline in the formation of river delta 
in the case of Series A. 
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Longshore distance x   (cm) 

Fig. 8.    Asymmetrically of river delta configuration in the case of 
oblique wave incidence, Run C-l. 
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Fig, 9.    Variation of beach profiles formed along the shoreline of river 
delta in the formation process, Run A-2. 
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Fig. 10. Longshore changes in beach slope at the shoreline along the 
river deltas in the case of Series B. 
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Fig. 11. Comparison between theoretical and experimental shorelines in 
the formation process of a river delta. 

3.2   Experiments on Reduction Process of River Deltas 

(It Experimental procedure 
The initial shoreline and beach profile in this experiment simulated the final 

ones in the experiment of the formation process of river delta presented in the 
previous section, (Series A and B). An experiment was halted once no remarkable 
longshore current existed, with only cross-shore movement. To verify this condition, 
color tracers were used and the trajectories were observed. Measurements of 
shoreline changes were made in the same way as in the formation process of river 
delta. 

(2t Experimental results 
Two experiments were performed, A-3 and B-3, with a still water depth of 

30 cm, a wave height of 2.0 cm and a wave period of 0.8 sec. The incoming waves 
were normally incident during the experiments. 
a) General description of river delta reduction process : The reduction process of the 
river delta is significantly different from the formation process of the river delta. 
Figure 12 shows the process of river delta reduction for experiment A-3. Due to the 
lack of sediment input, the shoreline of the delta rapidly becomes to a nearly straight, 
resulting in erosion near the center of river delta and deposition near the longshore 
ends of the river delta. 
b) Variation of beach profiles : The variation of the beach profiles at selected 
experiment A-3, is shown in Fig. 13. It is noted that the beach profile changes from a 
convex type which was in the formation process to a concave one. This phenomenon 
is completely different from the formation process, and may be due to the rapid 
erosion in the surf zone to maintain the longshore sediment transport by waves. 

4.   Conclusions 

The formation and reduction processes of river deltas were investigated 
theoretically and experimentally in this paper. The formation and reduction processes 
are governed by the relation between the rates of sediment input from rivers and 
longshore sediment transport by waves and currents. From the results of the 
theoretical solutions, the following conclusions can be drawn: 
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(1) The solutions of formation process of river deltas of infinite and finite 
river mouth widths were obtained from linearized equations of shoreline change. It 
was theoretically found that the configuration of river delta becomes asymmetric 
when the dimensionless quantity eIa/e2 is greater than zero. 

600 

Longshore distance x  (cm) 

Fig. 12. Time variation of shoreline change in the reduction process of 
river delta in the case of Series B. 
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Fig. 13. Variation of beach profiles formed along the shoreline of river 
delta in the reduction process, Run B-3. 

(2) By normal wave incidence, the reduction of the river delta takes place 
symmetrically with respect to the center of the river. The shoreline at the vicinity of 
the river mouth is rapidly eroded, while the shorelines at the longshore ends of the 
river delta retreat slowly. At the final stage, the configuration of the river delta may 
become a straight beach. By oblique wave incidence, the reduction of the river delta 
takes place asymmetrically, at a faster rate of reduction on the upcoast side of the delta 
than on the downcoast side. Also, the river mouth moves predominantly in the 
direction of littoral drift, as the reduction process of river delta takes place. 
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In order to understand the physical processes of formation and reduction of 
river deltas, and to compare the results of the formation process with the theoretical 
one, experiments on the formation and reduction processes of river deltas were 
carried out. The following conclusions can be drawn from the experiments: 

(1) In the formation process, the shoreline of river delta propagates 
symmetrically with respect to the center of the river, when the waves is normally 
incident. On the contrary, by obliquely waves incidence, the shoreline of river delta 
propagates asymmetrically with respect to the center of the river at faster rate of 
formation on the downcoast side than that on the upcoast side. 

(2) On the contrary of the formation process of river deltas, in the reduction 
process, the shoreline of river delta is rapidly eroded. It was noted in the reduction 
process that the beach profile changes from convex type, which was shown in the 
formation process, to a concave-upward one. This fact is completely different from 
the formation process, and may be due to the rapid erosion in the surf zone to 
maintain the longshore sediment transport by waves. 

(3) Since the waves approach the shoreline obliquely, the longshore 
sediment transport is predominant. Consequently, the reduction rate of the shoreline 
on the upstream coast side is greater than that on the downstream coast side. The final 
stage for the configuration of the delta may be an inclined straight beach where the 
waves tend to approach it normally. 

(4) In comparison, all experimental parameters in the theoretical solutions 
must be determined experimentally. It was concluded from the comparison that the 
evolution of the shoreline near the river mouth is well-predicted. 

Finally, further extension of the present study should be directed towards 
both theoretical investigations of formation and reduction processes of river deltas as 
one of diffusion processes, which is the task of the near future. 
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CHAPTER 213 

Theoretical Study of the Wave Attenuation 
in a Channel with Roughened Sides 

A.J. Roldan. * M.A. Losada*, I.J. Losada* 

Abstract 

An eigenfunction expansion method is used to analyze the propagation 
of a plane wave train along a rectangular channel, the side walls which 
are provided with regularly spaced thin vertical strips. The presence of 
such strips may produce cross-channel seiching and energy dissipation. 
The method is extended to take into account the dissipation of energy at 
each pair of strips. Analytical solutions are obtained for the general case. 
Theoretical results of wave attenuation along the channel are compared 
to laboratory experiments, Battjes (1965). 

1    INTRODUCTION 

A harbor is a partially enclosed area connected to the sea by an opening. 
Sometimes the connection to the sea is through a channel of finite width and 
length. Entrance channels bounded by rubble-mound jetties are a common way 
to control wave propagation along the channel and to the harbor. Others, are 
channels with roughened sides, Battjes (1965) or with corrugated boundaries, 
Liu (1987). Further references can be found in Liu (1987). 

Battjes (1965), did a semiempirical study of the attenuation of water waves 
in a rectangular channel, the side walls of which had been provided with 

'Ocean & Coastal Research Group. Departamento de Ciencias y Tecnicas del Agua y del 
Medio Ambiente. Universidad de Cantabria. 39005 Santander, Spain. 
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regularly spaced roughness strips. Such strips were found to be highly ef- 
fective wave dampers. However, the damping effectiveness of the strip sharply 
decreases when resonance occurs in the space between the strips. 

In this paper the eigenfunction expansion method (hereafter called EFEM) 
is used to analyze the propagation of a plane wave train down a channel 
provided with thin vertical strips, regularly spaced. The wave solutions are 
expanded in eigenfunctions over the channel width. Dalrymple and Martin 
(1991), examined periodically spaced offshore breakwaters, matching eigen- 
function expansions at the downwave and upwave side to show that a single 
incident wave train can generate directional wave trains downwave of the open- 
ings. Losada et al. (1992), used a two-dimensional (over the depth and across 
the channel cross-section) EFEM to analyze the generation and propagation of 
linear water waves down a wave flume, consisting of a wavemaker, an abrupt 
expansion, a breakwater and a fully absorbing ending wall. The EFEM method 
allowed the proper description of the wave motion, including cross-channel se- 
iching as well as the prediction of the reflection and transmission which occurs 
at the channel junction and the porous structure. In order to evaluate the 
wave attenuation along the channel under seiching regime, (frictionless case), 
and energy loss regime, (friction case), an EFEM is used, providing match- 
ing conditions at each pair of strips which take into account a loss of kinetic 
energy. 

2    FORMULATION OF THE PROBLEM 

Figure 1 shows a rectangular channel. 
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The channel is symmetric about its centerline with constant depth h, the 
side walls of which are provided with regularly spaced strips attached vertically 
to them and extended as flat, thin (theoretically infinitesimal) plates into the 
channel. 

The cross sectional width of the channel is 26. The gap between aligned 
pairs of strips is 21 and the distance between two consecutive pairs of strips is 
denoted by s. The channel has TV pairs of strips at the centerline of the channel 
at the still water level, with z directed upwards and x pointing downwave. 
Region 1 is defined by x < 0. Between two consecutive strips a new region is 
defined. A total of TV — 1 regions are defined. Region TV + 1 is extended over 
x> (TV -1)5. 

The waves propagate down the channel in the positive direction. Then, 
as they encounter the first row of strips they get scattered by the roughness 
elements, partially reflected, and partially transmitted into Region 2. The 
transmitted waves in Region 2 diffract into the wider channel, dissipating 
energy through the formation of vortices, jets and eddy zones and reflecting 
from the side walls. They are then partially reflected and partially transmitted 
and dissipated after encountering the next row of strips. The transmitted 
and reflected waves are subsequently scattered and dissipated back and forth 
between the succesive rows of strips until they encounter Region N+l where 
they are partially reflected, dissipated and transmitted into the leeward semi- 
infinite fluid region. As the waves propagate down the channel, they decrease 
in magnitude. 

For an incompressible fluid and irrotational motion, the wave field outside 
the strip regions can be specified by the velocity potentials: <j>\ in Region 1 
and <I>N+I 

m the leaward region. The linear boundary value problem for water 
of constant depth, ft in a channel of width 26, is well known. In the regions 
enclosed by strips it is assumed that the wave field is also describable by a 
velocity potential, <j)n, with 2 < n < TV. Since the solution in the adjacent 
regions must be continuous at each interface, continuity of mass flux and pres- 
sure must be required over the water column and across the channel width. 
Then, following Mei et al. (1974), it is possible to incorporate to the pressure 
matching condition a head drop consisting of a loss of kinetic energy due to 
flow separation and an apparent inertia. 

The boundary value problem can be completely solved if the potential, 
<j>j(x,y,z,t), in the jth region, is known for j = 1,2,..,TV+1. For each constant 
depth region, the Laplace's equation and the non-flow boundary conditions at 
the bottom and at the vertical channel boundaries are assumed to hold. The 
potentials in each region can be separated as: 
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*j{x,y,z,t) = »[*(*,»)!,(*)**"] (2.1) 

where 

l   ^ igcoshk(z + h) 
3        a      cosh kh 

where g is the gravitational constant, T is the wave period, t stands for 
time and a = 2TT/T, is the wave frequency. The wave number in each region, 
kj, satisfies, for any j = 1,2, ...,iV + 1, the linear dispersion relationship 

Tj = — = kjht&nhkjh (2.3) 

Because of the constant depth in all regions, eq. (2.3) has real roots kji, 
where kji > 0 and has an infinite number of purely imaginary roots, fcjm, with 
m> 1. 

The potentials <j>j must solve the following problem 

S + ^ + ^=:0 -^**° (2-4) 

^P- = 0 z = -k (2.5) 
dz 

f-^. = 0 z =  0 (2.6) 

Every potential has to satisfy a non-flow condition across the boundaries 
given by 

Finally, it is assumed that the downwave end of the channel, Region N+l, 
is fully absorbent. To take into account this absorbing character, it is enough 
to specify a radiation condition, requiring that the potential in that region is 
a downstream progressive wave. 



2790 COASTAL ENGINEERING 1992 

2.1    Matching Conditions 

Since the solution in adjacent regions must be continuous at each interface, 
continuity of mass flux and pressure must be required over the water column 
and across the channel width. 

Frictionless Case 

At the strips, the matching conditions for the frictionless case are 

[4>j)x = {4>j+i)x =0 at  x = (j - l)s       and I <| y |< 6       (2.8) 

OW* = (0>'+i)* at   x = (j - l)s and    \ y \< I (2.9) 

4>j — <f>j+i = 0 at  x = (j — l)s and    \ y \< I        (2.10) 

for j = l,2,....,JV + l 

which guarantee the non-flow condition through the strips and the conti- 
nuity of mass flux and pressure in the gap. 

Friction Case 

Based on a model of quadratic loss and scattering of long waves Mei, Liu 
and Ippen, (1974), Losada (1991), proposed a similar model to apply for the 
case of wave scattering by thin vertical barriers. In this model the continuity of 
pressure at the interface is obtained based on the Bernouilli equation. Thus, 
the analytical solution satisfies the following matching conditions (2.8) and 
(2.9), and a new condition given by, 

±{4>i - 4>i+l) = {-g{<t>i+i)x | fo,-+i), | +7(fc+iW = U - !)s   and  \y\^1  (2-n) 

forj = l,2,....,iV + l 

where, / and L are two empirical coefficients related to the loss of kinetic 
energy and apparent inertia respectively at each pair of strips. Following Mei 
(1974), we will use the following expression for f: f = [(2b/c.2l) — l]2, with 
c = 0.62 + 0.38(//6)3. 

The good agreement between the analytical and experimental solutions for 
the case of thin vertical plates, suggests the extension of the model to the multi- 
strips case. Losada (1991), showed that the proposed approximation gives the 



CHANNEL WAVE ATTENUATION 2791 

best results for the intermediate and shallow water waves. Furthermore, he 
showed that for relatively long waves, the apparent inertia term is not too 
important in comparison to the friction term. In this paper only the friction 
term will be considered. Moreover, eq. (2.11) will be linearized, therefore 

<t>j - 4>}+l  -    Cej{<t>j+l)X (2-12) 

where Cej is an equivalent friction term. Following Mei (1974), 

Cej = L±\*k\ (2.13) 
e}       2g 3TT '  dx ' y       ' 

which depends on the potential value at each gap and it is not known before 
the solution is completed. To solve the problem an iterative procedure has to 
be used. 

3    FULL SOLUTION 

The potentials <j>j for the frictionless and friction cases in each region satisfy 
the same boundary value problem, and therefore have the same analytical ex- 
pression. They differ only in the matching conditions, that is, in the numerical 
value of the coefficients. Because of the constant water depth along the channel 
the potential (j>j(x,y) at each region is 

M*,V) = EI4V"" + flW^-JcosfnAy) (3.1) 
n=0 

4>i{x, V) = E[^)e~'«"(*~y-,)*) + BWW-W-1)')] cos(rcAy)      (3.2) 
n=0 

<j>N+1(x,y) = £[4"+1)e-',',(M"-1)s)]cos(nA!/) (3.3) 
n=0 

where qn = Jk2 — (n\)2, A = jr/6. 

The inclusion of the Fourier terms, cos(nAy), n = 1,2,.., oo for all velocity 
potentials assures no flow through the channel walls. There is an infinite 
number of eigenvalues, A„ = nX. The corresponding eigenfunctions form a 
complete orthogonal set in the domain (—6 < 6). 

The wave field at each region consists of the incident plane wave train 
propagating down the channel and the reflected plane wave trains, which are 
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independent of the y coordinate (n = 0) plus progressive and evanescent stand- 
ing waves travelling in the negative x direction. The evanescent modes occur 
when A„ > k, leading to a dampened motion in the x direction. The pro- 
gressive standing wave modes consist of two intersecting wave trains travelling 
at 

^JV-inXf 
0 = C0B-i( v _^_) (3-4) 

to the x axis. 

Note that eqs. (3.1) to (3.3) do not include a family of vertical evanescent 
modes, which has to be included to satisfy the matching conditions at each 
interface. However, for intermediate and shallow water waves, the relative 
error between the plane wave approximation and the full solution is small. 

The unknowns of the problem are A^J} and B$, with m = 0,1,2,..., n and 
j = 1,2, ....,N + 1. The incident plane wave train is defined by Aft — 1 and 
A^} — 0, with m > 1. In order to satisfy the radiation condition in the leeward 
region, #^+1) = 0, with m > 0. 

Substituting the expression of the potentials into the mass flux condition, 
eq. (2.9), an expression from B$ as a function of .4$ can be found. 

Next, the two remaining matching conditions are to be prescribed on the 
velocity eq. (2.8) (non-flow through the strips) and on the pressure eq.(2.10) 
or on the momentum eq. (2.11). Here, a mixed boundary condition must be 
prescribed (Dalrymple and Martin, 1991, and Losada et al., 1991). 

3.1    Dual Series 

The two remaining matching conditions to be satisfied at the gap are known as 
dual series relations, (Sneddon, 1966). They have to be solved for the values of 
the coefficients A$. The two conditions can be combined to make one mixed 
boundary condition. This condition is 

G(y) =0 at  0 <| y \< b (3.5) 

To determine the A\p several techniques can be used, e.g.   least squares 
method, which requires the value of 

f I G(y) |2 .dy (3.6) 
J —b 
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to be a minimum. 

Minimizing this integral with respect to each of the A%> leads to the fol- 
lowing system of equations 

j = 1,2,3,...., JV (3.7) 

where G* is the complex conjugate of G and G1 and G2 are the matching 
conditions at the gap and at the strip respectively. Truncating eq. (3.7) to 
M terms and solving for the M * N values of A$ simultaneously, a complex 
system of M * N * N matrix equations is obtained which can be solved with 
the IMSL routine, LEQT1C. 

Dual Series for the Frictionless Case 

Taking into account the non-flow condition at each pair of strips, eq. (2.8), 
and matching the pressure using eq. (2.10), we get the mixed matching con- 
dition G(y) = Gi(y) + G2(y), which for each j = 1,2,3, ,N, is 

oo 

n=Q 

+ {4lmn + 2\iqn(6e-**" - l)],[.ffm(*«-M»- - l)}Jmn}A*^ 

+ 2  £  Siiq^ie-2^' - l)*(e-*«»("-^1»s)*[4-gm(<Se-
2*""s - 1)] Jmn}A*W 

- 26(iqny(e-
t*>llt-fiy[iqm(6t-*-' - 1)] Jm„}^(JV+I) - 0 (3.8) 

where £ = 0, if j = N and 6 = 1 otherwise, and Imn = f_t cos{n\y) cos(mXy)dy, 
and Jmn = Jj4 cos(nXy) cos(mXy)dy. 

Dual Series for the Frictional Case 

The non-flow condition at each strip is the same as for the frictionless case. 
The continuity of pressure, eq. (2.10) can now be written as: 

oo 

GW(y) = £{2e-a,WW 
n=0 

-[2-C>„(*e-*«-'-l)liiy+1J 
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+   £  C'ejiqn6{e-2<*»° - ll^'I'-l'+'D'AW 
p=j+2 

-C'^qJe-^-^A^ycosinXy) = 0 (3.9) 

where C'tj = -(ig/(j)/Cej 

Substituting eqs. (3.9) and the corresponding G^(y) into eq. (3.7) and 
truncating the series to M terms, we get a set of M*N*N matrix equations 
that can be easily solved. 

4    THEORETICAL RESULTS 

The reflection coefficient, Cr, is denned as the absolute value of the most 
progressive coefficient B^ of the reflected potential in Region 1. Similarly, 
the transmission coefficient, Q, is defined as the absolute value of the most 
progressive coefficient, A^+1', of the transmitted potential in Region N + 1. 

For the frictionless case, the propagation of a wave train down a channel in 
two separate cases, one using two pairs of strips and the second using ten pairs 
of strips, is examined for the following characteristics: T = 1.373s, h = 0.6m, 
26 = 3.0m and2Z = 2.6m. 

Figure 2 shows Cr versus ks where,fc is the wavenumber. Resonant condi- 
tions occur at ks = p%, p = 1,2,... Further results have shown, that increasing 
the gap to 11 = 2.8m, the amplitude of the resonance is reduced. 

1.00 

0.75 

^ 0.50 

0.25 

2  strips 
10  strips 

0.00    -\   I    I    I    I    I    I    I    I    I    I    I    I    I ~T |    I 'I    I" TTTTTI    I    I    I' I   T    I    I    I    I 

0.0        2.0        4.0        6.0        8.0       10.0      12.0      14.0 
k.s 

Fig.2.- Reflection Coefficient versus k.s (without friction) 
(T=1.373 s, 2.b=3.0 m, 2.1=2.6 m, h=0.6 m, M=10) 
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Note, that the resonant conditions are stronger for the channel with a larger 
number of strips. 

Figure 3 shows the dependency on Cr on the relative gap width l/b. This 
time the separation of the strips is s = 0.4. A sharp increase in Cr occurs, by 
decreasing the relative gap from 70% to a 60%. 

J. .uu 

: >v/^^>^ 
0.75 - —  10  strips 

- ~—-^rrT7\ 

£ 0.50 - 
\\ 

0.25 - V \ 

0.00 - i   i   i   i   I   i   i   i   i   I   i 1      1    T-    |       1 i    i    i    |    i    i    T" i 

0.00 0.20 0.40 0.60 0.80 1.00 
l/b 

Fig.3.- Reflection Coefficient versus l/b (without friction) 

(T=1.373 s, 2.b=3.0 m, s=0.4 m, h=0.6 m, M=10) 

Battjes, (1965) reported experimental values of the wave attenuation in a 
channel with roughened sides. The wave height was measured in eight equidis- 
tant points in each cross-section and the average of these heights was taken to 
represent the wave attenuation at each respective section. 

Results without friction have shown that the analytical model underpre- 
dicts the wave attenuation measured in the experiments. Further, the am- 
plitude attenuation depends linearly on x. A similar behavior is obtained if 
the friction coefficient is kept constant along the channel, as Battjes, (1965) 
suggested. 

Figure 4 shows the evolution of the averaged wave height along a channel, 
including the friction effect, for the following case: h = 0.6m, T = 1.98s, 
2/ = 2.9m, s = .2m, N = 195 strips and M = 5. 
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This time the overall agreement between analytical and experimental re- 

sults is good. 

Because of time computation, theoretical results were stopped after 195 

strips. 
1.00 

0.75 

W 0.50 - 

0.25 H 

0.00 

*»*»« Experimental Data (Battjes,   1965) 
  Theoretical Results 

—i—i—i—|—i—i—i—i—|—i—i—i—i—|—i—r- 

0.0 10.0 20.0 30.0 
Distance   (m) 

-i—|—r 
40.0 50.0 

Fig.4.- Wave Height Evolution (T=1.98 s, 2.b=3.0 m, 
2.1=2.9 m, s=0.2 m, h=0.6 m, N=195, M=5) 

The wave height contourlines for, h = 0.6m, T = 1.373s, 2/ = 2.6m, 
26 = 3.0m, s = 0.67m, N — 20 and M = 25 are presented in Figure 5. In this 
case the wave height varies from the input wave height, \m to 0.3m. 

to 
0 

a o •* « N 

Fig.5. 

Channel Length 

Wave Height Contourlines 
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Further analysis has shown, for the same values of the parameters, that 
the wave height attenuation in a mid-channel section presents an oscillating 
behavior, due to the resonant conditions caused by the strips. 

Finally, it could be also observed that there is also an oscillating behavior 
present, if we the wave height variations across the channel were analyzed in 
different sections. 

5    CONCLUSIONS 

Wave propagation in a channel with roughened sides has been studied, using 
an eigenfunction expansion method (EFEM). 

This method is valid to reproduce the wave field in the channel, showing, 
as the most important characteristic, the wave attenuation with an oscillating 
behavior. 

The model does also reproduce the resonant conditions and the cross- 
channel variations, due to the presence of the lateral walls and the thin strips. 

Frictional effects have been considered using a semi-empirical approach 
based on Mei et al. (1974). This effect is included in the matching conditions 
corresponding to the momentum equation at each strip. By applying the 
EFEM, the local friction effect proposed by Mei et al. is extended to the 
whole channel width and depth. 

Comparison of the analytical results with the experimental data by Battjes 
(1965), proves the validity of the method. 
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CHAPTER 214 

LOCAL SCOUR AROUND A LARGE CIRCULAR CYLINDER 
ON THE UNIFORM BOTTOM SLOPE DUE TO WAVES AND CURRENTS 

Eiichi Saito*   and   Tomoya Shibayama, M.ASCE** 

1. Introduction 
In recent years, many kinds of coastal structure, such as 

man-made island, large-scale piers, marinas and so on, are 
constructed in the coastal area. Local scour occur around a coastal 
structure due to waves and currents. The scouring around a 
structure is important in the estimation of stability of the 
structures. However, there are no standard of judgement of measures 
against scour around coastal structures. There are few 
investigations for mechanism of local scours around a large-scale 
structures. The dimension of large-scale structure is comparable to 
the wave length, and the wave field around them is complicated owing 
to the presence of diffracted waves. The mechanism of sand movement 
around a large circular cylinder were first investigated 
experimentally by Toue and Katui(1985). Saito et al.(1990) presented 
a numerical model for the bottom topography changes around a large 
circular cylinder. The model consisted of three submodels, that is, 
wave model, current model and sand transport model. In the model, the 
wave field was evaluated by using the linear theory derived by 
McCamy and Fuchs(1954). The current field was evaluated as sum of the 
depth-integrated current induced by the spatial variation of the 
radiation stress and the mass transport velocity in the vicinity of 
the  bed.   The  sand  transport   rate  was  calculated  in terms  of the 
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305, Japan 
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bottom shear stress and near-bottom current velocity. The change of 
bottom topography was calculated by using the mass conservation 
equation of the sand. Later, Katsui and Toue(1992) improved the model 
by using the wave-current friction factor. These investigations, 
however, were performed under uniform water depth conditions. Since 
real sea bottom has a slope, wave breaking and additional current 
appears. The mechanism of sand movement seems to be different. The 
purpose of the present study is to investigate the mechanism of the 
local scour around a large circular cylinder installed on the 
uniform bottom slope due to waves and currents by both laboratory 
experiment and numerical simulation. 

2.Laboratory Experiment 
Experiments were performed in a 9 times 9m wave basin with a 1/20 

slope. About 2.5 times 2.3m test bed was made in the basin. A circular 
cylinder with a diameter of 52.2cm was installed at the center of the 
test bed. Two types of test beds, fixed and sand, were used in the 
experiment. Well-sorted sand with a median diameter of 0.2mm were put 
in the test section. Experimental equipment is shown in Fig.l, and 
experimental conditions are listed in Table 1. 

9.00 

Wave Generator 
(Flap Type) 

(unit :m) 

Fig.l Experimental Set-up(Fixed Bed) 
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Table 1   Experimental Conditions 
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Case 1 2 

Test Bed Fixed Sand 

Incident Wave Period T(s) 1.0 2 

Incident Wave Height Ho'(cm) 
(at uniform water depth) 9. 4 

Deepwater Wave Height H0(cm) 9. 1 

Water Depth at Cylinder hc(cm) 11.5 

Diameter of Circular Cylinder D(cm) 5 2.2 

Measured Values •Wave Height 
•Steady Current 

•Wave Height 
•Change of Bottom 
Topography 

In the case of fixed bed (easel), the distribution of wave height 
and the variation of steady current velocities around a cylinder 
were measured with a horizontal spacing of 10cm. Steady current 
were measured by using ultra-sonic type current meter or 
electromagnetic current meter at both upper level and lower level 
for one measuring point. We set the upper level at 8cm below the 
mean water level to prevent the current meter from being exposed to 
the air when the wave trough comes. And we set up the lower level at 
lem above the bottom. In the shallow water area, steady current only 
at lower level was measured. Measuring points are shown in Fig.2. The 
whole pattern of current direction was also observed by using dye 
injection. 

In the case of sand bed (case2), the development of sand ripples 

and change of bottom topography during experimental run were 
measured by using a bottom profiller. Measuring points are the same 
with those in Fig.2. The measurements were carried out at 1,2,4 and 6 
hours after wave generation. The scouring depth and the depositing 
height along the cylinder surface were also measured by using scales 
printed on the cylinder surface. The distribution of wave height were 
also measured at same point as case 1. The measurements were carried 

out from 0 ~ 2 hours and from 5 ~ 7 hours upon the initiation of 

wave action to estimate the influence of the change of bottom 
topography on the wave height distribution. In this study, the 
physical meaning of large circular cylinder is considered to be the 
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Test Bed 

<«) 
Fig. 2   Measuring   Points 

cylinder which causes obvious diffracted waves. In this experiment, 
diffracted waves, which passed around behind the cylinder, were 
observed obviously. Jo(1986) proposed the criteria of large cylinder 
by using the parameter D/L and K. C.number(K. C. =Ub-T/D), where D is 
the diameter of the circular cylinder, Ut. the orbital velocity 
amplitude near the bottom, T the wave period. The criteria of large 
cylinder is listed in Table 2. When we calculate these parameters by 
using the experimental conditions listed in Table 1, we obtained 
D/L=0.52 and K.C.=0.70. As a result, the circular cylinder with a 
diameter of 52cm is considered to be a large circular cylinder in the 
present experiments. 

Table 2   Criteria of Large Cylinder 

D/L Small Diameter<   0.2     <Large Diameter 

K. C.Number Small Diameter>4. 0~5.0>Large Diameter 

The experiments were carried out with the scale of 1/50. Prototype 
according to the Froude law are listed in Table 3. 
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Table 3   Prototype Conditions 
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Case 1 2 

Incident Wave Period T(s) 7. 2 1 

Incident Wave Height Ho' (m) 
(at uniform water depth) 4.7 0 

Deepwater Wave Height Ho(m) 4.5 5 

Water Depth at Cylinder hc(m) 5.7 5 

Diamerer of Circular Cylinder D(m) 2 6. 1 

3. Numerical Model 
A numerical model was developed to predict bottom topography 

changes around structures. The model consists of three sub-models, 
that is, wave model,current model and sand transport model. The 
outline of each sub-model Is described below. 

3.1 Wave Model 
The wave field was evaluated by using the time dependent mild slope 

equation derived by Watanabe and Maruyama(1986). It is possible to 
calculate wave fields around structures on the bottom slope 
accurately. The equation is as follows: 

d V 
d t 

a Q , 
d t 

+   J_   .  d n Q »    ,   _1_ 
"" "' n n d  x 

+ C 2 d v 
d  x 

+ C 2 d n 
d  y 

/Q 

d n Q „ 
d y 

+    f D •   Qx      =0 

+    f D •  Q ,     =0 

+ Q ,   ,      Q , = 0. 25 |/g h 

fD   =    2.5   tan/3       /(g/h ) (Q/Q ,- f) 

( : Q>Q,) 

r   (i) 
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where ri : the water elevation, Qx,Qv:the components of the flux In 
the x-direction and y-direction, C:wave phase velocity, n:the ratio 
wave group velocity to wave phase velocity, tan $ : bottom slope, 
h:water depth, g:acceleration of gravity 

3.2 Current Model 
The steady current,that is, time averaged and depth-integrated 

current induced by the spatial variation of the radiation stress, was 
calculated through numerical calculation by using depth-integrated 
continuity equation and momentum equation expressed as follows: 

6> r h 3 u (n + r )  ^vdi + n   0 
d t                 d x             '         d y 

5~       +    U     g-      +    V    g~       +     F    ,-    M,+     R   ,+     g          g- = 0 

S-t+Ualc + V3y + F'~M'+R'+g    dy = 0     , 

(2) 

where C the mean water level elevation, U,V:the components of 
steady current in the x-direction and y-direction, Fx,F,:the 
components of bottom friction term, Mx,Mv:the components of lateral 
diffusion term, Rx,Rv:the components of radiation stress term. 

3.3 Sand Transport Model 
In the experiments, a large quantity of suspended sand movement 

and obvious steady current were observed near the cylinder. It 
seemed from experiments that the sand transport direction agreed 
with the steady current direction in particular near the cylinder. 
Therefore, the net sand transport rate Q was calculated by using the 
following equation under the wave-current field obtained by 
Shibayama et al.(1989): 

6- 

>(o d 
( 1 - X ) 

#=   0. 9 £>'• 2 

( r m- r c)   u 
P   ( s g d )   '• 

(3) 

(4) 

(5) 
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where r ... the maximum value of bed shear stress, T C the critical 
value of bed shear stress for initial sand movement, u the steady 
current velocity, X the porosity, d the diameter of sand, w the 
fall velocity of sand, p the water density, and s the specific 
gravity of sand in water. The change of bottom topography was 
calculated by using the sand mass conservation equation of sand: 

-f-f-6-     =- d  i  v    Q (6) 

where Zt is the bed level. 

By using the three sub-models described above, the quantity of 
local scour and deposition was calculated by using finite difference 
method with a rectangular calculation grid with a size of 2cm under 
the same conditions as laboratory experiment. 

4. Laboratory Results and Comparison with Numerical Results 
4.1 Wave Field 

In the experiments, wave breaking was observed at an onshore side 
of the cylinder. Fig. 3 shows the comparison of the distribution of 
wave height. Fig. 3(a) is measured on the fixed bed and Fig. 3(b) is 
measured on the sand from 5 to 7 hours after the wave generation. 
The numerical results by the time dependent mild slope equation Is 
shown in Fig. 3(c). Scour and deposition around 3 to 4cm was observed 
around a cylinder 6 hours after the wave generation. Therefore, 
Fig. 3(b) shows the distribution of wave height after the bed 
topography changed in some degree. No significant change exists 
between Fig.3(a) and Fig.3(b),which means that no great variation in 
the wave field was developed in this case, even when the bed 
topography changes with time. Since calculated value,which was 
shown in Fig.3(c),was a little small compared with two measurements, 
the overall agreement between the measurements and the calculations 
is obtained. It is confirmed that the wave field around a large 
circular cylinder could be evaluated in a good accuracy by the time 
dependent mild slope equation. 

4.2 Current Field 
Fig. 4 shows comparison of the steady current velocity distribution 

between experimental results and calculated results. Fig. 4(a) shows 
the distribution of measured steady current at upper level and 
Fig.4(b) at lower level. The calculated current field is also shown in 



2806 COASTAL ENGINEERING 1992 

OWAVE 

(cm) 

(a)Measured (b)Measured (Sand (c)Calculated 
(Fixed Bed) Bed,from 4 to 6 hours 

after wave generation.) 
Fig.3  Distribution of Wave Height  (H0=9.4cm,To=1.02s) 
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Fig.4  Steady Current Velocity Field (Ho=9.4cm,T0=1.02s) 

Fig.4(c). According to Fig.4(a) and Fig.4(b), the experimental steady 
currents were generally offshore directed. In particular, strong 
offshore currents occurred oblique behind the cylinder, where 
conspicuous wave breaking were observed. On the contrary, however, 
calculated steady currents have a tendency to be onshore directed 
on behind the cylinder. The reasons for the discrepancy will be 
discussed below.  In the experiments,  it is very difficult to measure 
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onshore currents perfectly by using current meter. In the surf zone, 
generally, a mass of water at upper level is transported by 
breaking,bore-like waves. It causes onshore current at upper level 
and offshore current at lower level, that is, undertow. Therefore, it 
is impossible to measure steady currents above the wave trough 
because the current meter will be exposed to the air at the phase of 
trough. The steady current in the present numerical model is 
depth-integrated velocity calculated by assuming that the velocity 
is uniform over entire water depth. Therefore,undertow was not 
included in the model. 

According to Fig.4(a) and Fig.4(b), steady current vectors direct 
generally from the right to the left. These longshore currents were 
generated by wave breaking and energy dispersion. The effect of 
longshore current is not included in the present model. 

A cell of steady current, as shown by the dotted circle line in 
Fig.4(b), were observed. It indicates the existence of the vortex. In 
the experiments on sand bed, the bottom topography was considerably 
scoured in the vortex area. The vortex observed here is the 
separation vortex induced by the steady currents. In present 
experiments, however, it was impossible to investigate the vortex 
mechanism in detail due to the limitation of the measuring device. 

4.3 Bottom Topography 
Fig. 5 shows a comparison of the bottom topography between the 

laboratory experiment and numerical model. The hatched areas in the 
figure indicate the eroded area. Since it took approximately 5 to 6 
hours for bottom topography to reach equilibrium condition, both 
measured result and calculated result in Fig. 5 are for 6 hours after 
the wave generation. It can be observed that the calculated results 
agree qualitatively with experimental results especially near the 
cylinder. However, some discrepancies exists in the area at a short 
distance from the surface of the cylinder. The experimental bottom 
topography shows that the bottom was mainly scoured in the onshore 
area of the cylinder, conversely, the bottom in the calculation was 
mainly scoured in the offshore area. Furthermore, the pattern of the 
experimental bottom topography is not symmetrical. The reasons for 
the discrepancy will be discussed below. 

As was stated previously, undertow and longshore current were 
observed around a circular cylinder in the experiments. It seems 
that these currents gave significant effect on the bottom 
topography. In the experiments, a large quantity of suspended sand, 
which was transported under the effect of undertow and longshore 
current, were observed near the cylinder and in the surf zone. For 
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(a)Measured (b)Calculated 

Fig. 5 Bottom Topographies 
( 6 hours after wave generation) 

this reasons, bottom topography in the surf zone, that is, onshore 
area of the cylinder, and near the cylinder was scoured and bottom 
topography in the offshore area was deposited. Furthermore, bottom 
topography change was asymmetric. According to the experiments 

carried out by Saito et al.(1990), under the uniform water depth 
condition, no significant undertow was observed. Saito et al.(1990) 
concluded that the effects of mass transport velocity and standing 
waves are important for the sand movement. The mechanism of the sand 

movement under the uniform water depth condition was different from 
that of under uniform slope condition. Numano et al.(1989) suggested 
the importance of the effect of the undertow for the bottom 
topographical changes by using numerical model. Here also we can 

conclude that the effect of undertow is important for the case, of 
sloping bottom. 

According to the experimental results of the steady current field, 
the separation vortex due to steady current was observed oblique 

behind the circular cylinder. Fig. 5(a) shows that bottom topography 
at the vortex generation area shown in Fig. 4(b) was considerably 
scoured. It indicates that in order to estimate the bottom 
topography change around the cylinder, it is necessary to consider 
the effect of the separation vortex due to steady currents. 
Shibayama and Win(1992) indicated the scouring effect of the vortex 
under steady current field in the surf zone by using a numerical 
model. 

Since effects of undertow, longshore current and vortex are not 

included in the present numerical model, it is necessary to include 
these important effects as a next step. 
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5. Conclusions 
Investigation for the mechanism of the local scour around a large 

circular cylinder installed on the uniform bottom slope due to waves 
and currents were performed experimentally and numerically. Major 
conclusions are summarized as follows: 
(D Undertow, longshore current and separation vortex due to 
longshore current were observed in laboratory experiment around a 
large circular cylinder on an uniform slope in the surf zone. It 
appeared that these currents and vortex give strong effects on the 
bottom topography. 
(D A numerical model was proposed for the local scour around a 
large circular cylinder on an uniform slope. To improve the model 
prediction, it is necessary to include the effect of undertow and 
vortex. 
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CHAPTER 215 

Vertically Varying Velocity Field in Q-3D Nearshore Circulation 

A. Sanchez-Arcilla, F. Collado and A. Rodriguez1 

Abstract 

This paper presents an efficient and economic technique to obtain ver- 
tical profiles for surf-zone wave-induced currents. The current-wave bottom 
boundary layer is solved in a parameterized manner, while employing a power 
series aproximation to obtain the solution in the middle layer (extending up 
to trough level). This "profile extraction technic" has been coupled to a 2DH 
surf-zone circulation model which is also concisely described. The paper ends 
with a brief discussion of some obtained results part of the calibration work 
which is a very much on going task. 

1. Introduction 

This paper presents a solution for the vertically varying velocity field in 
a Q-3D modelling context. It is part of an improved version of the Quasi- 3D 
NEARCIR Model (S.-Arcilla et al., 1990/91) developed during the MAST-I 
G6M (Currents) Project. The proposed model is able to achieve a detailed 
simulation of nearshore flows at a reasonable cost (cheaper than a full 3D 
code). The model works at the current time scale and it is structured into 
three modules (see fig. 1): 

i) Wave Propagation Module. 

ii) Depth Uniform Current Module. 

iii)  Depth Varying Current Module (including Bottom Boundary Layer). 

Lab. Ing. Maritima , L.I.M., Univ. Politecnica de Cataluiia, U.P.C. 
Av. Gran Capitan s/n, 08034 Barcelona, Spain. 
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The three modules operate in a sequential iterative manner 
(Wave—>Depth Uniform Current—>Depth Varying Current). Iterations are 
performed until certain prefixed convergence criteria are met. Each module is 
solved for a stationary solution before going on to the next one. 

This paper will concentrate on the depth current module, the main new 
contribution being the coupling between middle and current-wave boundary 
layers. 

2. Global Model 

The model here presented considers a domain vertically splitted into 
three layers (figure 2). To achieve a Q-3D approach (2DH + 1DV) the total 
current velocity vector u, is conveniently splitted into depth uniform, u, and 
depth varying u, components. 

u  =  u + u (1) 

where : 
t*tr   _ tHr r*tr 
I      u dz = 0        and /     vu dz = v I     u dz = 0        V v, u 

Jz0 Jz0 Jz0 

(2) 

MWL 

SWL 

Current-Wave B.L 

Fig. 2: Physical domain. 
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The upper layer is not solved. It is considered exclusively through its 
effects (interaction) with the middle layer via boundary conditions at trough 
level ztr- These boundary conditions are related to the mass and momentum 
fluxes in the upper layer. The formulation obtained in this manner appears to 
be more consistent from a physical standpoint (identical boundary conditions 
for u and u, etc..) even though it also appears to be more sensitive to the 
selected closure submodels. 

The depth-uniform Current Module solves a set of 2DH rigid-lid mass 
and momentum equations in a quite general manner. The equations and 
solution procedure have been presented elsewhere (S.-Arcilla et al. 1990). 
The wave driving terms appearing in these 2DH equations are: 

1 dSii 

In expanded notation the x component (similarly for y) is: 

d   fZtr        to d   tZtr 

Wx =  ~-x-        < u   -w    >dz-—\     < uv  > dz-< uw > \fj (3) 
t>x Jzo oy Jzo 

in which <     > denotes time averaging at the scale of the waves and (u, v, w) 
is the wave velocity vector. 

It is important to remark that this term is different from the classical 
radiation stress tensor due to the integration limits (actual bottom and trough 
level) and to the inclusion of (u, w) and (v, w) correlations. 

The wave velocity field is given by the real part of the gradient of a 
velocity potencial whose expresion is: 

<j> = Z(z)  e(x,y)   exp(-iwt) (4) 

—to 
e(x,y) =     A   exp(i S) (5) 

cr 

in which w is the observed or apparent wave frequency . The wave-number 
vector K = (K\,K2) is given by K = VJJS and Z is the vertical shape 
function. 
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Assuming a horizontally varying amplitude field (due to breaking ef- 
fects and/or diffraction caused by, for instance, a detached breakwater) and 
a doppler-shifted wave frequency due to the currents, the resulting wave ve- 
locity correlations obtained are (for illustration only the correlation product 
of vertical and horizontal velocities is here presented): 

<uHw>=-   ^   —ZAVHA (6) 

in which <r is the intrinsic frequency. Equation (6) could also be considered 
a generalization for a 2DH context of the expression given by Deigaard and 
Freds0e (1989) for normal incidence. 

The resulting wave driving terms can then be written as: 

s»= 2 [(it^+*•*>•>hM+'«l2{ztr)] i A2    (7) 

with: 

rz rz   av 
h{z) =       Z2dz        ; I2(z) = /   (-r-)2 dz (8) 

A linear dispersion relation has been used to obtain a in terms of k and 
with k satisfying a Battjes (1968) type relationship: 

K.K = k2 + ^ (9) 

These expressions are similar to the classical equations for the radia- 
tion stress tensor when the upper limit of integration is equal to mean water 
level and the correlations of horizontal/vertical wave velocities are taken as 
0 (Dingemans et al. 1987). For a more complete derivation where current 
variations have been considered see Rivero and S.-Arcilla (1992). 

The three remaining unknowns are the wave amplitude A and the wave 
number vector K, which are obtained by means of a coupled system of equa- 
tions: the wave action balance equation and the kinematic conservation prin- 
ciple (Yoo and O'Connor 1986/88). 
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3. Depth-varying current module 

An alternative treatment to solve coupledly the middle and bottom- 
boundary layers is here proposed. The Bottom Boundary Layer Model, 
strongly inspired on Freds0e (1984), has been parameterizated to be compat- 
ible with the quasi-3D cost/efficiency philosophy. 

3.1 Middle layer 

The momentum equations in the middle layer are obtained by subtract- 
ing the depth-integrated equations from the general ones. Only a simplified 
version of these momentum equations for u is presented here: 

£+*-£<•*£>-*«> « 
With 

f w = ^^ - ^^r- ~2GVG ^ - p^      (11) 

du      du \ 

G = VH<  Qa  > (13) 

with Qs being the wave plus current volume flux in the crest-to-trough layer 
and P\Y the vertical distribution function of the vertical current velocity, W. 
The thickness of the middle layer is given by e and < nr > and < f0 > 
are, respectively, the shear stresses at trough and bottom levels. 

The main hypotheses required to derive this simplified version of the 
momentum equation are: i) linearization (in u) of convective terms, ii) neglect 

horizontal gradients of u, iii) neglect Coriolis effects and iv) neglect vertical 
nonuniformities of wave stresses. This is the equation that has been applied 
in the middle layer (z(,,ztr). 

3.2 Bottom boundary layer 

The model selected for this (z0,ziy) layer is similar to the one proposed 
by Freds0e in 1984. It was selected based on a comparison of its numerical 
results with data and other numerical model results (Simons et al. 1988) and 
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an extensive intercomparison exercise performed during MAST-Z.This model 
does not consider turbulence from the previous wave and assumes logarithmic 
velocity profiles for both waves and currents. Two matching boundary con- 
ditions are applied at the top of the boundary layer, z\, = Sm + ATJV/30 ,viz. 
continuity of current velocity and shear-stress (in the current direction). The 
momentum equation perpendicular to the current velocity is used to obtain 
an expression of the instantanous friction velocity, u*, as a function of the 
wave phase. This equation is solved using a classic Runge-Kutta method of 
sixth order. 

3.3 Boundary conditions between middle layer and bottom boundary layer 

At the top of the current-wave boundary layer, z^, the present approach 
assumes: i) continuity of current velocity u, ii) continuity of < T > (in 
the current plane), iii) discontinuities of u* (from now on shear-stress at the 

current time-scale), jp, and //y(zj). For ilustration, the current shear velocity 

jumps from u*wc (below zj,) to u*c (above z^). The corresponding ^j values 

du u*wc 
(14) 

dz 

du 

Hi 
+ .,2 

(*m + KN/zoy 

(15) 
26 

vv(zb) 

in which 6m is the mean boundary layer thickness and K von Karman's con- 
stant. 

The values of u and du/dz at the top of the bottom boundary layer 
(BBL) provided by this model are used as boundary conditions for the middle 

layer (ML) equations. The third boundary condition is du/dz at ztr, obtained 
through the vy and < Ttr > closure submodels. The apparent excess of a 
boundary condition (over stated problem) is solved by considering that the 
friction (wave plus current) velocity at the top of the BBL is still unknown. it*c 

at Zj is in fact due to bottom-induced turbulence but should also be affected 
by breaking-induced turbulence. This u*c can be mathematically considered 
as an extra degree of freedom to obtain a well defined problem that is solved 
using an iterative process between ML and BBL. 

4. Numerical solution of Depth Varying Current Module 

4.1 Numerical solution of u equations 

The middle layer equations are solved using a power series aproximation 
(ajz1) to reproduce the vertical variation of the unknown u and the right-hand- 
side term of the equation.   Time is used as a marching variable since only 
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stationary currents are here considered (to be consistent with the rigid lid 
approximation of the 2DH equations). The semi-discrete version of equation 
(10) can be arranged to yield at step n+1 (after discretization of the time 
derivative): -*n+l 

(I + AtA)^1--^-(Atuv(z)^ ) = f(z)At + g" (16) 
At Kt(z) R(z) 

After a change of variable to simplify the vertical domain of variation 
to the interval (0,1) and to uncouple the («, v) equations, the following power 
series are introduced into the resulting momentum equation: 

M 

o 
M 

R(0   =   £rrf*' 

Kt(t) = K0 + Id( + K2i
2 ) 

(17) 

in which £ is a normalized vertical coordinate, il is the right hand side term 
of the equation and Kt is proportional to the eddy viscosity coefficient (for 
which a parabolic vertical distribution has been assumed). Using equations 
(16) and (17) a recurrence relation for the W{ coefficients for each component 
is obtained: 

"i+1 [-eVl+(Ae2-Jfji(.--lK-i-^l»i]   K0(l+i)i        (18) 

i = l,...M 

in which A is the corresponding eigen-value coming from the uncoupling of 
the u I v equations. 

The solution algorithm starts from gj(z&) and u(zf,) values (given by the 
BBL model in terms of u*c , u*wc, Sm and the artificial wave roughness Kw) 
until < Ttr > is equal to the value given by the external clossure submodel. 
Iterations are performed using w*c as a degree of freedom until a convergence 
condition at ztr is satisfied. 

4.2 BBL Parameterization 

The main BBL equation to be solved is the momentum equation perpen- 
dicular to u, with gives «*(<) as a funtion of u*c, Um (wave orbital velocity), 
0 (wave phase) and 7 (wave-current angle). From the obtained numerical so- 
lution the principal BBL variables (Sm, Kw, u*wc and u*c) have been param- 
eterized by means of "simple" algebraic expressions. For ilustration purposes 
only the Sm parameterization is shown here. •^n- is modeled by means of: 
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^90 
(Vc,^a,7 = 90°) (Po¥>a,7) (19) 

fc 
Um 

,<Pa 
a 

KN 

in which a is the amplitude of the wave orbital motion and Kfj is the Niku- 
radse roughness parameter. 690 is the boundary layer thickness for waves 
perpendicular to the current and AS^ is the deviation from the perpendicular 

case. The resulting 8m is shown in figure 3. As it may be seen, -j^- can be 
modeled by linear expressions at both tails and by an exponential expression 

in the middle. The deviation, -jr-1- is modeled by means of another exponential 
expression. 

The maximum error (with respect to the original numerical results of 
Freds0e) of the proposed fit is below 4%. The corresponding error for the 
parameterization of u*wc is smaller than 10%. 

Fig. 3: 8m parameterization. 
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5. Closure Submodels 

Closure submodels have been obtained from state of art formulations, 
the main emphasis of this paper being on the numerical model for u. The 
shear stress at ztr can be modeled following (De Vriend and Stive 1987) and 
(Svendsen 1984/85), with an equation which includes the effects of the carry- 
ing wave, the roller and a possible free surface boundary layer. Alternatively 
it can also be modeled using the (Deigaard and Freds0e 1989) and (Deigaard 
el al. 1991) equations adapted to a 3D case. These equations, including con- 
tributions from the wave motion, the roller and the set up, have been assumed 
to be valid, in the direction of the wave number vector K, for a horizontally 
varying problem. 

The closure submodel for uy is, at present: 

£> 
Uy(z,x)=^^z(ztr-z) + M(-^3 

ztr Ztr 
(20) 

With D the mean rate of wave energy disipation per unit area and M a 
parameter of order 10 . The first term represents the current-induced eddy 
viscosity and is similar to the one proposed by Coffey and Nielsen (1984). 
Very near the bottom this term varies approximately in a linear manner with 
z, which is consistent with the linear variation assumed by our BBL model. 

The second term (after vertical integration) is similar to previous pro- 
posals for the breaking induced eddy viscosity (e.g. De Vriend and Stive 1987, 
Battjes 1983). The total vy is parabolic with z, which is in accordance with 
the latest experimental information (see figure 4). 

Companion of Remit* 

100.        120. 

Coordinate X (cm) 

Fig. 4: Eddy viscosity Test A-2 Okayasu'E 
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The resulting expression may be formally written as: 

(21) 

in which £ is a normalized vertical coordinate ranging from 0 (at the actual 
bottom) to 1 (at the ztr level). 

6. Calibration 

At this stage the model is being calibrated for a 2DV flume case, using a 
very complete set of data from Okayasu (1989) experiments. Figures 5 and 6 
depict preliminary computed undertow profiles (corresponding to case A2 of 
Okayasu 1989 tests). These results have been obtained using measured data 
instead of external closure submodels, the main aim being the calibration of 
the numerical solution technique for u. The list of measured data used in the 
simulation is the following: wave height, wave period, water depth, trough 
level, mean velocity and its horizontal gradient, vertical velocity at ztr, shear 
stress at z\T and eddy viscosity values at ztr and zb- The orbital velocity and 
amplitude near the bottom have been estimated using linear long wave theory. 

The next step of the calibration process corresponds to cases with oblique 
wave incidence for the following geometries: i) cylindrical beach, ii) semicir- 
cular bay and iii) longshore-uniform beach with a river mouth. All these test 
cases have been proposed within the G8M-MAST II Project. 

Finally, it is convenient to remark the importance of continuing theo- 
retical and experimental research to improve and "tune" the different closure 
submodels. The final solution appears to be strongly dependent on these 
closure relationships. 
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Fig. 5: Horizontal current velocities Test A-2 Okayasu'E 



2822 COASTAL ENGINEERING 1992 

Table 1: Test case A2 

rrv.      \ 

The list of measured data used in the simulation of case A2 is: 

type of breaking: plunging 

wave height (H) : 7.36 cm , wave period (T) : 1.5 s 

water depth (h) : 3.66 cm 

trough level ( ztr ) : 2.46 cm 

mean velocity ( u ) : 4.86 cm/s 

horizontal gradient of u ( y~ ) : 0.014 1/s 

vertical velocity at ztr ( w(ztr) ) : 0.1 cm/s 

vertical distribution of w(z) 

eddy viscosity at ztT ( vt{ztr) ) '• 3.0 cm**2/s 

eddy viscosity at z^ ( u^z^) ) : 1.0 cm**2/s 

bottom roughness (estimated) {A'/y) : 1.0 mm. 

orbital amplitude (a) or max. free stream velocity (Um) (estimated by linear 
long wave theory) : 24.6 cm/s 
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Fig. 6: Measured and computed velocities. 
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7. Discussion and Future Work 

7.1 Discussion: An economic strategy to combine a 2DH Surf Zone cir- 

culation code with a 1DV "profile extraction" model has been established. 
The use of the current (in the presence of waves) friction velocity, u*c, as a 
degree of freedom to solve the apparent over-statement of the problem works 
well for a vy corrected by breaking effects at the top of the bottom boundary 
layer. 

The vy values given by the bottom boundary layer model are well below 
the experimental values of vy inside the surf zone. This explains the relatively 
strong curvature of the u profile right above the bottom boundary layer, which 
is not very consistent with the experimental data. This means that the vy 
increment at zj, must be larger than the increase given by the bottom boundary 
layer relationship (vy{z\,) = KU*cZb)- This increment is given in the model by 
the addition the breaking-induced of vy. 

From the standpoint of the numerical solution, the u equation becomes 
ill-conditioned for very small values of vy. This is because there is a singu- 
larity at Z), when vy{z})) = 0. At this singularity the coefficients of the series 
expansion become inordinately large. Similar problems also appear whit large 
vy values near trough level. 

The number of terms required in the power series development for u(z), 
inside the surf zone, depends on the type of ^-dependence assumed for vy. The 
number of terms used is determined by checking that the zero vertical-average 
condition for u (mass conservation) is accurately satisfied. 

The undertow profiles, considered to be more demanding from the stand- 
point of this model validation, were selected as the first case for calibration. 
For the v equation (basically the longshore current) the double-logarithm hy- 
pothesis at zj of the BBL model is expected to hold much more easily (the 
changes in vertical curvature of v(z) are much smaller). 

7.2 Future work: With respect to future work there are three main tasks 

already under way: 

- To check the theoretical compatibility between the expressions for < T%r > 
and the corresponding equations for the wave-driving terms, Wj,. 

- To analyze the model sensitivity to the vy value at zj, and to obtain vy(z) 

closure sub-models which provide a better fit to the observed u(z). 

- To test and improve all external closure sub-models. 

The next step is, obviously, to run the model for a true 3D problem, to 
prove its quasi-3D capabilities. This in spite of the lack of reliable 3D data 
inside the surf zone. 
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CHAPTER 216 

VERTICAL STRUCTURE OF THE NEARSHORE CURRENT AT 
DELILAH:  MEASURED AND MODELED 

Jane McKee Smith1, lb A. Svendsen2, and Uday Putrevu3 

ABSTRACT: Comprehensive field measurements were made of the 
vertical current structure on a barred beach profile at the DELILAH project 
duriiig October of 1990. The current was measured with five 
electromagnetic current meters mounted on a mobile sled which was 
stationed at three to eight cross-shore positions. The incident directional 
wave spectra, bathymetry, tide, wind, and cross-shore wave transformation 
were also measured. A numerical model was developed to calculate the 
random wave transformation based on the model of Dally, Dean, and 
Dalrymple (1985) (Larson and Kraus 1991) and the local vertical current 
structure (Putrevu and Svendsen 1991). The model predicted the shape of 
the current profiles well with a root-mean-square error in velocity of 5.9 
cm/sec. The model tended to underpredict the velocity over the bar crest. 

INTRODUCTION 

Predicting the vertical structure of the cross-shore current is a critical step to 
advancing the modeling of beach evolution, especially the response of the beach profile to 
storms, the post-storm profile recovery, and the development and movement of bars. The 
cross-shore currents have also been shown to be important in describing the mixing for 
longshore currents (Putrevu and Svendsen 1992, Svendsen and Putrevu 1992b). The lack 
of high-quality field measurements of the vertical current structure has been a hinderance 
to the development and validation of cross-shore current models. 

In October of 1990, a comprehensive field experiment was performed at the U.S. 
Army Engineer Waterways Experiment Station, Coastal Engineering Research Center 

'Res. Hyd. Engr., US Army Engr. Waterways Exp. Sta., Coast. Engrg. Res. Center, 3909 
Halls Ferry Rd., Vicksburg, MS 39180-6199, USA. 
2Prof., Dept. of Civil Engrg., Univ. of Delaware, Newark, DE  19716, USA. 
3Res. Assoc, Dept. of Civil Engrg., Univ. of Delaware, Newark, DE  19716, USA. 
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(CERC), Field Research Facility (FRF) in Duck, NC, to measure the wind- and wave- 
forced three-dimensional nearshore hydrodynamics. The DELILAH (Duck Experiment on 
Low-frequency and Incident-band Longshore and Across-shore Hydrodynamics) experiment 
was a cooperative project involving researchers from CERC, Naval Postgraduate School, 
Naval Research Lab, Oregon State University, Quest Integrated, Inc., Scripps Institution 
of Oceanography, University of California at Santa Cruz, and Washington State University. 

The hydrodynamic data collected at DELILAH were used to refine and verify a 
numerical model developed to calculate the vertical variation of the cross-shore current. 
The purpose of this paper is to describe the DELILAH field measurements and to describe 
the application of these data to evaluate the numerical model. 

DELILAH FIELD PROJECT 

The core of the DELILAH field project was a fixed array of 19 electromagnetic 
current meters deployed in one cross-shore array and two longshore arrays to the north of 
the FRF pier. The cross-shore array consisted of nine sensor positions, extending from the 
shoreline to 350 m offshore (4-m depth). A pressure gage was deployed along with a 
current meter at each position in the cross-shore array. The longshore arrays were 
positioned approximately on the bar crest and in the trough of the beach profile. The 
longshore arrays were approximately 200 m long. 

The bathymetry adjacent to the current meter arrays (340 m by 600 m area) was 
surveyed daily during the experiment. Accurate surveying was accomplished with a special 
self-contained vehicle, the CRAB (Coastal Research Amphibious Buggy), that drove along 
survey transects (Birkemeier and Mason 1984). The position and elevation of the CRAB 
was determined with a Geodimeter auto-tracking electronic total station. Fig. 1 shows an 
example of the bathymetry surveyed on 19 October 1990. The bathymetry was generally 
homogeneous in the longshore direction during the cross-shore current measurements, with 
a linear bar approximately 100 m offshore. Offshore directional wave spectra were 
measured with an array of sixteen pressure gages at the 8-m depth contour. Spectra were 
measured every 3 hours during the experiment and provide offshore boundary conditions 
for wave forcing of the current model. Fig. 2 shows the two-dimensional spectrum 
measured on 19 October 1990 at 1300. In Fig. 2, the x-axis is the frequency,/, the y-axis 
is the wave direction (measured counter-clockwise from shore normal), 6, and the z-axis 
is the energy density, S. Over-water winds and tidal elevation were measured at the FRF 
pier. 

CROSS-SHORE CURRENT MEASUREMENTS 

The vertical structure of the current was measured with a vertical array of five 
electromagnetic current meters mounted on a mobile sled. The meters were mounted at 
elevations 0.35 m, 0.6 m, 1.0 m, 1.35 m, and 1.75 m above the bed on a vertically sloping 
beam. The beam was parallel to the shoreline, so the meters were aligned in the cross- 
shore. The meters were spread over a longshore distance of approximately 3.5 m. The 
sled was always deployed so that the lower end of the beam was in the updrift direction of 
the longshore current to reduce interference of the flow. A common timing pulse was used 
for all the current meters to reduce interference between instruments for this close proximity 
deployment.   The meters measured the longshore and cross-shore components of the 
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Figure 1. Bathymetry for 19 October 1990. 

Figure 2.  Two-dimensional spectrum for 19 October 1990. 
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current. The sled was also instrumented with a pressure gage, a resistance wave staff, and 
an anemometer. 

During the experiment, the sled was towed offshore of the breaker zone by the 
CRAB to a depth of approximately 3 m. The sled was then pulled back to shore with a 
fork lift in steps of 20 m. At each sled position, data were collected for 34 minutes. The 
collection period of 34 minutes was selected to balance the competing needs for long time 
series for stable statistics and short total time for the sled deployment to ensure stationarity 
of the incident waves. All current data presented are 34 minute averages. The data were 
telemetered to shore for real-time data quality checking. Three to eight cross-shore 
positions were occupied during each of eight deployments. The position and orientation of 
the sled were recorded using an electronic total station which sighted two prisms located 
on the sled mast. 

The sled was deployed near the cross-shore array of current meters and pressure 
gages. The fixed array gages provided background data on the horizontal structure of the 
hydrodynamics and on the stationarity of the waves and currents. Fig. 3 shows an example 
of the vertical structure of the cross-shore current measured during DELILAH. The vectors 
in Fig. 3 represent cross-shore current magnitude and direction measured at six sled 
positions on 19 October 1990. The solid lines in Fig. 3 represent the survey datum and 
bottom profile (d). Sled measurements were made during the final six days of the 
DELILAH experiment. Incident waves during these days provided a variety of conditions 
with wave heights of 0.5 to 1.5 m, peak spectral periods of 5 to 15 sec, wind speeds of 5 
to 15 m/sec, and wave directions both north and south of shorenormal. The maximum 
time-averaged current velocities exceeded 0.5 m/sec during measurements with the sled. 
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Figure 3.  Cross-shore current velocities measured during DELILAH (19 Oct 1990). 
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NUMERICAL MODEL 

The numerical model consists of two parts, a random wave transformation model 
and a model of the cross-shore flow. The wave transformation model provides the cross- 
shore gradient in wave height and the cross-shore variation in the mean water level which 
are the driving forces of the cross-shore flow. The models assume longshore homogeneity, 
linear wave theory, and steady-state wave forcing. Wave-current and wave-wave 
interactions and long wave generation are neglected. 

Wave Transformation 

The random wave transformation model is based on the decay and reformation 
model of Dally, Dean, and Dalrymple (1985) as applied to random waves by Larson and 
Kraus (1991). The Dally, Dean, and Dalrymple model has been shown to be less accurate 
than other models for predicting wave setup (Svendsen and Putrevu 1992a), the main 
driving force for the undertow, but it was chosen because it includes a mechanism for 
breaking waves to reform in the trough shoreward of the longshore bar. The input wave 
parameters are the root-mean-square wave height (J?J, peak wave period, and peak wave 
direction measured at the linear array in a depth of 8 m. One hundred wave heights were 
randomly chosen from a Rayleigh distribution specified by H^. Each of the one hundred 
wave heights was transformed across the beach profile, assuming the same period and 
incident direction for each wave, according to 

d(Fcosd) =  K(/? _ p. (1) 

dx d 

where 

F = 0.125 pgffCg, energy flux 
p = water density 
g = gravitational acceleration 
H = individual wave height 
Cg = group velocity 
6 = wave direction, relative to shore normal 
x = cross-shore coordinate, positive seaward 
d = total water depth (still-water plus setup) 
F, = stable energy flux associated with the stable wave height, H, 
Hs = Vd, with r = 0.4 (Dally, Dean, and Dalrymple 1985) 

The parameter K is zero seaward of wave breaking, with breaking specified by a height to 
depth ratio less than 0.78. At incipient wave breaking, K is set to 0.15. Wave breaking 
ceases when the broken height is less than H„ and K is reset to zero. The wave directions 
are determined by Snell's law. The wave parameters were calculated at a 1-m cross-shore 
spaced grid using an explicit finite difference solution. The H^, was calculated at each grid 
point from the 100 individual wave heights. 

The wave setup, ij, is calculated from the time- and depth-averaged cross-shore 
momentum equation 
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PSfr • i)$ = -^ - P.C.WW, (2) 
<fc etc 

where 

h   = still-water depth (including the tide) 
pa  = air density 
Cw = wind drag coefficient 
W = wind speed 
Wx = cross-shore component of the wind velocity 
S„ = cross-shore component of radiation stress 

The two driving forces of the setup are the gradient in radiation stress and the cross-shore 
wind stress. The radiation stress is calculated using linear wave theory (Longuet-Higgins 
and Stewart 1964) based on H^. Considering the simplifying assumptions used to 
represent the random wave field, a more sophisticated evaluation of the radiation stress 
(Svendsen and Putrevu 1992a) is not justified. The wind drag coefficient given by the 
WAMDI Group (1988) is adopted in the model (C„ = .0012875 for W < 7.5 m/sec; Cw 

= 0.0008 + 0.000065 Wfor W > 7.5 m/sec). The bed shear stress is known to be small 
and is neglected in Eq. 2. One iteration was required between the calculation of the wave 
height transformation and the wave setup. 

The Cross-shore Current 

The vertical variation of the current is modeled with a three-layer approach (Hansen 
and Svendsen 1984; Stive and de Vriend 1987; Svendsen and Hansen 1988). The velocity 
distribution in the central layer is calculated as a local solution of the depth-dependent, 
cross-shore momentum equation with the surface and lower layers contributing boundary 
conditions. The central layer extends from the bottom boundary layer to the trough level. 
The lower layer, the bottom boundary layer, relates the near bottom current velocity to the 
mean bottom stress (Svendsen and Putrevu 1990). The upper layer contributes the mass 
flux which is balanced by the undertow in the central layer. In the present application, it 
is assumed that no net cross-shore flow exists, i.e., the mass flux above the trough balances 
the undertow. Forcing for the vertical variation includes gradients in radiation stress, mean 
current, and setup. The horizontal gradient terms in the model are calculated from the 
depth-integrated, one-dimensional model described above. 

The vertical current structure is calculated from a double integration of the depth- 
dependent, cross-shore momentum equation (Putrevu and Svendsen 1991) 

U(0 = Uh + a-*- + -Si (3) 
2v,z       pvfz 

where 

f   = vertical coordinate, measured positive from the bottom 
U  = cross-shore velocity at elevation £ 
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rta = bottom stress (Eq. 4) 
Ub = bottom velocity (Eq. 5) 
a = driving force for the undertow (Eq. 6) 
va = eddy viscosity (Eq. 8) 

In deriving Eq. 3 both a and vK have been assumed constant over depth.   The bottom 
boundary condition includes the bottom stress 

where 

f„   = bottom friction factor 
u0  = wave orbital velocity at the bottom 

and the bottom velocity. The bottom velocity is determined from the depth integration of 
Eq. 3 with Eq. 4 substituted for the bottom stress 

u • 
adt

2 

6v* 

1 + 
fwdtu0 

Ub =  ^L. (5) 

2ltv* 

where 

4   = depth to trough level 
U  = mean undertow velocity (Eq. 7) 

The driving force in Eqs. 3 and 5 is given by 

dn      ndU 
—- + U  + j. 
dx dx        w dx        p       dt 

g*3. + V• + uj^- + 2±2^Il (6) 

where uw is the depth-averaged wave velocity and pa is the density of air. The boundary 
condition from the upper layer is the mass transport above the trough elevation, which 
balances the undertow. The mass transport is proportional to CEP/d, where C is the wave 
celerity, and the constant of proportionality was found to be approximately -0.3 based on 
the undertow measurements.  The mean undertow in Eq. 5 is given by 

U = 0-3 Vg(A + ri)g2 cos6 (7) 
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In the numerical computations we have used the same eddy viscosity at all depths, given 
by 

vw = o.05 - om^g(H*i\)k(h*i\), (8) 

where the subscript b indicates incipient breaking conditions. In laboratory experiments on 
a plane beach, vK has been found to vary as hVgh. The simplification of constant pe is 
chosen because the depth over the region of the DELILAH measurements varies only 
between 1.2 and 2.2 m, and little information is available about the variation of i>a under 
field conditions. 

MODEL RESULTS 

The model was applied to the 8 cases of DELILAH sled data. The results from 3 
cases are shown in Figs. 4 through 9. These cases were selected because they cover a 
variety of conditions with the largest number of sled positions. These cases are typical of 
the conditions and measurements during the final week of DELILAH. Table 1 summarizes 
the input conditions for the cases shown in Figs. 4 through 9. The wind (<j>) and wave 
directions are measured counter-clockwise from shore normal. The input peak wave 
direction, 0, and peak spectral period, Tp, were measured at the 8-m array. The peak wave 
parameters best represent the dominant wave characteristics. Fig. 2 shows considerable 
spread in the directional distribution of wave energy, which could strongly influence 
longshore currents, but has less effect on cross-shore currents. The input wave height was 
taken from the most seaward of the nine nearshore pressure gages (4-m depth), and the 
height was inversely refracted and shoaled to the 8-m depth to correspond to the wave 
direction and period inputs. The height measured at the 8-m array caused a 15% 
overprediction of the wave height at the most seaward pressure gage, which may be 
attributable to the use of linear refraction and shoaling in the model. The tide and wind 
measurements were made at the FRF pier and are averaged values over the sled 
deployment. For these cases, the sled was deployed spanning low tide to minimize the 
effect of varying tide elevation. 

Table 1. Model input conditions for sample results. 

Date Time 
(m) 

e 
(deg) (sec) 

Tide 
(m) 

W 
(m/s) (deg) 

1   10/17 1000 0.54 -15.0 9.7 -0.47 7.8 130.5 

I   10/18 1100 0.57 -43.0 5.6 -0.62 11.9 79.7 

|   10/19 1200 0.65 24.0 7.0 -0.48 9.1 -51.9 

The model results are compared to the field measurements in Figs. 4, 6, and 8 for 
the cases listed in Table 1. The figures show the measured wave height from the cross- 
shore array (x), calculated wave height (solid line), calculated setup (chain-dot line), 
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measured cross-shore current from the sled (vectors), and the calculated cross-shore current 
at the sled positions. Figs. 5, 7, and 9 show the calculated cross-shore current at 10-m 
intervals to show the cross-shore variation of the undertow profile. Offshore of the breaker 
zone, the profiles are fairly uniform over depth with a small increase in the offshore 
velocity near the wave trough level. In the region of rapid wave decay, on the bar crest, 
the profiles show a characteristic parabolic shape with highest velocities near the bed and 
smaller velocities at the wave trough. Shoreward of the bar, the waves have reformed and 
the current profiles are uniform over depth. The cross-shore velocities are low shoreward 
of the bar. The waves break again on the steep foreshore, and the velocity profiles are 
similar to those on the bar. 

For all cases, the bottom friction factor was set to a constant value of 0.01 and the 
eddy viscosity to a value of 0.05. The model is relatively insensitive to value of the bottom 
friction factor, but the shape of the undertow profiles is sensitive to the value of eddy 
viscosity. Theoretically, the value of the eddy viscosity should be lower in regions of low 
turbulence (no wave breaking) and higher in regions of intense turbulence (breaker zone), 
but since the relationship between eddy viscosity and the model parameters is not well 
known, a constant value was applied. Although the wind speeds were significant during 
the measurements (8 to 12 m/sec), the wind had very little influence on the results. For 
the three cases listed in Table 1, the maximum difference in undertow velocity between 
with- and without-wind simulations was 0.005 m/sec and the root-mean-square (RMS) 
difference was 0.0012 m/sec. 

The RMS error in the cross-shore current results for the 3 cases shown was 5.9 
cm/sec. The errors were smallest offshore of the crest of the bar. In the bathymetry 
trough, the measured velocities were generally 0 to 5 cm/sec, and the RMS error was of 
the same order. This is not surprising since the low velocities are near the accuracy of the 
instruments and are susceptible to contamination from the longshore currents which are 
strong in the trough. The largest RMS errors occurred on the top of the bar (3 to 15 
cm/sec), where the model tended to underpredict the measurements, although the model 
predicted the shape of the undertow profile well. The model results (Figs. 5, 7, and 9) 
show the maximum undertow velocities just seaward of the crest of the bar, while the 
measurements show the maximum velocities at the crest of the bar. Errors in the 
calculation of the wave height may contribute to the underprediction of the undertow at the 
bar crest (errors in wave height are magnified by squaring the wave height to calculate 
radiation stress). Also, previous laboratory experiments have shown a shoreward shift in 
the initiation of setup (the driving force in the model) in the transition region of breaking 
waves (Svendsen 1984; Roelvink and Stive 1989). This same effect may account for the 
underprediction of the undertow at the bar crest. Unfortunately, the measurements are not 
dense enough in the region of the bar crest to resolve this issue. 

CONCLUSIONS 

Comprehensive measurements of the vertical current structure and the wave and 
wind forcing were made during the DELILAH field project in October of 1990 on a barred 
beach bathymetry. The measurements show strong offshore velocities over the bar (0.5 
m/sec), and vertical structure of the current was generally parabolic. In the bathymetry 
trough, the offshore current was weak (0 to 0.05 m/sec) and the structure was uniform over 
depth. Offshore of the bar, the current was fairly uniform over depth (0.10 to 0.15 m/sec) 
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to 0.15 m/sec) with a small increase in velocity near the wave trough. 

The numerical model developed to calculate the cross-shore (1-D) random wave 
transformation and vertical current structure compared well with the measurements. The 
RMS error in prediction of the current was 5.9 cm/sec. The model represented the shape 
of the vertical current structure well, but tended to underpredict the current magnitude at 
the bar crest. 
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CHAPTER 217 

A REVIEW OF WAVE/CURRENT-INDUCED 
SCOUR AROUND PIPELINES 

B.M. Sumer1 and J. Fredsoe1 

ABSTRACT 

A comprehensive review is presented of scour around pipelines in the case of non- 
cohesive sediment. The review is organized In four main sections, namely the two-dimensional 
scour, the three-dimensional scour, the eifect of scour on forces on and vibrations of pipelines 
and the mathematical modelling of scour process. Over sixty works were included in the review. 

1. INTRODUCTION 

Marine pipelines are used for disposal of industrial and municipal wastewater into the 
sea, for cooling water in nuclear power plants, and for the transportation of gas and crude oil 
from offshore platforms. Marine cables, on the other hand, are increasingly used for communica- 
tion. 

Design of marine pipelines and marine cables with regard to their stability is a rather 
complicated problem. One of the factors which needs to be taken into consideration in the design 
process is the scour around the pipeline. 

The scour around the pipeline is caused by the very presence of the pipeline itself. There 
are numerous aspects of the problem which need to be addressed during the design process, 
such as the formation of spans (particularly in determining the maximum extent of spans as 
well as timing of any remedial action), the self-burial of pipelines, the effect of self-burial on the 
pipeline stability, just to give a few examples. 

A large volume of knowledge has been accumulated on the subject during the last 
decade or so, as a result of intensive research activities in countries such as Holland, Norway, 
U.K., U.S.A, Denmark and several others. The purpose of the present paper is to review this 
research work. Only the non-cohesive sediment bed is considered. 

Institute of Hydrodynamics and Hydraulic Engineering 
Technical University of Denmark 
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2. TWO-DIMENSIONAL SCOUR 

Onset of scour 

Consider a pipeline which is laid on an erodible bed. Assume that the bed, soil and flow 
conditions are the same along the length of the pipe, i.e. the conditions are strictly two-dimensio- 
nal. If the initial embedment of the pipeline is not very large and if the flow around the pipe is 
sufficiently strong, scour may break out underneath the pipe. The stage at which the scour 
breaks out is called the onset of scour. 

The onset of scour is directly related to the seepage flow which occurs in the sand beneath 
the pipe, caused by the pressure difference between the upstream and the downstream of the 
pipe (Fig. lc). When the flow velocity is gradually increased, a critical point is approached where 
the discharge of the seepage flow is increased more rapidly than the driving pressure difference 
dictates. Simultaneously the surface of the sand at the immediate downstream of the pipe rises 
and eventually a mixture of sand and water breaks through the space underneath the pipe. This 
phenomenon is called piping and is well known in soil mechanics in hydraulic structures such 
as dams, cofferdams etc. (Terzaghi, 1948). 

The conditions under which the onset of scour occurs below pipelines have been studied 
by Mao (1986) and Chiew (1990) in steady currents. Mao described the role of separation vortices 
that form in front and at the rear of the pipe in the process of the onset of scour. Also, he 
discussed the seepage flow underneath the pipe in relation to the onset of scour. The latter has 
been further elaborated by Chiew. Chiew further linked the onset of scour to the phenomenon 
of piping. 

In the case of waves, the piping conditions are created underneath the pipe in the same 
way as in steady currents. The action is immediate. However, if the conditions are such that 
the critical condition is not attained immediately, then the action of separation vortices will 
become important to create scour more early in the wave case. Sumer & Fredsae (1991) has 
linked the onset of scour in waves to the latter through the Keulegan-Carpenter number and 
expressed the critical condition for the onset of scour by the following empirical equation 

fz = 0.1 ln(KC) d) 
D 

in which eCT = the critical embedment of the pipe beyond which no scour occurs, D = the pipe 
diameter and KC = the Keulegan-Carpenter number defined by 

KC = 50k 12) 
D 

in which Um = the maximum value of the orbital velocity of water particles at the bed, Tw = the 
wave period. For a sinusoidal motion of water particles KC will obviously be 

KC = ?HL1 (3) 
D 

in which a = the amplitude of the orbital motion of water particles at the bed. 

Time development of scour 

The onset of scour is followed by the stage of so-called tunnel erosion (Leeuwenstein et 
al., 1985; Hansen et al., 1986). Sumer et al. (1990) present data regarding bed shear stressjust 
under the pipe corresponding to this stage. The data indicate that the bed shear stress is 
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Increased by a factor of 4 with respect to its undisturbed value, resulting in an increase in the 
sediment transport rate of a factor of 8. This explains why the scour below the pipe occurs so 
fast and so violently during the tunnel erosion. 

The tunnel erosion is followed by the stage called lee-wake erosion. In this stage, the scour 
downstream of the pipe Is governed by the lee-wake of the pipe. Sumeretal. (1988b) made an 
Investigation of the effect of lee-wake on scour. This work demonstrates that 1) vortex shedding 
is present in the lee-wake from rather early stages of the scouring process, and 2) the scour 
downstream of the pipe is eventually governed by this organized flow. 

Fig. 2 shows a typical example where the time development of scour can be seen. The mild 
slope of the downstream portion of the scour profile is due to the action of the pipe's lee-wake. 

As seen from the figure, the scour process attains an equilibrium stage where scouring 
below the pipe comes to an end. When this stage is reached, the sediment transport will be the 
same at all sections over the reach of the scour hole, and therefore the amount of sediment 
which enters the scour hole will obviously be identical to that leaving the scour hole. 

Fig. 3 shows the results of Jensen et al.'s (1990) velocity measurements very close to the 
bed at different stages of the scour process. The figure shows that, while the velocity below the 
pipe is Increased tremendously at the initial stage of the scour process (Profile II), it eventually 
becomes practically identical to the undisturbed flow velocity, as the scour approaches towards 
its equilibrium stage (Profile V). 

The depth of the scour hole is probably the most significant quantity. Normally, it is taken 
as the depth of the scour hole just below the pipe. 

The scour depth develops towards the fully-developed equilibrium stage through a tran- 
sitional period, as illustrated in Fig. 4 for a pipe rigidly placed on a bed with initially zero gap. 
The depth corresponding to the fully-developed stage Is called the equilibrium scour depth. It 
is also seen from the figure that a certain period of time must be elapsed for a substantial 
amount of scour to develop. This time is called the time scale of scour process. 

The equilibrium scour depth, as well as the time scale of the scour process, constitute 
two major parameters in scour studies. The remaining part of this section will focus on these 
two parameters. 

Equilibrium scour depth 

Scour depth has been studied extensively in the case of steady currents (Chao & Hennessy 
(1972), Kjeldsenet al. (1973), Littlejohns (1977), Herbich (1981), Bijker &Leeuwenstein (1984), 
Lucassen (1984), Leeuwenstein et al. (1985), Herbich (1985), Herbich et al. (1984), Bijker (1986), 
Ibrahim & Nalluri (1986), Mao (1986), Krlstlansen (1988) and Kristiansen & Torum (1989)). 

Kjeldsen et al. (1973) was the first to conduct scour experiments under controlled condi- 
tions. The experiments were done in live-bed situations. Kjeldsen et al.'s data Indicated that 
the equilibrium scour depth can be expressed by the following relation: 

S = 0.972 Do.8 (4) 

in which V = the mean flow velocity. This relation suggests that 

£ « e0-2 (5) 
D 
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in which 6 = the Shields parameter defined by 

If 
8 - . , g[s-i)d 

(6) 

in which Uf = the bed friction velocity, corresponding to the undisturbed flow, g = the acceleration 
due to gravity, s = the specific gravity of sediment grains and d = the grain size. 

Eq. 5 implies that the normalized scour depth S/D is only a weak function of 8. We shall 
return to this point later in this section. 

The exact flow picture created by the presence of the pipe depends on the following 
quantities: the pipe diameter D. the flow velocity V, the kinematic viscosity of the fluid v, the 
pipe roughness k, and the grain diameter d of the bed material. From these quantities, the 
dimensionless equilibrium scour depth can be found to depend on the following parameters: 

I - i (fc-. 
D      D 

R, 9) (7) 

in which k" = k/D is the relative roughness, R = VD/v is the pipe Reynolds number. 

Of the three parameters that appear in Eq. 7, the influence of k' and the Reynolds number 
appears through their effect on the downstream flow of the pipe. If the pipe is hydraulically 
rough, the wake flow is almost unaffected by the Reynolds number, while for a hydraulically 
smooth pipe some influence of the Reynolds number is expected in the downstream vortex- 
shedding pattern. Fig. 5 shows a plot of the data by Kjeldsen et al. (1973), Lucassen (1984), Mao 
(1986) and Kristiansen (1988) on the scour depth below smooth pipes exposed to a current. It 
is seen in the figure that there is some weak influence of the Reynolds number on the scour 
depth, because a slight decrease in S occurs for Reynolds number around 105 - 3 x 106. For 
a free circular cylinder, this coincides with the transition from subcritical to supercritical flow 
(Schewe (1983), Sumer and Fredsoe (1988)). In this transition region, the vortex shedding be- 
comes less pronounced, which might lead to a smaller lee-wake erosion and hence less scour 
depth. 
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As far as the Influence of 9 Is concerned, this must be examined In two different categories: 
the clear-water case, where the sediment far from the pipe is not moving (9 < 9„), and the live-bed 
case, where sediment is transported far from the pipe (9 > 9„) ,in which 9^ = the threshold value 
of 9 for sediment motion. In the clear water case, the variation in scour depth with 6 Is more 
pronounced: as S/D increases from 0 at very small 9-values up to values of 0.4 - 1.0 when the 
9-value approaches the live-bed case. However, when the live-bed case is obtained, very small 
variation in S/D is observed, as seen from Fig. 5, as has already been pointed out in conjunction 
with Kjeldsen et al.'s empirical equation (Eqs. 4 and 5). Ignoring this weak variation it may be 
suggested that, for all practical purposes, the following relation may be used as the design 
equation, to predict the equilibrium scour depth in steady currents 

S/D = 0.6 ± 0.1 (8) 

in which the first figure on the right hand side of the equation Is the mean of the data plotted 
In Fig. 5, and the second is the standard deviation. 

Regarding the scour in tidalJlows and waves, the main difference between this case and 
the steady case is that the downstream-formed wake system now occurs on both sides of the 
pipeline. Here the strong lee-wake erosion, which gives a much more gentle downstream slope, 
occurs on both sides of the pipe (Fig. 6). The formation and extension of the wake pattern in 
oscillatory motion Is governed by KC number. Therefore it must be expected that there exists 
a correlation between the equilibrium scour depth and KC number. Sumer & Fredsae (1990) 
demonstrated that this is indeed the case. Based on their experimental data and Lucassen's 
(1984) data (which were recast in terms of KC number), the following empirical equation was 
established, relating the equilibrium scour depth to KC number for the live-bed situation (9 > 
9„) and for a pipe initially in contact with the bed: 

S/D (9) 

The data suggests that this equation is valid in a very broad range of KC, namely from KC = 
2 to about 300. This relation has been confirmed later by G6kce & Gunbak's (1991) experiments 
and Hansen's (1992) numerical-model results. 

Sumer & Fredsoe (1990) discussed also the effect of Shields parameter as well as Re- 
number dependence plus the effect of the presence of ripples in the wave-flume tests. 

Generally, the equations given in the preceding, namely Eqs. 4 or 8 and Eq. 9 may be/used 
as design equations. However, there are several other factors which may influence the scour 
depth. Of these factors, the following may be mentioned: The pipe position in vertical (Leeuwen- 
stein et al. (1985), Mao (1986), Sumer & Fredsoe (1990)), the roughness of pipe surface (Sumer 
& Fredsoe (1990)), the angle of attack of the flow (Mao (1988), Hansen (1992)), the current in 
combined waves and current (Hansen (1992)), the case of multiple pipelines (Westerhorstmann 
et al. (1992)), the armoring of bed sediment (Sidek & Ibrahim (1992)), vibrations of the pipe 
(Sumer et al. (1988a)) and the Shields parameter in clear-water scour (Mao (1986). Hansen 
(1992)). 

Time scale 

As mentioned previously, the scour depth develops towards Its equilibrium stage through 
a transitional period (Fig. 4), which can be represented by the following relation: 

S, - S^l-exp^l (10) 

The quantity T is defined as the time scale of the scour process and represents the time 
period during which a substantial scour develops. 
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Fredsoe et al. (1992) has made a study of this time scale in both steady currents and 
waves. They found that the time scale normalized as in the following 

r, . lg{s-l)d*)U2
T (ID 

is a function of 6, the Shields parameter. Based on their own data as well as the data from 
Kjeldsen et al. (1973) and Mao (1986), they found that the relation between T" and 0 can be 
represented by the following simple expression 

r - J_6-5'3 (12) 

for the live bed situation (9 > GJ and for a pipe with an initially zero gap. This equation was 
found to be valid for both steady currents and waves. Fredsoe et al. (1992) attributed this to 
the fact that the lee-wake scour — the key element in the wave induced scour — is insignificant 
at the initial stage of the scour process. Therefore the time scale is unable to differentiate 
whether the flow is a steady-current or a wave-induced flow. In Fredsoe et al. (1992) study, also 
the effect of change in wave climate has been investigated. 

3. THREE-DIMENSIONAL SCOUR 

General description 

Two-dimensional scour below pipelines, as observed in two-dimensional flume test with 
a fixed pipe, must in the field turn to three-dimensional scour picture as sketched in Fig. 7 in 
order to obtain support for the pipeline. Hereby, a three-dimensional scour pattern arises as 
sketched in Figs. 7a and 7b: a number of scour holes is interrupted by a stretch, where the 
pipeline is partially or totally buried. 

The scour picture in the free-span areas (Section B-B) is two-dimensional, while at other 
places, particularly in the neighbourhood of span shoulders (Section A-A), it is three-dimensio- 
nal. See Fig. 8 for a definition sketch. 

At Section A-A, the pipe sinks in the soil. This is due to the combined action of three- 
dimensional scour and soil failure, as will be explained in the following section. 

At Section B-B, on the other hand, the scour, after it breaks out, spreads along the length 
of the pipeline. When the scour hole becomes sufficiently long, the pipe begins to sag into its 
naturally created trench hole. This may continue until the pipe comes into the neighbourhood 
of the bottom, which eventually brings an end to the scouring process. From this moment 
onwards, the backfilling process starts, and later on, the pipeline may partially or fully become 
covered by sand (self-burial). 

Rate of spread of scour along the pipe 

The rate of spread of the three-dimensional scour along the pipe is one of the major 
parameters. Research dealing with this quantity is not extensive. Gravesen & Fredsoe (1983) 
gave an account of how to deal with the problem when extending the results of model experi- 
ments to the nature. Also, various accounts of the spreading process have been given in Leeu- 
wenstein (1985) and Bernetti et al. (1990). Hansenetal. (1991), on the other hand, has presen- 
ted a semi-empirical model of the process, which can predict the rate of spread of scour along 
the pipe. 

In the case when the current approaches the pipe at an oblique angle, the free span will 
migrate. This aspect has been investigated by Hansen et al. (1991). 
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Effect of pipe sagging on scour 

Normally the time scale of span development, Th, Is large compared with T, the time scale 
of the two-dimensional scour described In the preceding section. (Eq. 10). Here Th = the time 
period during which a substantial span length develops to produce some measurable deflection 
In the middle of the span. The time scales Th and T may be estimated using the relations given 
In Hansen et al. (1991) and Fredsae et al. (1992) (Eq. 12), respectively. "While Th may be in the 
order of magnitude of days, T is only in the order of magnitude of hours. This means that the 
pipe normally begins to sag long after the two-dimensional scour has attained its equilibrium 
stage. However, the sagging may influence the final scour profile and indeed the final scour 
depth. Effect of pipe sagging on scour has been investigated by various authors, employing two- 
dimensional laboratory models (Leeuwenstein et al. (1985). Fredsoe et al. (1988), GQkce & 
Gunbak (1991)). Backfilling and self-burial in the free-span areas has also been investigated 
by employing the same two-dimensional models in some of these studies. 

Length of free spans 

The length of free spans is also of engineering interest. Fig. 9 shows the probability density 
function of span length obtained by Orgill et al. (1992), based on some limited field data which. 
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the authors point out, is very site-specific. The figure shows that there is considerable variation 
in L/D, ranging from 10 to as much as 100 with the mean value of about 20. 

Various authors have considered various factors with regard to the assessment of scour- 
induced free-span lengths (Fredsoe et al. (1988), Brushi et al. (1986), Eide et al. (1988), Bernetti 
et al. (1990). Bruschi et al. (1991) and Bijker et al. (1992)). In Fredsoe et al. (1988) work, the 
free-span length has been related to the so-called stiffness-length of the pipe. 

Pipe sinking at span shoulders 

Pipe sinking is caused by soil failure, as has already been pointed out in the preceding 
paragraphs. The soil failure itself may be due to a general shear failure or it may be due to 
liquefaction. 

Sumer & Fredsoe (1993) made an investigation of sinking of pipelines at span shoulders 
employing a rigid pipe in the laboratory in a current flume. Sumer & Fredsae's investigation 
was directed towards the understanding of the sinking process of a pipeline In the soil caused 
by a general shear failure. A simple formula adopted from soil mechanics regarding the bearing 
capacity of soil was found to give a satisfactory result in relation to the sinking of the pipe at 
the span shoulder. 

The subject liquefaction in relation to pipelines laid on the sea-bed has been investigated 
by SiMs (1990). Bijker et al. (1991) gives a brief account of the liquefaction potential of seabed 
with regard to the presence of laid pipelines. 

Stimulated self-burial 

As has been seen in the preceding paragraphs, pipelines laid on the seabed may bury 
themselves in the seabed by various mechanisms. This may occur in the free-span areas where 
the pipe sags into its scour hole and is covered by sand upon the termination of the sagging 
process. It may also occur at the span shoulders where the pipe sinks in the sand. 

After the discovery that a few months after a 12" pipeline (laid in 1980 on the North Sea 
bottom in the Dutch sector) caused the formation of a trench, 3 pipe diameter deep and then 
it gradually sank in this trench and buried itself with the thickness of the covering sand layer 
of more than 30 cm (Kroezen et al. (1982)), the Delft Hydraulic Laboratory has launched an 
extensive series of research to investigate the feasibility of a method, called stimulated self-burial, 
to exploit the self-burial potential (Hulsbergen (1984), Hulsbergen (1986), Hulsbergen & Bijker 
(1989)). This is particularly important in the circumstances where pipelines would not bury 
themselves fast enough or they would not at all bury themselves. The idea is to stimulate a 
controlled local scour by using fins (called spoiler) attached to the pipeline as sketched in Fig. 
10. From the research carried out by the Delft Hydraulics, it was found that, firstly, the spoiler 
reduces the time necessary to accomplish a given embedment level by a factor of ten with respect 
to a plain pipe, and secondly, the final depth of burial is larger than in the case of plain pipeli- 
nes. The same effects have been observed also in waves (G6kce & Gtinbak (1991)). 

4. EFFECT OF SCOUR ON FORCES AND VIBRATIONS 

Obviously forces on and vibrations of a pipe over a scoured bed will be different from those 
experienced when the pipe sits on a plane bed. Jensen et al. (1990) has investigated forces on 
a pipe at different stages of scour process in steady current, using frozen scoured-bed models. 
Stansby & Starr (1991) has measured forces on a pipe gradually sinking in the bed under flow 
action in both steady current and waves. 

Effect of scour on hydroelastic vibrations of pipelines, on the other hand, has been studied 
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In steady currents (Sumer et al. (1988a), Kristlansen (1988) and Kristlansen &Torum (1989)) 
and In waves (Sumer et al. (1989)). 

Forces have been measured also on pipeline models with attached spoilers with different 
embedment ratios (representing different stages of the self-burial process) (Hulsbergen & Bijker 
(1989)). 

5. MATHEMATICAL MODELLING 

The studies concerning mathematical modelling of scouring process may broadly be divided 
into three categories: 1) the studies dealing with mathematical models based on potential-flow 
theory, 2) those dealing with k-e models and 3) those dealing with discrete-vortex models. 

Regarding the potential-flow models, Chao & Hennessy (1972) was the first to apply the 
simple potential solution to the flow in the gap between the pipe and the bed. As a matter of 
fact, the potential flow around a cylinder placed near a wall was described by von Muller in as 
early as 1929. Muller's potential flow description was modified by Fredsoe & Hansen (1987) by 
taking into consideration the actual, measured velocity at the top and bottom edges of the 
cylinder. This modification is significant particularly in the case of very small gaps where the 
potential theory overpredicts the velocity in the gap. Hansen et al. (1986) later implemented the 
same line of thought as in Fredsoe & Hansen, and developed a potential theory for the case of 
a cylinder over a scouredbed. In both models, only the flow upstream of the pipe is described 
by the potential theory. (Clearly the downstream flow, i.e. the lee-wake, cannot be described 
by a potential flow model). The results of scour prediction by Hansen et al.'s (1986) potential 
flow description agreed satisfactorily with the experiments. Recently, Hansen (1992), with a 
simple representation of the lee wake, extended this model so as to cover waves. His model 
results give a fairly good agreement with Sumer & Fredsoe's (1990) empirical result (Eq. 9). Using 
the same model, he also examined the effect of Shields parameter, the effect of current in 
combined waves and current and the effect of angle of attack. Bemetti et al. (1990) has also 
developed a mathematical model of scour below pipelines. The model has two main components, 
namely the two-dimensional scour component and the three-dimensional scour component. 
The two-dimensional scour component was based on Chao & Hennessy's (1972) potential-flow 
description. Bernetti et al.'s model is able to predict also the development of the three-dimensio- 
nal scour, the free-span length and sinking of the pipe at span shoulders. The model has been 
tested against simple cases where data is available (Mao (1986)). The model performance for 
these test cases appeared to be quite satisfactory. 

The second group of mathematical modelling studies concerns the k-e simulation of the 
flow (Leeuwenstein & Wind (1984) and van Beek & Wind (1990)). As is well known, the k-e model 
is successfully used in various fields of fluid mechanics (Rod! (1984)). Regarding its application 
in scour below pipelines, Leeuwenstein & Wind has calculated the flow around the pipe over 
a scoured bed with such a model and made the morphological calculations by use of sediment 
continuity equation along with a sediment-transport equation. In the follow-up study, van Beek 
& Wind extended the model so as to cover also the suspended-load transport in the morphologi- 
cal calculations. 

The third group of studies in mathematical modelling of scour concerns the discrete-vortex- 
model simulation of the flow around pipes (Sumer et al. (1988a), Jensen et al. (1990) and Jensen 
et al. (1989)). The particular model which has been used in these studies is the so-called cloud- 
in-cell method. The computational details of the method is well documented in the literature 
(see for example Stansby & Dixon (1983)). The method is able to predict the gross behaviour 
of the vortices in the lee wake of the pipe. This enabled Sumer et al. (1988b) to study the effect 
of lee-wake vortices on the bed shear stress downstream of the pipe over both a plane bed and 
a scoured bed. The method was later used by the same group to simulate flow around a pipe 
over a scoured bed in steady currents (Jensen et al. (1990) and in waves (Jensen et al. (1989)). 

Finally, it may be mentioned that an integrated approach has been adopted recently by 



PIPELINE SCOUR 2849 

the Danish Hydraulic Institute and the Delft Hydraulics In a joint study, to develop a computer 
model which would enable the engineer to decide on occurrence and disappearance of scour 
along a pipeline/cable, pipeline/cable self-burial, trench backfilling, migrating sand waves 
exposure and undermining of pipelines or cables. A brief account of this study has been reported 
by Staub & Bijker (1990). 
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CHAPTER 218 

Turbulence and mud sedimentation: 
A Reynolds stress model and a two-phase flow model 

Ch. Teisson, O. Simonin, J.C. Galland and D. Laurence 1 

Abstract 

Two sophisticated research models, previously used and validated in internal 
flows, are now applied to sediment laden flows: they give a thorough insight into the 
vertical distribution of sediment concentration, flow-sediment interaction, stratification 
and inhibition of vertical mixing. The Reynolds stress model is well adapted to 
investigate stratification due to density effects: it gives information on turbulent fluxes 
of momentum and concentration, eddy diffusivity and eddy viscosity profiles, 
reduction of the bottom shear stress due to the presence of sediment. Results show 
that suspended sediments affect turbulence even at low concentrations of lg/1. A 
dimensional analysis seems to indicate that these stratification effects are not well 
accounted for in laboratory experiments. 

The two-phase flow model enables to describe the vertical profile of sediment in 
its continuity, from the water surface down to/through the bed, without any definition 
of the bed water interface. Cohesive sediment processes such as deposition, erosion 
or consolidation are treated as flow-particles interactions: thus, the model helps in 
identifying the governing parameters -floe size and density, effective stress- and does 
not require the classical empirical laws commonly used to describe these processes. 

Introduction 

State of the art for simulation of cohesive sediment transport has been 
considerably enhanced in the past ten years but remained tied to the knowledge of 
physical processes (Teisson, 1991). The sink and sources terms near the bed (Parker, 
1986) and the induced repartition of sediment throughout the water column contribute 
to the budget of sediment, and consequently to the final output of the models. A better 
understanding of the complex dynamics of the vertical structure of cohesive sediment 
suspension (Mehta, 1989a&b) is therefore required to improve the predictability of the 
models. 

1 EDF- Laboratoire National d'Hydraulique, 6 Quai Watier, 
78400 Chatou, France 

2853 



2854 COASTAL ENGINEERING 1992 

In that context, it is well known that turbulence is the factor responsible for 
maintaining in suspension very fine sediment, but is surprisingly still crudely 
represented in usual cohesive sediment transport models. 

Turbulence in sediment laden flows has been most often studied for the case of 
non cohesive sediment (Lyn, 1986). The marked effects of the presence of sediment 
upon the flow has been highlighted by numerous laboratory experiments, as reviewed 
and re-analysed by Mac Lean (1991) or Villaret and Trowbridge (1991). In the 
experiments, discussion in general focused on the deformation of the vertical profile 
of velocity, whereas less attention was paid on the concentration profile by itself. 

For cohesive sediment, Gust (1976) observed a turbulent drag reduction for 
flows over cohesive bed, even for a dilute suspension. Krone (1986) outlined the role 
played by aggregates, which so increase the volume concentration of suspended 
material that it affects the flow at even modest weight concentrations. 

Field observations displayed in numeral situations that stratification effects in 
coastal and estuarine areas might be unrelated to thermohaline effects, but well due to 
the presence of sediment, since highly stratified vertical sediment concentration 
profiles commonly occur in otherwise vertically mixed flow regimes (Metha, 1989a). 

The way that sediment affects turbulence which in turns controls deposition or 
erosion is of prime importance: large deposition rate at slack waters, generation of 
fluid mud layers, reduction of the bottom shear stress by the presence of sediment are 
still unsolved problems. 

Two sophisticated research models, previously used and validated in internal 
flows, have therefore tentatively been applied to sediment laden flows (§ 1 and 2): 
they give a thorough insight into the vertical distribution of sediment concentration, 
flow-sediment interaction, stratification and inhibition of vertical mixing. 

1. A one dimensional second order stress flux model 

Most numerical models rely on the eddy viscosity (vt) and diffusivity (Kt) 
concepts for the modelling of the turbulent stress and flux, and the influence of the 
sediment load on turbulence is then taken into account in various ways : this 
interaction can affect either only the eddy diffusivity distribution (van Rijn, 1990) or 
both eddy diffusivity and viscosity profiles through a (gradient) Richardson number 
dependency following Munk and Anderson (1948). This last approach has led to 
satisfactory results, most often in reproducing the behaviour of lutoclines (Wolanski et 
al., 1988 ; Mehta and Ross, 1989; Smith and Kirby, 1989; Costa and Mehta, 1990). 
Profiles for vt and Kt are always derived from an assumed clear-water distribution for 
vt (parabolic or parabolic-constant profile). 

However, some discrepancies between predictions and experiments or field 
measurements, some shortcomings (mainly in predicting the bottom friction velocity), 
let investigators suspect that a stronger interaction between hydrodynamics and 
sediment exists. This, together with the good results obtained for the atmospheric 
stratified boundary layer, have pleaded for the use of higher accuracy turbulence 
models for sediment laden flows. Successfully were applied k-e model (Celik and 
Rodi, 1988), algebraic stress model (Hanjalic et al., 1982 ; Sheng and Villaret, 1989) 
and Reynolds stress model (Teisson et al., 1991 ; Brors, 1991). Hamm et al. (1992), 
using Sheng and Villaret model, investigated the influence of clear or loaded water on 
erosion laws in laboratory experiments: they found that stratification effects were most 
often negligible on bottom shear stress in laboratory experiments. Brors (1991) 
pointed out that, for the simulation of turbidity currents, only the Reynolds stress 
model (RSM) appeared to be realistic, k-e and algebraic stress models giving in 
particular wrong concentration profiles. 
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1.1 Scope of this study 

The three essential processes involved here are the generation of an upward 
turbulent flux of particles, the damping of turbulence by gravity and the fluid-particle 
interaction. If we consider only small particles (mud and not sand), then neglecting the 
added-mass and other Basset forces, the problem reduces to the stratified turbulence 
problem. This is the well known thermal hydraulics or atmospheric boundary layer 
problem, for which Reynolds stress models have been developed and validated at 
LNH. 

What can be expected from the RSM are, of course, mean concentration and 
velocity profiles, but also turbulent shear stress and sediment flux profiles, eddy 
diffusivity and viscosity distributions, Richardson numbers profiles and bottom 
friction velocity. In a more general meaning, the RSM could be helpful in 
understanding the mechanism of gravity effects and in evaluating the range of 
availability of the above mentioned turbulence models. 

1.2. Mean equations 

We consider a long free surface, flat bottom channel loaded with a volumetric 
concentration of sediments C, the settling velocity of the particles being ws. The 
profile of mean velocity U(z) and mean concentration C(z) along the vertical in a 
channel flow are obtained from the following equations (capital letters represent mean 
values, small letters fluctuations and T a statistical average): 

eu        1 dP*     3uw        32U 
— ^v— 3t        pw  3x        dz dz 

dC dC       3w^~        32C 
"T~ + ws = —^ + KV~T (1) ot dz dz dz 

with ws <0 (constant) 

K : molecular sediment diffusivity 

At equilibrium, the total shear stress (X = v3U/3z - uw) is linear so that its 
gradient is proportional to the pressure gradient dP" I dx ; the settling velocity 
ws induces a downward flux compensated by the gradient of turbulent concentration 
flux wc. 

1.3. Physical processes 

When applying a Reynolds stress model, turbulence modelling assumptions are 
introduced only in the transport equations of the turbulent fluxes and stresses ; so the 
production and stratification effects, induced on these second moments by velocity 
and concentration gradients, are accounted for exactly. Although it is apparently 
complex with the 8 equations added to the mean equations (1), the Reynolds stress 
model allows a good understanding of the physical processes governing the 
turbulence-sediment interaction. Let us here concentrate on the three equations driving 
turbulent phenomena, that are those for the upward turbulent flux of sediments and for 
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the variances of the vertical and horizontal fluctuating velocities. Developing only the 
(exact) production terms, while the pressure-strain o, diffusion D and dissipation e 
terms respectively are to be modelled, they read : 

3wc _ 
IF-- WW" gPC^        +^^+0; 

dz 

9ww 
3t 

B 

D 

2 
—e 

3 

3uu „—3U                 £-   _ 2uw—-              + <&n+D; 
3z                     ,J 

2 
"I6 

(2) 

with p = -(ps~Pw) (3) 
Pw 

(4) 

Considering the concentration profile allows first to understand the mechanism 
of turbulence destruction due to the sediment load : 

The concentration gradient is large, negative here. 
Then term A has large positive values, and (2) leads to 
an increase of the turbulent flux of concentration wc. 
In turn, term B is negative, and (3) implies that the 
variance ww decreases. 

As a consequence, turbulence tends to become two-dimensional and energy is 
then drained from the two horizontal components u and v (eq. (4)), via the pressure- 
strain correlations, to feed w (eq. (3)). Finally, this mechanism leads to a decrease of 
the whole turbulence, which can be summarised by the following scheme : 

Production Destruction 

gravity 
(terme B) 

I 

r    drain of turbulent energy A 
ydue to sediment loading, via wc J 

This sketch naturally yields to the definition of the flux Richardson number Rif 
(the ratio of terms B/D), which is the fraction of the turbulence production that can be 
diverted from dissipation to act against gravity. 
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1.4. Reynolds stress model 

The second moment closure modelling adopted here is a classical one. A wall 
echo term is added to take into account the redistribution of energy from the vertical 
component of the fluctuating velocity w at the bottom, as at the free surface following 
the proposition by Gibson and Rodi (1989). Anisotropy affects the dissipation 
equation through the Launder and Tselepidakis (1991) proposition. The model has 
first been assessed against clear-water open channel flow data (Nakagawa et al., 1975; 
Komori et al., 1982). 

Results are presented here for the schematic case of a steady, plane open channel 
flow of depth h = 1 m, bulk velocity Uo = 0.5 m/s (Re = 500 000), bulk sediment 
concentration of 1 g/1 (volumetric concentration Co = 3.75 10"4) and particle settling 
velocity ws = -0.001 m/s. Initial conditions are a homogeneous sediment 
concentration over the water depth and a logarithmic velocity profile, boundary 
condition for the concentration is a zero flux condition at both bottom and free surface. 

Figures 1 to 3 show the effect of coupling the gravity (setting g = 0 to g = 9.81 
m/s2) in the equations for the turbulent stresses on the mean velocity and 
concentration, and on the shear stress. 
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This effect is seen to be quite strong for the sediment concentration considered 
here. The concentration dies out to 0 in the 25% upper part of the water column and is 
multiplied by nearly a factor 3 at the bottom (fig. 1), the velocity profile significantly 
deviates from the logarithmic one (fig. 2) and the bottom shear stress is reduced by 
more than 20% at the bottom (fig. 3). 

Some experimental and field investigations have already highlighted such 
deviations from clear-water hydrodynamics. Gust (1976) found, from experiments 
with cohesive sediment in sea-water, that the bottom friction velocity u, was reduced 
by 20% to 40% and that the thickness of the viscous sub layer was increased by a 
factor varying between 2 and 5 ; furthermore, the logarithmic profile for the velocity 



2858 COASTAL ENGINEERING 1992 

was shown to be no more valid in the near-wall region. Soulsby and Wainwright 
(1987) have also pointed out, from field measurements for non-cohesive sediments, 
that u, could be over-estimated by more than 50% when using the logarithmic 
velocity profile, neglecting thus the suspended sediment effects. 

The gradient Richardson number (fig. 4), which is usually used to introduce the 
influence of sediment on turbulence, is seen to be only weakly correlated to the flux 
Richardson number, which is the sound parameter to measure buoyancy effect 
according to the Reynolds stress equations. This suggests that the Reynolds analogy 
as well as the Munk-Anderson approach could present some shortage for this 
application. 
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1.5. Analytical developments 

Direct comparison between numerical predictions and measurements is difficult 
for there are only few data available on cohesive sediment transport, even for the mean 
variables. Furthermore, as results of the RSM depend entirely on assumptions for 
modelling the turbulent second moments, validation should concern first turbulence 
predictions. But there is even less turbulence measurements... In this section we try to 
make some analytical developments that could help understanding RSM results. 

As seen previously, the buoyancy level is defined by the flux Richardson 
number: 

_ gpwc Rlf-=au 
uw— 

dz 

Assuming a logarithmic velocity profile : uw = -u« (1 ) and —— 
h dz 

(5) 

u, 
KZ 
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and when equilibrium is reached : wc: -w.C 

So that, at equilibrium and under the assumption of a logarithmic velocity 
profile, Rif becomes: 

Rif. = gPK^^- 
u,3(l-z/h) 

(6) 

The maximum value for Rif, as 
measured from thermal flow 
investigations, is 0.25 ; turbulence being 
totally damped by buoyancy for higher 
values. We can then derive a formula 
giving, under the above assumptions, the 
maximum concentration at each location 
in the water column that a given flow can 
held at equilibrium, Ceq max : 

= 0.25u,3   1     1 
eq max r> V ,   -* gpK ws   z    h 

(7) 
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This analytical expression does not give an equilibrium profile and has no 
physical meaning, but is an upper boundary for the sediment distribution: 
concentration profiles should stand below the curve drawn by the formula. According 
to (7), a reduction of the flow velocity by a factor 2 could reduce the maximum 
concentration to be carried by a factor 8. 

The RSM prediction agrees well with (7) in the bulk of the flow (fig. 5), which 
means that the drastic reduction in sediment concentration in the upper part of the 
channel is due to the damping of turbulence by the sediment load. Figure 5 also 
indicates that the flow could hold much higher concentrations at the bottom, although 
(5) certainly over-estimates them there because dissipation, which is important at these 
locations, is neglected. 

Let us now make a scale analysis on the flux Richardson number, which can be 
expressed, under some assumptions as seen previously, by (6). Let suppose a scale 
model experiment and express by r the similitude laws (c- = .lab / .field). Then we 
get the following expression for the similitude law for Rif: 

Ri„ Pw.Ch 
u, 

Consider now a laboratory experiment (deposition or erosion test in a flume or a 
carousel). Most often, the procedure is: 

- to use the same mud as in the field (p = 1 and ws =1), 

- for the same range of concentrations (C = 1), 
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- under the same hydrodynamics conditions (u« = 1) 
to derive laws to be introduced in mathematical models for prototype applications. 

This procedure leads to a scaling effect on Rif which reduces to the vertical scale 

h. This result, obtained here from (6) under some assumptions, has also been 
rigorously derived from a dimensional analysis of the Reynolds stress equations 
(Laurence et al., 1993). This means that, in a flume with a depth of 0.20 m, 
stratifications effects will be 50 times less than in the field, with a water depth of 10m, 
for the same range of concentrations and velocities. This could explain the weak 
stratification effects found by Hamm et al. (1992) in laboratory, whereas a larger 
influence is suspected in the field (Gust, 1978). Erosion deposition laws used in 
modelling high turbid environment in China (Costa and Mehta, 1990) required the use 
of physical parameters which were significantly different from those determined in 
laboratory experiments performed with local mud. They concluded that erosion- 
depositon fluxes can be drastically modified by sediment stratification, and that typical 
formulations for the bottom fluxes are believed to have limited utility in such 
environments. The reason could be, as stated above, that, for the same hydrodynamic 
forcing, in heavily laden flows, stratification effects will be far more important in the 
field than in the laboratory. 

2. A separated two-phase flow model 

Following Wallis (1969), transport of sediment in suspension can be regarded 
as a two-phase flow, i.e. mixture of a continuous phase (water) and a dispersed phase 
(mud floes) for the case of cohesive sediment transport. And, by writing mass and 
momentum balance equations separately on each phase, with appropriate momentum 
transfer rate between phases, the two phase formulation enables to describe how the 
presence of particles modifies fluid flow characteristics, and reciprocally how the 
instantaneous fluid flow acts on particles movements. 

Mass balance: 

— Ok Pk + — ak Pk Uk,i = rk (8) 
3t 3x; 

where, Uk,i is the mean velocity i-component for the continuous (k=l) and dispersed 

phases (k=2) respectively, 0Ck is the volumetric fraction, pk the mean density and I\ 

the interfacial mass transfer rate between phases. In cohesive sediment transport, I\ 
accounts for water capture by mud floes during their growth or break-up (transfer of 
water from the water phase to the mud floes phase), and therefore for density change 

of the floes. For the applications below, Fk is set to zero, and the density of the floes 
remains constant. 

Momentum balance: 

PkUkij — Ukii = -ak —P, +akpkgi +Ik,i -rkUk,i 

(9) 

ak pk ^- Uk,i + ak Pk UkJ — Ukii = - ak —- P, + ak pk g; + Iw - rk Uk,; 
at dXj dx; 

- -^-[ otk < p u"i u"j >k  +Tk>ij] 
dXj 

where u", is the fluctuating part of the local instantaneous velocity and < . >k the 
averaging operator associated to phase k, 
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akPkUy = at< pu;>k <pu"i>k=0 

< u"k,i u"k,j >k is the turbulent Reynolds stress tensor of the liquid phase (k=l) 
and the kinetic part of the paniculate stress tensor (k=2), 

Tk,jj is the molecular viscous stress tensor (k=l) and the collisional part of the 
paniculate stress tensor (k=2), set to zero for this application. 

Pi is the mean pressure of the continuous phase, 
Ik,i is the part of the interfacial momentum transfer rate between phases which 

remains after substraction of the mean pressure contribution and complies with the 
mean jump condition derived from the local balance of momentum at the interfaces, 

k = l 

The closure of the averaging equations set is achieved by using : 
- practical expressions in terms of the computed variables to approximate the 

mean interfacial transfert terms and derived from the local description of single particle 
transfer with the surrounding fluid ; 

- second-moment modelling for the continuous phase turbulence and the kinetic 
(or transport) part of the paniculate stress tensor; 

- constitutive relations for the mean transport properties accounting for the 
molecular viscous stress in the liquid phase and the collisional part of the paniculate 
stress tensor. 

Interfacial momentum transfer: 
Constitutive relations for the interfacial transfer terms derive by averaging from 

the paniculate expressions, and must be related to the mean computed variables. 
Neglecting the Basset force, the interfacial momentum transfer term 1^,; induced by the 
relative motion of dispersed particles, can be written: 

!l,i =  ~h.i=  a2PlFDVr,i   - p!< u"uu"2J>2 — <x2 

+ a2piC/ ^+u2j^ 

3XJ 

3 (10) 
+ —-a2p,CA< u"2ijv"r]i>2 

dXj 

The first term on the right-hand side represents the drag force, the second the 
correlation between instantaneous distribution of particles and fluid pressure 
fluctuations, and the other ones the apparent mass force. The main part of the force 
induced by the fluid flow is already taken into account by the expression of the 
pressure gradient term in the momentum equations. 

FD, the average drag coefficient is written in terms of the local mean particle 
Reynolds number which accounts roughly for the floes overcrowding and the non- 
linear dependence on the relative velocity fluctuations: 

FD=3,Cp(<Re>)<|;l> <|Vr|>=  fvriVri+<v"rlv"7^ 
4 d 

„    /    „        \ 24       T „     ,      „        0.687 1     -1.7 „ Oti   <   V,  >d        ,.-. CD(<Re>) = -J2— [ 1  +0.15 <Re>       J a, <RC>=_—LJJ     (11) 
<Re> V] 

Vr,i, the averaged value of the local relative velocity between each particle and 
the surrounding fluid, can be expressed in function of the total relative mean velocity 

ALT; = U2,i - Ui,; and a drifting velocity Vj,; due to the correlation between the 
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instantaneous distribution of particles and the turbulent fluid motion at large scales 
with respect to the particle diameter: 

V,,i=[u2,i-Uu]-Vd,i V4i= <uu>2-Ulii=. <u"1.i>2 (12) 

The drifting velocity Vd,i takes into account the dispersion effect due to the 
particles transport by the fluid turbulence and reduces to the single turbulent 
correlation between the concentration fluctuations and the turbulent fluid velocity 
when the particle diameter is tending towards zero with respect to the smallest 
turbulent length scales. According to the theoretical case of particles suspended in 
homogeneous turbulence (Deutsch and Simonin, 1991) the velocity Vd,i is written as 
follows: 

1  da2        i 3c(i 
V,, = - D', • 

a2 3x;       cti  dx; 

(13) 

where the fluid-particle turbulent dispersion coefficient D12 is given in terms of the 
covariance between the turbulent velocity fluctuations of both phases and a fluid- 
particle interaction turbulent characteristic time. 

The turbulence model 
Turbulence is modelled throught the concept of turbulent viscosity v^1 

prescribed by a standard k - e model, with a different treatment of the continuous and 
dispersed phase (Bel F'Dhila and Simonin, 1992). 

A further balance equation for the particle number : 

«2P2|-XP +a2p2U2J:A-Xp = Aa2p2D2AXp - Xp r2 + Tp (14) 
dt dXj dXj dXj 

where Tp, the rate of change in the particle number due to breakup and agglomeration. 

Np, the mean particle number by unit volume of the two-phase mixture can be 
expressed directly in function of the variable Xp (the mean particles number by unit of 
mass of the dispersed phase): 

Np= ct2p2Xp 

and leads to the general definition of the mean diameter: 
-3 n d   _    i 
6       p2Xp 

For cohesive sediment transport, this equation would account for diameter change of 
the floes due to break-up or aggregation. For the applications below, this equation is 
not used , and the diameter of the floes remains constant. 

Applications 
The definition of the transition from water body to bed is rather vague (Parker, 

1986; Mehta, 1989a) and is one of the motivations to design an approach where this 
definition is circumvented. In that context, the two-phase flow model appears as the 
most complete model of the whole process from the water surface to the rigid bed. 

Once the diameter and the density of the "inclusions" have been defined as data, 
the fall velocity Vr of particles is not prescribed but is an output of the model, as an 
exemple of flow-sediment interaction (fig. 6). 
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Another output of the two-phase flow model is the absolute vertical velocity U2 
of particles in the presence of turbulence: it can be oriented downwards (turbulence 
too weak to stand deposition), or be zero (equilibrium condition on fig.6) or even be 
orientated upwards (for instance when mixing in the water column during erosion in 
accelerating currents). This a fundamental result for sedimentation problem. 

The capability of two phase flow approach to analyse hindered settling (fig. 7) 
has been pointed out by Thacker and Lavelle (1977).The counter flow of the fluid 
upwards through the falling sediment is included in the model, as a consequence of 
the mass balance equation (8). The presence of others particles is taken into account in 
the drag coefficient expresion (11). 

Results with the two-phase flow model have been obtained for the same 
schematic case as for the Reynolds stress model (water depth 1 m; mean velocity 0.5 
m/s), but for higher concentrations. Vertical profile of flow velocity and concentration 
have been computed in presence of mud floes of density 1070 kg/rrP and diameter 
160 u (settling velocity 1 mm/s after the Stokes law), with a bulk initial concentration 
of 0 (clear water), 4, 8 g/1. 

At very low concentration (fig. 6), the profile is in equilibrium (U2 ~ 0) and 
the relative velocity Vr given by the model corresponds to the Stokes value (-1 mm/s). 
For the latter case (8 g/1), classical equilibrium profiles cannot be sustained, and the 
initial profile completely collapses, with volumetric concentration up to 0.60 near the 
bottom for the final profile (expressed in massic concentration on fig. 8); hindered 
settling is very pronounced, at such concentrations (fig. 7). Concerning the liquid 
phase, the classical logarithmic profile of velocity in clear water is modified by the 
presence of sediment, with a kink located at the level where the concentration strongly 
increases downwards (fig. 8). From all the tests performed, the effect of the presence 
of particles on the turbulence of the flow appears to be noticeable even at "low" 
concentrations, the order of 1 g/1. 

The role of floe size and floe density, which can be taken into account only in 
such models, is illustrated on fig. 9: this figure presents the vertical profile of 
concentration, obtained with a flow of 0.5 m/s, for an initial bulk concentration of 8 
g/1, for two sediments exhibiting the same settling velocity of 1 mm/s: 
- non cohesive sediment (sand) of density 2650 kg/m3 and diameter 31 u, 
- the same mud floes as before of density 1070 kg/m3 and diameter 160 u. 

The Stokes law gives, for the two sediments a settling velocity of 1 mm/s. 
However, they behave completely differently: sand settles rapidly to the bed, whereas 
mudflocs form a mobile suspension (fig. 9). The volumetric concentration for floes is 
of the order of 0.10 to 0.50, against 0.01 to 0.05 for sand, in order to have the same 
massic concentration: this induces hindered settling for floes, the water has difficulty 
to escape between the falling floes, as nearly half of the volume is occupied by the 
floes. Thus, the two-phase flow approach points out that the floe size might play an 
important role in the generation of fluid mud layers; massic concentration and settling 
velocity are not sufficient to explain the phenomenon (they are the same for the two 
sediments). Floe size and density, volumetric concentration seem more appropriate 
than settling velocity and massic concentration. 

In the near future, the two-phase flow model shpuld offer the possibility to 
study aggregations and break-up of floes as a function of the level of turbulence, 
through a further equation (14) on the number of floes already included in the model, 
provided information is available on rp. 

Last but not least, Wallis (1969) first emphasized the analogy between two- 
phase flow and classical consolidation equations, by adding in the momentum balance 
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equation the interparticle stress , the so-called "effective stress" in consolidation 
theories, which appears as Tk,;j in (9). 

Adressing the proper parameters (floe size and density, rate of aggregation and 
break-up, effective stress) to describe cohesive sediment processes, the two-phase 
flow approach should help to reduce empiricism in commonly used formulae and 
encourage further experimental work on these parameters 

Conclusion 

Today, a new generation of models, such as Reynolds stress models and two- 
phase flow models has become available in the industrial domain and we have 
attempted to apply the most recent ideas and concepts to cohesive sediment laden 
flow. The philosophy was to represent the hydrodynamics, turbulence and flow 
sediment interaction in the most accurate way, and, if possible, to get a new 
understanding of the physical processes in return. 

Results provided by the Reynolds stress model show a strong damping of 
turbulence leading to significant deformation of the mean velocity, concentration and 
shear stress profiles, when compared with the clear-water ones. According to (6), for 
a given flow, stratification directly depends on the water depth, the sediment 
concentration and the settling velocity. The strong effects obtained here for 
"macroflocs" with ws = 1 mm/s would then be reduced accordingly for settling 
velocities 10 or 100 times lower. 

In the two-phase flow approach, the physical processes of cohesive sediment 
are analysed and modelled as flow sediment interaction. This model enables modelling 
of the vertical profile of concentration from the free surface down into the bed without 
any definition of the bed water interface, as cohesive sediment processes are treated 
internally. 

Henceforth, the formalism of these turbulence models offers a rigorous 
framework to study in a unified way the processes of mud transport or sedimentation. 
Empiricism in the formula commonly used in cohesive sediment transport modelling 
could be reduced thanks to these better representation of flow-sediment interactions, 
and predictability of the models consequently increased. 
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CHAPTER 219 

Mechanism of Sediment Transport around a Large Circular Cylinder 

Takao Toue1 

Hidehiro Katsui2 

Kazuo Nadaoka3 

ABSTRACT 

Mean currents have impotant roles in sediment transport. The mean currents around a 
large circular cylinder are carefully measured. The theoretical mass transport rate is 
verified experimentally, and the movement of sediment on a flat and smooth bed can 
be numerically simulated well. On the contrary, the currents on sand ripples are quite 
different with the theoretical value. The currents are caused by the interaction of the 
return flow and the mass transport on sand ripples. 

INTRODUCTION 

Bathymetric changes and scouring around a large circular cylinder have been 
studied by Ranee (1980), Saito et al (1990), and Katsui and Toue(1988). Fig.-l(a) and 
(b) are examples of the bathymetric changes around a large circular cylinder 
presented by Katsui (1992). The wave height is 10cm, and the wave periods are 1.0s 
and 2.0s and the water depth is 0.3m. In front of the circular cylinder, the feature of 
bathymetric change is same as that in front of a vertical structure, i.e., the scouring and 
accretion occur alternatively. The side of the cylinder is always accretion area 
irrespective to the wave period. According to Katsui et al(1990), this type of changes 
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(b) T=2.0s, H=10cm and duration time =120min. 
fig.-l Bathymetric Changes around a Large Circular Cylinder 

is called N' type scouring. In N' type scouring,  the sediment transport rate must be 
maximum where the gradient of sheer stress is maximum. The mechanism of N' type 
scouring, however, is not understood well. 

Saito et al (1988) simulated these particular changes numerically, but the 
simulation could not explain the experimental results well probably due to the poor 
understanding of the mean currents. In their simulation, the mean currents around a 
cylinder are consist of two different types of currents. One is the mass transport, and 
the other is the current due to the gradient of radiation stress. The calculated currents, 
however, are not verified experimentally. 

To understand the mechanism of sediment transport around a large circular 
cylinder, the mean currents should be clarified first. The purposes of this study are to 
examine the mean current around a large cylinder and its influence on the sediment 
transport. 

EXPERIMENTAL PROCEDURE 

Fig.-2 is the experimental set up. The length of the wave basin is 35.5 m and 
width is 17m. The water depth, h, is always 0.3m. The wave height, H, is 10 cm, and 
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fig.-2 Experiment Set Up 

wave periods, T, are 1.0s and 2.0s. The diameter of the circular cylinder, D, is 1.17m, 
thus the ratios of the diameter to wave length are 0.85 and 0.36. Two types of bed 
conditions are tested. One is a flat smooth bed and the other is the bed with sand 
ripples (ripple bed). In making the ripple bed, a flat movable sand layer with 5 cm 
thickness is formed, and then after the ripples form in the all surface by waves, the bed 
is fixed by cements. To measure the mean currents on the smooth bed in the boundary 
layer, polyethylene beads are used. Their diameter is 1 mm and the gravity ratio is 
1.02. A number of beads are placed on the smooth bed, and the movements of beads 
are observed by the video and the photograph. The movements of sands are also 

observed. The sands are fine silica sands and their median diameter, d50, is 0.15 mm. 
Mean currents are also measured by the elctro-magnetic velocity meter and LASER 
Doppler velocity meter. The currents are measured at every 30 cm horizontally, and 
20,15,10,5,3 cm above the bottom. Table -1 summarized the experiment condition and 
the experiment cases. 

MEAN CURRENTS ON SMOOTH BED 

1) Observation of Movement of Polyethylene Beads 
Photo -1(a) shows the movement of polyethylene beads on the smooth beds 

for easel. The beads in front of the cylinder gather in semi-circular lines which 
are coincide to the positions of the standing waves. The beads disappear at the side 
of the cylinder. All particles, however, are flown to the shore ward finally. Photo - 
1(b) is for case 2. The beads move more dramatically. Just after the waves reach the 
experimental area, all beads in front of cylinder move to the direction of waves. 
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Table -1 Experiment Condition and Cases 

case name wave height 

H(cm) 

wave period 

T(s) 

water depth 

h(m) 

bed condition 

case 1 

case 2 

case 3 

case 4 

10.0 1.0 0.3 smooth 

10.0 2.0 0.3 smooth 

10.0 1.0 0.3 ripple 

10.0 2.0 0.3 ripple 

WAVE 

WAVE 

(a) T=1.0s H=10cm t=l min. 

(b) T=2.0s H=10cm t=l min. 
Photo-1 Movement of Polyethylene Beads around a Large Circular Cylinder 
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Simultaneously, the beads at the side of the cylinder also disappear. The shape of the 
disappearance is heart like. Within 3 or 4 minutes, they disappear completely. 
2) Mass Transport Rate around a Circular Cylinder on the Smooth Bed 

According to Carter et al (1973), the mass transport rate at the outer edge of 
the boundary layer is given by eq. (1) and (2) in the cylindrical coordinate. 

U = 
4co 

•Re F5U J auv 

ar 
+F6- 

VJ3U, 

ae 
+ F 

UJdVw 

99 
+ UW (1) 

4© 
-Re (2) 

where U, V is the mass transport rate including Stokes' drift in the direction of r and 
6 respectively, Uw and Vw are the velocity of wave component at the outer edge of 

the boundary layer and * means the complex conjugate. F5,F6 and F7 are the complex 

F5 = -3 + 5i ,F6 = -1 + 2i ,F7 = -2 + 3i (3) 

constants, and given by eq. (3). 
3) Numerical Simulation of Movements of Polyethylene Beads 

If the beads are assumed to be moved by the mass transport rate, the movements 
of beads are simulated numerically. Fig. -3(a) and (b) are the results of the simulation 
for case 2. The simulations agree with the experimental results very well. In other 
words, this is the experimental verification of the theoretical mass transport rate. 

MOVEMENT OF SAND PARTICLES ON SMOOTH BED 

1) Observation of Sand Particles on Smooth Bed 
The mass transport rate on smooth bed is clear now. Next, the movements of sand 
particles are examined. The same procedure as that of the experiment for polyethylene 

beads is used. Photo -2 (a) and (b) is the movement of sands for case 3 and case 4. In 
the photos, the black part is the place where sands disappear and the white part is the 
place where sands deposit or do not move. In other part, sand ripples form. The photos 
were taken after 30 minutes wave duration. 

In case 3, sands in front of the cylinder gather at the position of the loop of the 
standing waves, and disappear at the node of the standing waves. In case 4, however, 
sands gather at the loop and disappear at the node. The sands at the side of the cylinder 
disappear for both cases. 
2) Numerical Simulation of Sand on Smooth Bed 
The motion of sands on the smooth bed can be given by eq. (4) and (5). 
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Fig.-3 Numerical Simulation of Movement of Polyethylene Beads 

dxs -=us dt 

^=     3C*     |u-uju-us)+    1   dUw i  C"   dlLfc-fcL^ 
dt     4d(s+Cm) s+Cm dt     s+Cm dt    s+Cm 

(4) 

(5) 

where usis the sand particle velocity, u is the velocity of the fluid and over bar means 

a vector quantity. Cd is the drag coefficient, Cm is the added mass coefficient and fi 

is the friction coefficient. Cd and Cm are 0.5. The friction coefficient at rest is 0.6 and 
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(a)T=1.0sH=10cmt=600s 

(a) T=1.0s H=10cm t=2220s 

Photo-2 Movement of Sands on Smooth Bed 
changed to 0.1 when sands start to move. The height of the position ,zo which the 

fluid acts on the particles is the half of sands diameter, i.e., 0.075mm. u is given by 

eq.(6) and (7). 

U =U]  +u2 (6) 
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ui = Re[uwF1©exp(-icot)],% = Zo/8 

F1©=l-exp[-(l-%] 

(7) 

(8) 

where u2 is the mean current, S is the thickness of the boundary layer . Ft is given 

byeq.(8) 

Fig.-4 is the trajectory of the sand particles in the simulation. The wave height is 
10cm, and wave period is 1.0s. The initial position is x=-0.585m, y=0.676m, where the 
origin of the coordinates is the center of the circular cylinder, x is the positive toward 
the direction of the wave propagation. The sands move along the elliptic line changing 
the mean position toward the center of the cylinder. This movement is the same as the 
observation. Similar simulation was done by many researchers, such as Hino et al 
(1982) and Irie et al(1984) for one dimensional sands movement. In one dimensional 
simulation, sands stop when the velocity is very small. But, since the velocity in the 
both directions of x and y are not small simultaneously in three dimensional case, the 
sands which start to move do not stop. The simulation for all particles around a 
cylinder is shown in fig.-5(a) and (b). The results of the simulation agree with the 
experiment qualitatively. Some differences are due to the sand ripples which is not 

0.68 

0.57 

Fig.-4 Trajectory of Sands Movement in Numerical Simulation 
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Fig.-5 Numerical Simulation of Sands Movement 

included in the simulation. Important findings are the sand particles disappear at the 
side of the cylinder both in the simulation and the experiment. In other hand, the side of 
the cylinder is always accretion area in the bathymetric change experiment (see fig.- 
1(a) and (b)). 

MEAN CURRENTS ON RIPPLE BED 

1) Observation of Movements of Polyethylene Beads 
Photo-3 show the movements of polyethylene beads on the ripple bed after 30 

minutes wave action. The difference between the movement on the smooth bed and the 
ripple bed is clear. In the case of the smooth bed, the beads are disappear within 3 or 4 
minutes. On the contrary, the beads on the rippled bed remain there for more than 30 
minutes. By careful observation, some particular movements of beads are found. The 
beads at the side of the cylinder move to the down drift side near the bed, but change 
the direction when the beads go up to the 3 to 5 cm above the bed. This imply the 
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Photo -3 Movement of Polyethylene Beads on Sand Ripple (T=2.0s ,H=10cm) 

vertical distribution of the mean current might have some important role in this 
movement 
2) Mean Current around a Circular Cylinder 

The mean currents measured by the electro-magnetic velocity meter is shown in 
fig-6. The currents in the upper layer go to the opposite direction of wave 
propagation. The currents in lower layer go from the rear of the cylinder to the side of 
the cylinder, therefore the beads would have gathered at the side of the cylinder in 
Photo 3. 

The velocity of the currents is about 5 cm/s. As long as the wave basin is closed 
in the experiment, there must be a return flow. The order of the return flow is estimated 
to be about 5cm/s. Thus, the current in the upper layer might be a return flow. The 
current in the lower layer is more complicate. More detailed measurement by LASER 
Doppler velocity meter is carried out at the side of the cylinder. The vertical profile is 
illustrated in fig.-7 with theoretical value. The measured current is quite different with 
the theoretical current both its value and direction. 

Since the theory is for the mass transport in the laminar boundary layer on the 
smooth flat bed, the differences are not surprising. Furthermore the theory does not 
consider any significant currents like a return flow outside the boundary layer. This is 
not so important when the boundary layer is very thin like that on smooth beds. When 
the boundary layer is considerably thick like that on sand ripples, the effects of the 
return flow must be considered. Consequently, to know the mean currents around a 
large circular cylinder, a theory for the mass transport on sand ripples must be 
developed taking into account of the effects of a return flow . 
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Fig.-6 Mean Currents around a Large Circular Cylinder 

CONCLUDING REMARKS 

The following conclusions are made; 
1) The mass transport around a large circular cylinder on the smooth bed are verified 
experimentally. 
2) The sand movements around a large circular cylinder on the smooth bed are 
explained by the numerical simulation well. 
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Fig.-7 Vertical Distribution of Mean Currrent 
3) The mean current on the sand rippled are clarified by the experiment. 
4) To know the mean current, theory for the mass transport on sand ripples   must be 
developedtaking into account of the effects of a return flow. 
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CHAPTER 220 

Siltation Study in a Long Approach Channel 
on Large Scale Muddy Tidal Flat 

Hiroichi Tsuruya1, Kazuo Murakami1, 
Isao Irie2 and Kazumasa Katoh1 

Abstract 

Siltation mechanism in a 14km long approach channel on 
large scale muddy tidal flat is studied based on field investiga- 
tions and numerical simulation. Natural conditions such as river 
discharge, waves, tides, tidal currents, and bed materials were 
measured over one year. The morphological change shows some 
relations with the grain size distribution of bed materials and 
current flow patterns. The net movement pattern of bed materi- 
als in the muddy tidal flat is given by the analysis of the field 
data. From the numerical simulation, it is revealed that the 
resuspended bed materials by waves from the surrounding tidal 
flat play an important role in the siltation process of the 
approach channel. 

1. Introduction 

Many riverine ports in Asian countries have long approach 
channels which connect the river mouth with offshore through a 
muddy flat. The study on the transport mechanisms of fine sed- 
iments in estuaries is important to develop measures for the 
reduction of siltation releasing a port management body from 
high maintenance dredging cost. In the world, there are many 
estuaries and ports which suffer from siltation, and field investi- 

1 Port and Harbour Research Institute, Ministry of Transport, 
1-1, Nagase 3 Chome, Yokosuka, 239 Japan 
" Kyushu University, Dept. of Civil Engineering, 6-10-1, Hako- 

zaki, Higashi-ku, Fukuoka, 812 Japan 
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gations have been conducted to understand the mechanism of 
high concentration mud movement (e.g., Leussen and Velzen 
1989, Costa and Mehta 1990). Typical field investigations have 
been made for the siltation mechanisms in a monsoon-dominated 
coasts (Terwindt et al. 1987, Hoekstra et al. 1988). 

In the present study, systematic field investigations were 
conducted in the port of Banjarmasin in South Kalimantan of 
the Republic of Indonesia. 

The siltation mechanism on a large scale muddy tidal flat is 
investigated based on the field data. A numerical simulation is 
used to obtain detailed information on external forces which 
govern the siltation and the sources of materials deposited in the 
channel. A practical method to estimate the annual amount of 
deposition volume is also presented. 

2. Natural Conditions 

Field   investigation   was   conducted  from   10th   September, 
1988 to 10th September, 1989.   Figure 1 shows the map of the 

Ho chi mint. /} C^ (H." 
^(SOUTH   CHINA   SEA) VS/" 

^|a
tP°re (KALIMANTAN)   JSULAWESI O ' 

Banjarmasin ..(^ / 

^ <?': 
ca ^TIMOR 

114*20' 
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Table 1 Averaged Wave Conditions 

Season H(m) T(s) Direction 

Rainy 0.58 4.0 S15° W 

Dry 0.43 3.5 S10° W 

85days 0.41 3.5 S15° W 

investigation site. The port of Banjarmasin locates 26km 
upstream from the mouth of the Barito River. The size of the 
approach channel is 14km in length and 60m in width. In spite 
of the annual dredging (2~3 million m3/y), the planned water 
depth 6m is scarcely maintained. The river mouth is character- 
ized by the formation of the large fine sand deposits on both 
sides of the approach channel. Waves, tides and winds were 
measured for one year. Measurements of tidal currents, saline 
wedge, turbidity, river discharge, etc. were also conducted. 

10000 

Fig.2 Time Variation of River Discharge and 
Water Surface Elevation at Pilot Station 
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From the measurements of river discharge, it can be said 
that the river discharge in the dry season (from April to Sep- 
tember) is less than 1,000 m3/s and in the wet season (from 
October to March) is more than 4,000 m3/s. 

Waves were measured at St.l near the entrance of the 
approach channel at the water depth of 6m for 1 year continu- 
ously at every 2 hours with an ultra-sonic wave gauge. The wave 
directions were determined by wind directions measured at the 
pilot station for wave periods less than 3 seconds, and by water 
particle movement directions for wave periods longer than 3 
seconds. The averaged significant wave heights, wave periods 
and energetically weighted wave directions in each season are 
summarized in Table 1. In the table, the "85 days" shows the 
intermission period of dredging during which the actual deposi- 
tion rate in the channel is estimated for the calibration of the 
numerical simulation of siltation. 

Tide is a basic factor in determining water level changes and 
currents in an estuary or coastal area. A tide gauge was set at 
the pier of the Pilot Station. According to the harmonic analysis 
of tides, the diurnal component Kx is the largest, and the semi- 
diurnal component M2 is the second largest. In the numerical 
simulation of deposition, the tidal level which is composed of Kx 
and M2 components is taken as the representative value. In the 
calculation, it is assumed that the periods of Kx and M2 com- 
ponents are just 24 hours and 12 hours, respectively. A typical 
time variations of the river discharge and the water surface 
elevation in a day is presented in Fig.2. 

Tidal current observations were carried out at eleven sta- 
tions with electro-magnetic current meters. The measuring sta- 
tions are expressed in Fig.9 which will be shown later. 

Another current observations were carried out by tracking 
the movement of drogues. This method is convenient to grasp 
the flow pattern briefly. Several drogues were released at the 
river mouth at high tide, then the observers follow each drogue 
position from the boat. The measured results will be shown in 
Fig.ll. These current data are used for the calibration of tidal 
current simulation. 

Bed material samplings were carried out in and around the 
approach channel. The total number of sampling points are 26. 
An example of the composition of bottom, materials is shown in 
Fig.3. In the figure, bottom materials are classified into gravel ( 
d>2mm ), sand ( 0.074<d<2mm ), silt ( 0.005<d<0.074mm ), 
and clay ( d<0.005mm ). 

At stations C, H, L, O and Q, the bottom sediments mainly 
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Fig.3 Composition of Bottom Materials 

consist of sand and silt, and the sand content is nearly 50% or 
more than 50%. At other stations, the bottom sediments mainly 
consist of clay and silt. From the results of field observations, 
bottom sediments around the approach channel are generally 
composed of fine silt materials, except at the tidal flat near the 
river mouth (Sts. C and H), and other three offshore areas 
beside the approach channel (Sts. L, O and Q). 

3. Numerical Simulation 

3.1 Grid Arrangement 

A three dimensional eight-layered level model with nested 
grids is used in the calculation (Tsuruya et al, 1990). The area 
for calculation is 40 kmX50 km. The width of the approach 
channel in the present condition is 60 m.   The length of it, on 
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the other hand, is 14 km which is about 230 times greater than 
the width. For the accurate estimation of the deposition rate in 
the approach channel, the small grid size is preferable. In the 
direction of the width, at least two grids must be placed in the 
approach channel. We can then set the transverse grid size as 
30 m. As the square grid is unrealistic because of the require- 
ment of tremendous number of grids, the longitudinal size is set 
to be ten times greater than the transverse grid size. Moreover, 
the area for calculation is divided into three areas with respect 
to grid sizes, that is 270 X 2,700m, 90 X 900m, and 30 X 300m for 
each area from the first to the third, respectively. In the calcu- 
lation the water depth is vertically divided into eight layers. 

3.2 Tidal Currents 

An example of the calculated tidal current distribution for 
the first layer (from -0.5m to 1.6m measured from the datum 
level) of the second and the third area is shown in Fig.4. The 
time is 18 hour from the high tide as shown in Fig.2. The 
current vector distributions can be understood that the repro- 
duction of current patterns in the numerical model is well in 
terms of the S-shaped bend of ebb currents (also see Fig.ll). 

3.3 Deposition Rate during Intermission Period of Dredging 

The actual deposition rate in the approach channel can be 
estimated from the siltation volume measured with an echo- 
sounder. Dredging works were stopped from February 28th to 
May 24th 1989 for the measurement of natural mud deposition 
in the channel. Soundings were performed in the narrow area 
surrounding the approach channel. The duration of the inter- 
mission period of dredging was 85 days. 

The measured volume of deposition in the channel within 
this period is shown in Fig.5 for both frequencies 210 kHz and 33 
kHz. The Spot number 0 corresponds to the offshore side of the 
channel. The volume in the figure are not directly related to the 
substantial deposition volume to be dredged because the meas- 
ured depth by echo-sounder varies considerably with the fre- 
quency adopted and density of the fluid or mud. 

The substantial deposition rate in dry weight of materials 
per unit area is necessary in comparing the actual and calculated 
deposition rates. Therefore, the vertical distribution of water 
content of mud which was estimated by sampling is related to 
the    echo-sounding    and    lead    tests    to    get    the    substantial 
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deposition rate. Figure 6 shows the measured and assumed vert- 
ical distribution of water content. The percentage of water con- 
tent 110% corresponds to the bulk density about 1.45g/cm3. 
The water content near the bed which was detected by 33kHz 
echo-sounder was 110.3% and the level here was almost coin- 
cident with that measured by the lead. Around the level meas- 
ured with the 210kHz echo-sounder, the sample showed high 
water content at 1,260.4%. At the end of the intermission 
period of dredging, the level which was detected by 33kHz echo- 
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Fig.4 Current Vector Distribution (at 18:00, 1st layer) 
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Fig.6 Measured and Assumed Water Content of Mud 

sounder increased from the initial level. This means the sub- 
stantial bed shoaling. Based on the data stated above, we 
assume the vertical distribution of water content W (%) in the 
approach channel as shown in the right hand side of Fig.6. 
From the assumption we can estimate the substantial deposition 
rate. The estimated substantial amount of deposition during the 
intermission period of dredging (85days) is shown in Fig.7 as a 
histogram. The measured deposition volume is converted to that 
having the water content of 110%. For this value, the wet bulk 
density of soil is 1.45 t/m3 which is the same as that of the in 
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140 

Fig.7 Observed and Calculated Deposition Rate 

situ dredged soil.   The total amount of deposition in 85 days 
thus estimated is 733,000 m3. 

To calibrate the model, the deposition rate in a day is calcu- 
lated with a super-computer under the measured natural condi- 
tions such as the river discharge (3,500m3/s), concentration of 
suspended solids of the river water (50mg/Z), waves (i71/3=41cm, 
T1/3=3.5s), etc. The calculated deposition rate in 85 days is 
obtained by multiplying 85 by the calculated deposition rate in a 
day. It can be directly compared with the measured one as 
shown in Fig.7. Their distribution patterns agree well each 
other. 

4. Results and Discussion 

After the calibration of the present model is completed, the 
deposition rates during the rainy and dry seasons can be 
estimated with the corresponding natural conditions. Wave 
direction, significant wave height and period are statistically 
analyzed for the rainy and dry seasons as already shown in 
Table 1. The river discharge is given by the field observation as 
5,000m3/s for the rainy season and l,500m3/s for the dry sea- 
son. The thick line which is illustrated as "Total" in Fig.8 shows 
the calculated deposition rate for the rainy season of which 
duration is 182 days. 
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To investigate the source of deposited materials in the chan- 
nel, the direct contribution from the river is estimated by simu- 
lation under the assumption of the fixed bed condition in the 
tidal flat and the approach channel, so that only the sediments 
from the river are the source of deposited materials. As no ero- 
sion in the approach channel is allowed in the calculation of the 
fixed bed condition, the deposition rate on the onshore side at 13 
~-14km is larger than that of the total deposition rate. Although 
the rate of deposition is not a linear function of the concentra- 
tion of mud for the free settling region, the difference between 
two curves in Fig.8 approximately correspond to the settled mud 
which is resuspended by waves from the surrounding tidal flat. 
From Fig.8, it can be concluded that the direct contribution 
from the river is not large except near the river mouth and the 
resuspended bed materials by waves from the surrounding tidal 
flat play an important role in the siltation process of the 
approach channel which is constructed in a large scale muddy 
tidal flat. 

The hodographs of tidal currents in terms of the mean velo- 
city and K1+M2 components (50cm above the sea bed) are 
shown in Fig.9. The numbers of the hodographs correspond to 
the time from the high tide. The tidal current vector in the 
west flat (west of the main stream) rotates clockwise and the 
hodographs show round shapes. In the east flat, on the other 
hand,   they   rotate   anticlockwise   and   show   long   and   narrow 
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Fig.9 Hodographs of Tidal Currents and Sediment Movements 

shapes. As the diurnal constituent Kj is dominant here, the sur- 
face elevation rj varies with time as schematically shown in Fig.9. 
The tidal level given here is somewhat different from that in 
Fig.2. In general, when 77 is low or during low tide (5—18hr), 
the sea bed in the tidal flat is influenced considerably by waves 
because of the high orbital velocity and the rate of erosion from 
the bed is larger than that of the high tide. The tidal currents 
during the low tide in the west fiat are dominated by westward 
currents, whereas during the high tide that are dominated by 
eastward currents as shown in Fig.9. As a result, the net tran- 
sport of sediments in the middle part of the west flat is from the 
south-east to the north-west according to the current direction. 
The dominant wave direction is south-west and the sediment 
movement in the west flat is directed to the north-east direction 
because of the mass transport by waves and asymmetric charac- 
teristics of tidal currents. The directions of the net transport of 
bed materials expected from the above consideration are shown 
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in Fig.9 as the arrows with the thickness roughly showing the 
transport quantity. 

Morphological change during 84 years is analyzed by com- 
paring the Chart around 1905 with the surveyed sounding data 
in 1989. In Fig.10, accretion and erosion areas more than 60cm 
are shown as the thin contour lines. Near the river mouth, typi- 
cal accretion can be found in the west side of the channel. In 
the east side near the river mouth, on the other hand, erosion is 
dominant. At the offshore side of the channel, erosion also can 
be found in the west side of the channel. In the east side near 
the river mouth, on the other hand, erosion is dominant. At the 
offshore side of the channel, erosion also can be found in the 
west bank. The thick contour lines in the figure show the hor- 
izontal distribution of the median diameter of bed materials. 
There are four distinct peaks for the median diameter contours. 
In the west bank of the approach channel, there are two peaks 
and the maximum values are greater than 1000/im. In the east 
bank, on the other hand, the maximum values (940/xm and 
510/im) are slightly smaller than that of the west bank. Figure 
11 shows the loci of drogues which represent the surface current 
and calculated velocity distribution at the third layer (from 1 to 

',* >?7=—: «n 

%. !'o„ 

Fig.10 Morphological Change and Grain Size Distribution 
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Fig.ll Measured Loci of Drogues and Calculated Flow Pattern 

1.5m below the datum level) at an ebb tide. The loci of drogues 
are shown as thick solid arrows. From Figs.10 and 11, it can be 
thought that the west bank near the river mouth is formed by 
deposition of coarse sand which is carried from the river because 
of the sudden decrease of the current speed in this area and of 
the eastward longshore sand transport due to waves attacking 
from the dominant SW direction. The eroded area in the east 
part of the river mouth is formed by the strong current which is 
directed to the east direction from the river mouth, and only 
coarse sand which resist the strong tractive force can exist in 
this area. The accretion areas, therefore, are formed offshore 
side in the east bank. The erosion area in the west offshore side 
will be formed by the continuous wave attack. 

5. Conclusions 

The substantial transport direction of fine sediments on the 
large  tidal flat  was  investigated based  on the field  data and 
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numerical simulations. The net transport of sediments is from 
the south-east to the north-west in the middle part of the west 
flat. Finally, the sediment movement in the west flat is directed 
to the north-east direction because of the mass transport by 
waves and asymmetric characteristics of tidal currents. 

From the numerical simulation, it is revealed that the 
resuspended bed materials by waves from the surrounding tidal 
flat play and important role in the siltation process of the 
approach channel. 

Current velocity and waves play an important role in the 
formation of large scale muddy tidal flat. 
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CHAPTER 221 

MODELLING OCEAN WAVES IN THE COLUMBIA RIVER ENTRANCE 

L.A. Verhagen1'2, L.H. Holthuijsen1 and Y.S. Won1 

Abstract 

Observations by Gonzalez et al. (1984) and Gonzalez (1984) of swell penetrating 
the entrance of the Columbia River provide an excellent opportunity to test linear 
wave theory for wave - current interactions. In the present study a two-dimensional 
wave model for short-crested waves based on the linear wave theory is used. The 
model includes the propagation effects of currents and also generation and 
dissipation of the waves. The results agree fairly well with the wave observations 
in the river entrance, in spite of an uncertainty in the bathymetry and currents. 
Numerical experiments show that waves from westerly directions are focused in the 
entrance by refraction on a bar in front of the entrance and that current induced 
wave guide effects enhance this focusing in ebb conditions. 

Introduction 

Swell entering the Columbia River (United States west coast) may amplify 
considerably due to bottom and current effects. Gonzalez et al. (1984) and Gonzalez 
(1984) acquired observations in the river entrance which provide an excellent 
opportunity to study wave-current interactions. To compute the wave field, the 
same authors used a one-dimensional model for monochromatic, long-crested 
waves. Later, Rao (1990) used a two-dimensional model for random, short-crested 
waves. However, neither model takes the two-dimensional current structure into 
account nor generation and dissipation of the waves (except that the wave height or 
spectrum has an a priori imposed upper limit). In this study we use a model that is 
based on linear wave theory for short-crested waves with energy sources and sinks 
(in particular bottom and current induced wave breaking and bottom dissipation). 
It is a two-dimensional model that computes the two-dimensional wave field so that 
the two-dimensional structure of the wave field can be related to features in the 
bottom and current field. The effects of bottom and current induced refraction are 
addressed explicitly. 

1 Delft University of Technology, Stevinweg 1, 2628 CN, Delft, the Netherlands, 
2 presently at University College, Australian Defence Force Academy, Campbell, 

Australia 
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Observations 
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The Columbia River entrance is located on the Pacific east rim at the west coast of 
the United States of America (see Fig. 1). It is a rather energetic region with high 
waves (in one of the observed cases the significant wave height of the swell was 
about 6.5 m) and an average river discharge of 10,000 m3/s and peak discharges 
of more than 40,000 m3/s. On the average 850 search and rescue missions are 
conducted and about 10 lives are lost per year (Gonzalez 1984). 

Fig. 1 The tracks of the two swell generating storms of this study. The box 
indicates the location of the Columbia River entrance. 

Gonzalez (1984) and Gonzalez et al. (1984) observed swell that was generated in 
two severe storms in 1979 and 1981. From local observations at the Columbia 
River entrance and weather maps Gonzalez (1984) concluded that the first 
generating storm was a storm moving in a few days across a fair distance in the 
northern Pacific due west of the Columbia River entrance. The second storm was 
analyzed by Gonzalez et al. (1984) and they concluded from weather maps that it 
was a storm relatively nearby, moving from an offshore position to the Canadian 
coast. The tracks of these storms are schematically indicated in Fig. 1. 

The bathymetry of the Columbia River entrance that we used in this study is given 
in Figs. 2 and 3. It is based on a map from 1983 (US Army Engineer District 
Portland MC-1-543) for the region seaward from the jetties (outer region) and a 
map from 1966 (C&GS 6151) for the region up-river from the jetties (inner region). 
These maps may not properly represent the bathymetry during the observations. In 
fact, in the outer-region we found considerable differences with the 1966 map (of 
more than two meters in depth near the south end of the "bar", see Figs. 3a and 
3b). The map that we finally used for the outer region (the 1983 map, Fig. 3a) 
seems to be the closest in time to the observations that were available to us (see 
acknowledgements). The inner region is regularly dredged and we therefore assume 
that the bathymetry there has not changed dramatically over the years. To 
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investigate the effects of this uncertainty in bathymetry we will show results using 
the map from 1966 for the outer region (Fig. 3b). 

Fig. 2 The large scale bathymetry off the Columbia River entrance. The box 
indicates the region shown in Figs. 3 and 5. 

From the observations we selected a young-swell case and an old-swell case. The 
young swell arrived on 12 September 1981. It had been generated in a storm 
moving to Canada a few hundred miles north-west from the Columbia River 
entrance in the period 8-10 September. The incoming significant wave height and 
the mean wave period were observed with a wave buoy (NOAA data buoy 46010, 
located about 10 km offshore) to be 2.8 m and 8.6 s (ebb case, 16:00 PST) and 7.8 
s (flood case, 11:00 PST) respectively. We estimate the mean wave direction from 
the Side-Looking Airborne Radar (SLAR) images in Gonzalez et al. (1984) to be 
290° true North. We estimate from the angle of view from the Columbia River 
entrance to the width of the generating storm area that the directional spreading of 
the waves was 13° (directional standard deviation of the directional energy 
distribution). In the river entrance a drifting waverider buoy measured the wave 
field (tracks shown in Figs. 3c and 3d). The old swell arrived at the location during 
the period 15-20 October 1979. It had been generated 9 days before in a severe 
storm in the northern Pacific moving from the date line towards the location. On 
October 19 at 16:00 PST the incoming significant wave height and the mean period 
were observed with a deployed waverider buoy to be 4 m and 15 s respectively. 
Gonzalez (1984) estimated the mean wave direction from the time development of 
the locally observed peak frequency and weather maps to be 270° true North. The 
directional spreading we estimate with the same technique as above to be 6°. The 
waves in the entrance were observed near buoy 8 with a waverider buoy (see Figs. 
5c and 6). 
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Wave and current models 

The wave model Hint we used (the HISWA model, Hollhuijsen et al., 1989) is 
based on a parameterization of the spectral balance of wave action (defined as wave 
energy divided by relative frequency). In the absence of a mean current it reduces 
to a parameterized energy balance. The parameterization is based on the 
presentation of the waves with a spectrum that is discrete spectral in the directions 
and parametric in the frequencies. This implies that the spectral representation of 
short-crestedness of the waves is maintained. All propagation in the model is based 
on linear wave theory while the sources and sinks are parametric representations 
of wind growth, wave breaking (whitecapping and surfing), bottom friction and 
blocking due to counter current. The model computes the spatial variation of this 
spectrum by integrating the local effects of wind, bottom and currents while 
propagating with the wave components on a regular grid covering the computational 
area (identical to the total area of Fig. 2 with 250 m resolution). Refraction is 
modelled as a continuous directional shifting of wave action in spectral space. For 
coastal regions the propagation time through the area is small compared to the time 
scale of wind and current variations. Time has therefore been removed as a 
variable. In the present study with swell in a coastal region, the only effective 
sources and sinks in the model are those representing wave breaking and bottom 
friction. 

The tidal model which has been used (the DUCHESS model, Booij, 1989) to 
simulate the ebb and flood flow in the Columbia River entrance is based on the 
two-dimensional shallow water equations. It includes hydrostatic and atmospheric 
pressure gradients, bottom and wind stresses, Coriolis force and horizontal eddy 
viscosity. The inclusion of nonlinear terms such as advective acceleration, viscosity 
and stresses makes DUCHESS a nonlinear tidal model. 

Results 

To drive the tidal model, the tidal constituents at the open ocean boundary and at 
Tongue Point (up-river boundary in Fig. 2) were taken from standard tide tables 
(Admiralty Tide Tables). In spite of choosing a relatively low frictional coefficient, 
we were not able to reproduce the current observations of Gonzalez et al. (1984) 
and Gonzalez (1984). We therefore multiplied the magnitude of all computed 
current vectors with a constant factor to match the observed (corrected to depth- 
averaged) values (factor 1.08 in the young swell case (ebb), 1.50 in the young swell 
case (flood) and 1.23 in the old swell case (ebb)). The current pattern for the old 
swell case is shown in Fig. 3a for the 1983 bathymetry (and in Fig. 3b for the 1966 
bathymetry). The ocean wave boundary conditions were taken from the buoy and 
radar observations. 

The young swell case is considered first because the wave observations in this case 
provide some spatial information of the wave field in the Columbia River entrance 
and therefore provide a good test of the fidelity of the HISWA model. The wave 
field is computed with HISWA for one ebb case (12 Sept. 1981, 16:00 PST) and 
one flood case (12 Sept. 1981, 11:00 PST). The results for the ebb case are shown 
in Fig. 3c where also the track of the drifting buoy is shown. The maximum 
significant wave in the area is approximately 4.2 m. The HISWA results along the 
buoy track (and 250 m north and south of this track) are compared with the drifting 
buoy observations in Fig. 4. For the two up-river locations, the agreement seems 
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Fig. 4 The computed significant wave height for the young swell case compared 
with the buoy observations. Upper panel is ebb case, lower panel is flood 
case. The track of the buoy is shown in Fig. 3. 

to be fair, considering the spatial resolution of the model (250 m). For the one 
down-river location, there is no such agreement (observed 4 m and computed 2 m 
significant wave height). Considering the spatial distribution of the waves, it seems 
unlikely that a simple error in the location of the buoy is responsible for this 
discrepancy. On the other hand, a large error in the model is not very likely either 
considering the other results (below). The results for the flood case are shown in 
Fig. 3d and 4 (maximum significant wave height 3.5 m). Again, the results seem 
to be fair considering the uncertainty in bottom and currents. 

The old swell case is rather spectacular with a significant wave height of 4 m 
amplifying to nearly 6.5 m on the inner bar (near buoy 8). To inspect the physical 
processes to some extent we first show the HISWA results without currents and 
without bottom refraction effects (accomplished by de-activating the refraction terms 
in HISWA). The results are given in Fig. 5a. It is obvious that the remaining 
processes in the resulting quasi-one-dimensional situation (i.e. rectilinear 
propagation, bottom induced shoaling and bottom friction) do not affect the wave 
field considerably (maximum significant wave height of 4.6 m over the bar). When 
we add bottom induced refraction (still without current), the results are as shown 
in Fig. 5b. It is obvious that the bar concentrates wave energy in front of and 
between the jetties, probably by a caustic type refraction pattern. The maximum 
significant wave height is 5.8 m at the southern edge of the bar. If we finally add 
ebb currents to the situation we see from Fig. 5c that the current field enhances the 
waves further, probably by a wave guide effect (trapping of wave components 
around the centre of a counter current). The maximum significant wave height is 
now 6.25 m at the southern edge of the bar. There is a second maximum of 6.19 
m between the jetties near buoy 8 (Fig. 6). This secondary maximum differs only 
4.5 % from the observed 6.48 m of swell "near buoy 8" (quote from Gonzalez, 
1984). This is a surprisingly good agreement considering the uncertainty in the 
bottom and current fields used in the computations. To show the effect of this 
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uncertainty, we repeat the last computations with the bathymetry from the 1966 
map (and corresponding current field). The results are shown in Fig. 5d where the 
maximum significant wave height is 5.9 m (at the southern edge of the bar). 

Fig. 6 The computed significant wave height for the old swell case compared with 
the buoy observation near buoy 8 (copied from Fig. 5c). 

Conclusions 

The observations of Gonzalez et al. (1984) and Gonzalez (1984) seem to provide 
an excellent opportunity to test wave-current interactions within the linear wave 
theory. This linear wave theory is represented in the HISWA model and we find 
general agreement between the computational results and the observations. 
However, this agreement is better than one would expect considering the 
uncertainty in the bottom and current data used in the computations. 

Independent of this uncertainty we can conclude that waves approaching the 
Columbia River from the west are focused into the river entrance by bottom 
induced refraction. This focusing is further enhanced in ebb conditions by current 
induced refraction. 
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CHAPTER 222 

Sediment Transport in Dredged Trenches 

S. Opatha Vithana*,  MICE(Lond.), MIEAust. 

Abstract 

An attempt was made, using a 3-dimensional turbulent model 
coupled with a comparatively simple depth averaged sand transport 
model, to assess the computational feasibility of predicting sediment 
transport in a dredged trench, caused by a steady flow passing across 
the trench. A sophisticated computer software package was used to 
simulate 3-dimensional turbulent flow by the finite element method. A 
Profile Model, which discretized the transport process to enable 
sucessive computation of the flow field, was used for morphological 
evolution of the channel bed. A physical model was built and tested to 
validate the numerical models. 

1.0 Introduction 

An attempt to set up a mathematical theory of sedimentation 
should take into account both the character of the fluid motion and 
character of the sediment motion. The K-Epsilon model is considered^ as 
the best mathematical model available at present to represent turbulent 
flow. Any mathematical model to represent sediment transport should 
take into account the movement of sediment by both suspension and bed 
load. Movement of sediment in suspension is considered to be best 
described by the diffusion-convection equation. Therefore, if K-Epsilon 
model is coupled with the diffusion-convection equation together with 
a bed load formula one can expect a very good mathematical model to 
represent sediment transport. However, for long term morphological 
computations implying the successive computation of the flow field, the 
use of K-Epsilon model or the diffusion-convection equation is still 
not attractive because of the limitations of available computer 
resources. To overcome this problem various mathematical models have 
been proposed by combining the simplified diffusion-convection equation 
with comparatively simple flow models. 

In this paper an attempt made to assess the computational 
feasibility of solving this complex problem by using a 

* Superintending Civil Engineer, Sri Lanka Ports Authority, 
Colombo-1, Sri Lanka. 
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3-dimensional turbulent model coupled with a comparatively simple sand 
transport model is presented. 

2.0 Physical Model 

A physical model of the entry to a 
dredged navigational channel 
through a shelving coastline was j- 
built to simulate siltation 
effects. The flow and siltation 
conditions obtained from the 
physical model were used to verify 
the two numerical models which were 
under assessment. 

The plan view of the inlet area 
considered for study is the area 
enclosed by broken lines in Fig. 
1.0. Dimensions and isometric view 
of the flow domain are shown in fig.2.0. 

The slope of the bed in the transverse 
direction represents the gradient of the 
sea bed in the shore region. 

The bed consisted of fine to medium sand of 
almost uniform size with the characteristic 

OCEAN 

Fig.  1.0:  Area Considered 
for Detailed Study. 

diameters of:  d 10 150 torn. 240 urn, and 
u90 =  380 urn.  A continuous steady flow with 
a mean flow velocity of about 0.3 m/se< 
which was considered 
to be large enough 
to initiate movement 
of the sediment used 
in the experiment, i 
was maintained into     -<•'-. 
the model   during 
the  experiment. 

For validation of the 
flow simulation 
model, inlet and 
downstream flow 
velocity measurements 
should be carried out 
on a fixed bed model. 
Therefore, at the Fig.2.0: 
first instance, the entire bed 
of the physical model was covered with 
steel sheets to maintain a fixed bed and all flow velocity measurements 
were carried out using Laser-Doppler velocity measuring equipment. In 
order to obtain input velocity boundary conditions for the flow simula- 
tion model, inlet velocity components in longshore and offshore 

Isometric View of the 
Flow Domain. 
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directions were measured on all finite element grid lines. For 
calibration of the flow simulation model, measurement of the longshore 
velocity components were carried out at four different downstream 
sections, at x = 1.75, 3.0, 4.5 and 7.25 meters. 

When calibration of the flow simulation model was completed, the 
metal sheets used to cover the bed were removed and the flow was 
restarted to validate the sand transport model. After 6.0 hrs. of 
continuous steady flow, the flow was discontinued and the bed profiles 
of the entire area under consideration was measured. 

3.0 Numerical Models 

3.1 Flow Simulation Models 

A general purpose computer software package (FIDAP) which uses 
the finite element method to simulate many classes of incompressible 
fluid flows was used to simulate turbulent flow across the channel. In 
FIDAP the three-dimensional, steady, turbulent flow of an incompressi- 
ble viscous fluid is represented by the following equations: 

- Mass Conservation;    -=-i - 0 

- Momentum Conservation;  u^ = --^ + — [M^ + ^) ] 

where, Uj = mean fluid velocity component, p = fluid pressure, Xj = 
cartesian coordinates, i = 1,2,3, j = 1,2,3, u - total viscosity = UQ 
+ UJ., Mo = laminar viscosity, Uj. = turbulent viscosity. 

Two possible turbulent models are available in FIDAP to determine 
the distribution of turbulent viscosity (or eddy viscosity). 

3.1.1 K-Epsilon Model 

The three-dimensional version of the K-Epsilon model comprises 
three additional equations as indicated below: 

pu^ dxjOxdx/    pe 

3 dXj        dxj     oe dXj 2 K 

nt - PC**! 
* e 

FIDAP adopts the Galerkin form of the weighted residuals method 
to solve these differential equations by the finite element method. 

3.1.2 Mixing Length Model 

In the mixing length model, the turbulent viscosity is repre- 
sented by the Prandtl mixing length hypothesis. 
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h ] 1/2 

In FIDAP the mixing length values are computed based on 
Nlkuradse's (Rodi W., 1980) Formula: 

i= - 0.14 - 0.08(1 - -|)2 - 0.06(1 -••£)* 

where, R = depth of flow, y = normal distance from the wall. 

3.1.3 Boundary Conditions for Flow Simulation Models 

3.1.3.1 Inlet Boundary 
Mean velocities of flow in all three coordinate directions 

(u,v,w), turbulent kinetic energy (K), and its dissipation rate (e) 
should be specified at the inlet. 

(a). Mean Flow Velocities 
Inlet velocity components in the longshore and offshore direc- 

tions measured in the physical model were prescribed as input to the 
numerical model. Inlet velocity in the vertical direction was assumed 
to be zero. 

(b). Turbulent Kinetic Energy 
Time-averaged values of the fluctuating components of the fluid 

velocities u' and v' measured at the inlet by the Laser-Doppler 
equipment were used in calculating the turbulent kinetic energy (K) at 
the inlet, using the formula: 

K - -| [7IFyT+~<vrF+ W)1] 

The prescribed initial values of K and e at the inlet seems to 
exert little influence on the predictive accuracy of the flow 
simulation models (Leschziner M.A., et al. 1979). Therefore, as 
velocity measurements_were_not carried out in the vertical direction 
it was assumed that, w' = u". 

(c). Dissipation Rate of Turbulent Kinetic Energy 
Dissipation rate of turbulent kinetic energy (e) was evaluated 

from the following formula (Launder B.E., et al. 1974) using the values 
of measured turbulent kinetic energy (K). 

e e__  . in which lm is a mixing length 
1. 

'm 

It was assumed that the value of mixing length is given by the 
well-known ramp function for wall boundary layers (Launder B.E., et. al. 
1972): 

1- " X VG 

where,     X    -    a constant in mixing length model, 
yj = effective width of shear flow. 

The characteristic shear width of flow was calculated using the 
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measured inlet velocity profiles (Launder B.E., et. al, 1972). A value 
of 0.125 was assumed for A. 

3.1.3.2 Wall Boundaries 
The variation of the turbulent viscosity within the viscous 

sublayer in the near-wall region was modelled using van Driest's mixing 
length model with a transition to the standard high Reynolds number 
K-Epsilon model in flow region beyond the viscous sublayer where the 
turbulence is fully developed. In the van Driest mixing length 
approach, the eddy viscosity is defined as described in Section 3.1.2 
and the van Driest mixing length is defined as, 

•*« " *«(1 - emy'/A) 

where, A = an empirical constant, k = von Karman constant, 5 - normal 
distance from the wall. 

In this equation y„t is the dimensionless normal distance from the 
wall defined in terms of the turbulent kinetic energy as, 

y   "   -   fl   ft    It 
(cl/2   jfll/2 

H 
where, c„ = a turbulent constant, u = dynamic viscosity, K = turbulent 
kinetic energy. 

While the computational domain for the mean flow equations 
encompasses the flow domain up to the solid boundary, the corresponding 
computational domain for the K-e turbulent model only extends to near 
wall region. As part of near-wall implemantation, FIDAP applies the 
following boundary conditions for K and e. 

where, n is the direction normal to the boundary. 

If no-slip boundary condition is valid at the wall, then all the 
velocity components assume a zero value at the wall. 

3.1.3.3 Outlet Boundary 
The outlet boundary was located far away from the area of 

interest so as to allow the redevelopment of fully developed flow 
downstream. At the outflow no velocity boundary conditions were 
imposed, resulting in zero normal and tangential stresses at the 
outflow boundary. Similarly, the turbulent kinetic energy and 
dissipation were not specified at the outflow boundary. 

3.1.3.4 Water Surface 
The position of the free water surface was assumed to be fixed 

and at the free water surface the velocity component in the vertical 
direction was assumed to be zero. 

3.1.4 Creating Finite Element Mesh 

The three-dimensional flow domain was first divided into a set 
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of 8 node brick elements. All wall boundaries were divided into 
quadrilaterals with 4 nodes. As the computation time needed to solve 
the equations is large for a finer mesh, a compromise had to be made 
between the accuracy and the computation time before selecting the 
following dimensions. 

The longitudinal direction was divided into 31 elements of length 
250 mm each and the transverse direction consisited of 8 elements of 
width 150 mm each. The vertical direction consisted of 8 elements, the 
dimensions of which were decreased towards the bed to provide a greater 
resolution in the zone where large velocity gradients exist. The 
solution domain thus consisted of 1984 brickelements of 8 nodes each 
and 2592 nodal points. 

3.1.5 Fluid Properties 

Following data was used as the physical properties in the flow 
simulation models. 

fluid density, y = 1000.0 kg/m3; kinematic viscosity, u 
nr/sec; turbulence constant, c„ = 0.09; empirical constants: c 
c2£ = 1.92, On = 1.00, o6 = 1.30; von Kantian constant, k 
Driest's constant, A = 26.00. 

1 X 10"" 

IF = 1 .44, 
0. 41; van 

3.2 Sand Transport Model 

The model considered was basically similar to what was used by 
Hillier and Jenkins (1976). As shown in Figure 3.0, the model zone was 
divided into a grid sysytem on the horizontal plane, the longshore and 
offshore directions being divided into equal number of sections as used 
in the mesh for flow simulation models. 
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Fig.   3.0:   Grid  System  of  the 
Sand Transport Model 

Fig.   4.0:   Sediment 
Transport in  a Cell 

MOF    =    number of cells in the offshore direction      =    8 
NLS    =    number of cells in the longshore direction    =    31 
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For the purpose of comparison, two different formulae were used 
to calculate the sand transport. In the first method, Shield's (1936) 
bedload formula and in the second method a new approach to calculate 
sediment transport by Ackers and White (1973) was used. 

3.2.1 Shield's Formula 

Shield's Bedload Formula for calculation of sand transport can 
be written as follows: „  „     ,  /_ % 

gSy (Ya-y)d 

where; qs, q = rate of bedload and liquid in volume per unit time and 
unit width respectively, S = slope of the energy grade line, y = 
specific weight of liquid, ys = specific weight of sediment, tj = shear 
stress, (t(|)cr = critical shear stress at which sediment particles are 
about to move, d = d5j = mean particle diameter. 

The rate of liquid flow can be related to the mean flow velocity 
as: q = V x H ; in which, V = mean flow velocity, H = depth of flow. 

The bed shear stress can be calculated from (2), Tp = y H S ; 
the critical bed shear stress, (kg/rtr), can be related to the mean 
particle diameter (meters) as (Kalinske A.A.), (Tj)cr : 192.65 d. 

The slope of the energy grade line can be expressed in metric 
units (for manning's n = 0.025) as (Graf W.H., 1971), 

0.0006 x V2 

Substitution of these values along with Ys = 2650.0 kg/m3 in 
Shield's Formula will finally yield: 

gs -  0.0057-JJL. [0.59723  -JjL  - 0.04624] 

Therefore when the values of V and H are known, the sediment 
transport can be calculated using the above equation. 

3.2.2 Method  Proposed  by Ackers and White 

Ackers and White (1973) has proposed a method to calculate 
transport of non-cohesive sediment by a steady uniform flow. When the 
physical properties of the fluid and sediments are substituted, the 
value of S is expressed as in Section 3.2.1, and shear velocity is 
defined as v, = /gHS , sediment transport rate can finally be 
expressed in terms of V and H as follows: 

qs - 1.2567xl0-5.v.H0-0936 

[ 7.7019y ll2.»343 
H0.0936[logl0(41667xl0-4H)] 0.4382 

Therefore, when the values of the mean velocity (V) and the mean 
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depth of flow (H) are known the sediment transport can be calculated 
using the above equation. 

3.2.3 Calculation of Sediment Transport Rate 

For calculation of sediment transport rate, depth averaged 
velocities were used in the sand transport formula. Therefore, the 
nodal velocities obtained from the flow simulation model were first 
converted to depth averaged nodal velocities. These depth averaged 
nodal velocities were then converted to cell velocities in the 
longitudinal and transverse directions. Using the Sand transport 
formula, the rate of sediment transport was calculated in longitudinal 
and transverse directions for each cell. 

With reference to Figure 4.0, SANDX(I.J) and SANDY(I,J) are 
defined as rates of sand transport in Cell (I,J) in x & y directions 
respectively. If just one cell is considered its sediment transport 
components can be averaged with those of the surrounding cells to 
obtain the boundary flow. 

Boundary flow in longitudinal direction = BDX(I.J) 
= 1/2.[SAN0X(I,J) + SANDX(I+1,J)] 

Boundary flow in transverse direction = BDY(I,J) 
= 1/2.[SANDY(I,J) + SANDY(I,J+1)] 

The sand movement within the cell is then the difference between the 
transport rates into the cell and the transport rates out of the cell. 

Net longitudinal sand transport in cell(I,J) = XMOVE(I.J) 
BDX(I-1,J) - BDX(I,J) 

Net transverse sand transport in cell(I,J)  = YM0VE(I,J) 
BDY(I,J-1) - BDY(I.J) 

The sediment movement is actually a volume rate per unit time per 
unit width. Therefore, multification by the cell width and an appropri- 
ate time interval will yield the volume change of sand. Then simply 
dividing by the cell area will give the change in depth of the cell. 

The amount of Erosion or Deposition in cell(I,J) = RISE 
[M.XMOVE(I.J) + N.YMOVE(I,J)].MTA/AREA 

where,    M,N = width of cell(I,J) in transverse and longitudinal 
directions respectively, AREA = M x N, MTA = time period for which 
the sand transport is calculated. 

New Depth of Cell(I,J) =   H(I,J) - RISE 

3.2.4 Boundary Conditions for the Sand Transport Model 

Following boundary conditions were used in the Sand Transport model. 

3.2.4.1 Inflow Boundary 
At the inflow boundary it was assumed that the rate of sediment 

transport in longitudinal direction was equal to the rate of sediment 
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transport in the first cell  in the same direction, figure 3.0. 

SANDX(I.J) = SANDX(2,J)    and H(1,J) = H(2,J);      where,  J - 2 to MOF+1 

3.2.4.2 Outflow Boundary 
At the outflow boundary the rate of sediment transport in 

longitudinal direction was assumed to be equal to the rate of sediment 
transport in the last cell in the same direction. 

SANDX(NLSI.J) = SANDX(NLS+1,J) , H(NLSI,J) = H(NLS+1,J) 
where, J = 2 to MOF+1 

3.2.4.3 Shore Boundary 
At the shore boundary, the rate of sediment transport in the 

transverse direction was assumed to be zero. 

SANDY(I,1) = 0.0 and H(I,1) 

3.2.4.4 Offshore Boundary 
Similar to the shore 

boundary, the rate of sediment 
transport in the transverse 
direction was assumed to be zero. 

SANDY(I,MOFI)  =  0.0  and 
H(I.MOFI) = H(I,MOF+1) where, 
I = 2 to NLS+1 

3.3 Profile Model 

Using a flow simulation model 
described in Section 3.1 and a 
sand transport model described in 
Section 3.2 a Profile Model, as 
shown in the Flow Chart in Figure 
5.0, was developed for 
morphological evolution of the 
shore area. 

H(I,2); where, 2 to NLS+1 

Initial 
Bed Profile 

Establishment of Flow 

' 
Velocity Profile 
-FIDAP Model- 

t  + At 

1 

Sediment Transport 
- Sand Transport Model- 

Figure 5.0: Flow Chart 
of the Profile Model 

The constituents of the Profile Model are as follows: 

- The initial bed profile of the area under consideration is decided. 
- A known flow field is established over the area under consideration. 
- The velocity field in the computation domain is numerically simulated 

using Mixing Length Model. 
- Rate of transport of sediment due to known velocity field is 

calculated using the Sand Transport Model. 
- Change of bed profile due to transport of sediment for a time period 
At is calculated and the new bed profile is obtained. 

The new bed profile obtained after time At was used as the 
initial profile for the next cycle. This procedure was continued until 
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sufficient number of cycles are completed over the required time period 
for which morphological evolution of the shore area is to be 
determined. 

4.0 Results and Discussion 

4.1 Flow Simulation Models 

Computed velocity profiles using the K-Epsilon and Mixing Length 
models have been compared against the measured velocities, at four 
different sections, in Figure 6.0. 

It was observed that the K-Epsilon model, in general, predicted 
velocities closer to the measured values when compared to the Mixing 
Length Model. Specially, in the flow velocity measuring stations 
downstream of the dredged channel, ie. at x = 4.5 and x = 7.5 m, the 
K-Epsilon Model predicted velocities to a fairly good accuracy. 

200 

0    0.20.4   0    0.20.4  o.   0.20.4       0       0.2  0.4   0     0.2  0.4     „     0.2   0.4 

(a)   At  X   =   1.75  m ,   , 
4ooiv --«« -^—-^  Cc)  At X  =  4.50 m 

300 

100 

0     0.2 0.4  0     0.20.4   0   0.20.4    0       0.2 0.4     o     0.2   0.4       0    0.2   0.4 

(b)   At  X  =  3.00 m (d)   At  X  =   7.25  m 

Measured 

s.         Computed Using K-E Model 

.n  Computed Using Mixing-Length Model 

Figure  6.0:   Measured  and  Computed  Velocities 

However,  it was observed that the computed velocities deviated 
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from the measured velocities in the region from the inlet upto the 
dredged channel. When the cause for this situation was examined it was 
observed that selected inlet section was too close to the dredged 
channel. However, limited space available in the Hydraulic Laboratory 
did not allow shifting of the inlet section further upstream of the 
dredged channel. 

The following assumptions made in making the numerical models 
would also have affected the accuracy of the predicted results. 

* All wall boundaries, including the bed boundary, have been 
assumed to be fully rough (no-slip boundary condition.) 

* For specificaion of normal and tangential boundary condition, 
the bed boundary has bean assumed to be horizontal. 

It is also expected that accuracy of computed velocities could 
be increased by having a finer mesh discretization, specially in the 
recirculation region. 

Therefore, it can be concluded that under assummed conditions 
flow simulation models gave reasonable to good accuracy except for a 
few sections in the recirculation and inlet regions which in retrospect 
would have been expected. 

4.2 Sand Transport Models 

4.2.1  Shield's Formula 

Shield's formula which is essentially a bed load formula is based 
on the assumption that shear stress is the main parameter defining 
sediment transporting power. Transport of sediment by suspension at 
higher shear velocities has not been taken into account and at all 
velocities sediment is assumed to be transported as bed load. Further, 
the resistance to sand movement caused by the bed forms on the deformed 
bed has not been considered in the formula. 

The velocity field existing at the granular surface determines 
the shear stress on the grains. Therefore, it is more realistic to 
relate the bed shear velocity to the flow velocity at the bed level. 
But in this experiment, the bed shear stress, hence the bed shear 
velocity, in the Shield's formula has been related to the depth aver- 
aged mean flow velocity which could be higher than the near bed 
velocity. 

Due to these reasons and also since the sand transport is a 
function to the fifth power of the mean fluid velocity (Section 3.2.1) 
exagerated sand movement can be expected in areas where the velocity 
is high relative to the depth. 

Examination of bed profiles at the inlet region showed that 
predicted higher velocities have caused exaggerated erosion and 
deposition of the cells in the region and the model became unstable 
after few iterations. 
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As Shield's formula is purely a bed load formula, errors in 
predicted results can be expected at higher shear velocities relative 
to the critical shear velocity. Therefore, Shield's formula was not 
considered as suitable for long term morphological computations. 

4.2.2 Ackers and White Method 

This method predicts the total load and not the bed-load 
transport only. In this method average stream velocity has been used 
in preference to shear stress as the basis of sediment transport 
function. The grain roughness has been taken into account by relating 
it to the median sediment diameter. As such this method can be expected 
to performbetter than the Shield's formula. 

The following observations can be made when the bed contours, as shown 
in Fig.8 and bed profiles shown in Fig. 7, are reviewed. 

1. A prominent movement _4oo 
of sand in the longshore ;^:' "fe'^' 

seen 
flOW i 

direction  was 
throughout  the 
doma in ;   a   clear Ni 
overprediction compared 
to the Physical Model. 

2. In the area downstream 
of the dredged channel frjPfi 
where the computed and •|3j»f-»-*g 
measured flow velocities >-ijjg "" 
had a  better match, 
measured and computed bed 
profiles  and contours 
have similar shapes and 
are almost parallel. 

3. The movement of sand 
in the offshore direction 
observed in the Physical 
Model was not seen in the 
numerical model. This can 
not be explained in terms 
of flow velocities as 
both  measured  and 
computed flow velocities 
in offshore direction 
were small compared to 
the longitudinal 
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Fig. 7.0: Measured and 
Computed Bed Profiles 

velocities. It should be noted here that the effect of gravity has not 
been taken into consideration in the numerical model. As such it will 
be interesting to examine whether the gravity has played a role in the 
movement of sand along the steep gradient in the transverse direction. 

4. In the upstream region of the dredged channel where the computed 
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(Mixing Length Model) velocities did not show a good agreement with the 
measured velocities, the computed bed profiles deviated from the 
measured profiles as would be expected. 
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Fig. 8.0: Measured and Computed Bed Contours 

An important factor that would have affected the predictions of 
the sand transport model is the changing bed profile and hence the flow 
velocities at the inlet which has not been taken into consideration. 
It was assumed that the prescribed inlet velocities remain unchanged 
throughout the experiment even though the bed profile was allowed to 
vary. As the computed flow velocities upstream of the dredged channel 
were found to be very sensitive specially to the direction and the 
magnitude of transverse velocities, this would have had a direct effect 
on the model predictions. 

4.3 Conclusions 

The sand transport model which used the Ackers and White 
method performed reasonably well in the areas where the computed 
velocities were in agreement with the measured velocities. As the sand 
transport is a function to the fourth power of the mean velocity, 
(Section 3.2.2), a small error in the predicted flow velocities could 
accumulate to create a major error in the predictions of the sand 
transport model when a simulation is carried out over a large number 
of cycles for long term morphological computations. Thus, the accuracy 
of predictions of such a long term model will depend critically upon 
the accuracy of the predicted velocities in the flow simulation model. 

It can be concluded that, once calibrated and validated using 
measured data, an advanced flow simulation model coupled with a simple 
sand transport model, as used in this experiment, appears feasible at 
this stage to predict long term morphological computations to a reason- 
able accuracy. 

4.4 Future Work 

Since the numerical models performed reasonably well even without 
improvement, it would be worthwhile to investigate the influence of the 
factors such as; proximity of the inlet section to the dredged channel, 
change of cross-section at the inlet, a refined mesh, and influence of 
gravity, etc. on the performance of the models. 
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The sand transport model used looks crude compared to the 
advanced flow models used. However, as this is only the first 
developmental model better sand transport models can be coupled with 
the flow model to improve the predictions. 
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The sand transport model used looks crude compared to the 
advanced flow models used. However, as this is only the first 
developmental model better sand transport models can be coupled with 
the flow model to improve the predictions. 
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CHAPTER 223 

MOTION OF MOBILE BEDS AT HIGH SHEAR STRESS 

Kenneth C. Wilson1 and Fidelia N. Nnadi2 

1.   INTRODUCTION 

Beds of granular material show various types of 
behaviour as the dimensionless shear stress or Shields 
ordinate, Y, is increased. This quantity is defined as 
T/pg(S-l)d, where r is boundary shear stress, p is fluid 
density, g is gravitational acceleration, S is the ratio 
of solids density to fluid density and d is particle 
diameter. Following the zone of no particle movement at 
low Y, there is a range at which sand waves are found, 
and finally, in the high shear-stress region where 
Y exceeds 0.8, the bed tends to become plane. 

This high-stress or upper-plane-bed condition may be 
encountered in rivers in flood, large flows in estuaries, 
and closures or breaches of cofferdams or dykes. Because 
of the very high rates of sediment transport associated 
with this type of flow, it has a disproportionate effect 
on both natural topographic features and engineering 
works. The investigation of such behaviour by 
traditional flume experiments is not easy, but testing in 
enclosed pressurised conduits can eliminate many of the 
difficulties (Wilson, 1966; Nnadi and Wilson, 1992). 

Nnadi (1992) has described an experimental program 
carried out recently using a recirculating system located 
at Queen's University. The test section was a square 
conduit with side dimension 98 mm, and series of runs 
were made with three sizes of sand (S = 2.67) , two sizes 
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of bakelite (S = 1.56) and one size of nylon particles 
(S = 1.14). 

2.   ANALYSIS AND EXPERIMENTAL RESULTS 

Analysis based on the experimental findings shows 
that at high shear stress the bed load moves in a shear 
layer (the sheet-flow layer) with thickness which is 
proportional to the shear stress applied by the flow to 
the mobile boundary. Within this layer, the submerged 
weight of the grains comprising the bed load (also called 
the contact load) is counteracted by intergranular 
contacts, which may be either continuous or sporadic. 
The thickness of the shear layer, 6S, can be an order of 
magnitude larger than the particle diameter. For this 
high-shear-stress configuration, the equivalent roughness 
of the boundary is not proportional to the size of the 
individual particles (as had been assumed in the past for 
the upper-plane-bed regime), but instead varies directly 
with the shear-layer thickness, <SS, and hence is 
proportional to the applied shear stress. 

The resulting value of the equivalent roughness, k, 
is about 0.5 5S. It follows that the value of k/d is not 
constant (as for the rough-boundary relation) but 
increases with Y in what is essentially a direct 
proportionality. Wilson and Nnadi (1990) produced a plot 
of the ratio of equivalent roughness to particle diameter 
(k/d) versus the dimensionless shear stress. This plot 
is reproduced here as Figure 1. It clearly shows that 
k/d is far from constant, but instead increases with Y in 
accord with the analytical prediction, which can be 
approximated (Wilson, 1989) by the simple relation 

—, ~ 5Y [1] 
a 

More detailed analysis is given by Nnadi and Wilson 
(1992) , but the basic points to be noted is that the 
effective roughness for sheet flow is no longer 
proportional to particle diameter, but is strongly 
affected by increasing shear stress. As seen from the 
figure, a broad range of the variables is represented, 
the trend is clear, and the scatter band is less than 
that usually displayed by moveable-boundary data. 

Both the experimental work mentioned above and the 
associated analysis have been concerned with essentially 
horizontal flows. It was realized that for certain cases 
of practical importance, such as wave uprush on beaches 
or bars, the flow is inclined, and the effect of this 
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Figure 1 Effective Roughness Ratio for Horizontal Flow 

inclination can be important. In order to investigate 
this effect, it was arranged that the closed-conduit test 
section could be inclined to the horizontal. Several 
series of runs in the upper-plane-bed regime were made at 
inclination angle 8 (elevation increasing in the 
direction of flow) of 10°, 20° and 30°. The values of 
manometric gradient, mean flow velocity and bed- 
associated hydraulic radius were obtained for each run, 
and used to calculate k/d and Y in the same fashion 
employed previously for the horizontal tests. The 
results for 10°, 20° and 30° inclination are shown on 
Figures 2, 3 and 4, respectively. The general trends are 
very similar to that of the plot for horizontal flows but 
it is worth noting that for the inclined flows the range 
of the variables is larger than for the horizontal case, 
and k/d has a somewhat larger rate of increase with Y. 
The data for the various inclinations indicate that, in 
the range investigated, the rate of increase of k/d with 
Y is monotonically related to the inclination angle. 

Analysis of particle motion in inclined flows showed 
that a positive inclination introduces a submerged-weight 
force component which acts opposite to the direction of 
motion. The resulting behaviour is eguivalent to 
a horizontal flow with a larger effective value of 
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submerged relative density, equivalent to multiplying 
(S-l) by the factor cos0(l+tanfl/ tan0'), where <p* is the 
dynamic friction angle of the solids. On this basis it 
is predicted that the solids transport rate will diminish 
with increasing inclination 0 (for given values of 
hydraulic gradient and bed-associated hydraulic radius). 

This effect can be expressed by applying a suitable 
adjustment to the dimensionless bed-load transport 
coefficient G , defined by the equation 

Is  - (S -  l)gr \p) 
[2] 

Here q is the volumetric discharge of bed-load solids 
per unit breadth, and the other symbols have been defined 
previously. In the high-shear-stress range (where the 
critical shear stress for the beginning of particle 
motion is a negligibly small fraction of the applied 
shear stress) Equation 2 is compatible in form to the 
equation of Meyer-Peter and Miiller. That equation 
produces a Gs value of 8.0 for near-horizontal flow. 
However, as proposed earlier (Wilson, 1966 and 1987), 
Gs =< 12 gives a better fit both to sand data at high 
shear stress and to the theoretical expectations for 
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horizontal flow in the upper-plane-bed region. The 
present analysis indicates that Gs will vary with both 
i/(S-l) and the inclination angle 6. Figure 5 shows 
calculated curves for various inclinations up to 30°. 
Each curve displays an essentially flat initial section, 
followed by a downturn at higher values of i/(S-l). The 
series of curves shows the expected decrease of Gs with 
increasing 8. 

The experimental data for inclination angles of 0° 
to 30° were found to be in good accord with the trends 
shown by the predicted curves. Figures 6, 7, 8 and 9 
show the data for 9 values of 0°, 10°, 20° and 30°, 
respectively. 

Although there is a fair degree of scatter in the 
experimental results for Gs, each data set clusters about 
the predicted line. The droop in Gs at high i/(S-l), 
which is particularly clear from the nylon data, occurs 
for each of the inclination angles. Comparison of the 
four data sets clearly shows the downward trend of Gs 
with increasing $ that follows the general trend of the 
predicted curves. 
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3.   CONCLUSION 

At high shear stress, beds of granular materials 
tend to become plane, with bed-load particles forming a 
sheet-flow layer of thickness proportional to the applied 
shear stress. Results from both experiments and analysis 
have shown that this region is characterised by large 
friction factors and high rates of bed-load transport. 

The study of horizontal sheet flow has now been 
extended to inclined flows, which are significant for 
beach morphology. The effect of an inclination angle 
(with bed elevation increasing in the direction of flow) 
is to increase friction and to diminish bed-load 
transport rate. Once again, experimental and analytical 
results are found to be in good accord. 
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CHAPTER 224 

Port Site Selection on Coast with Radial Sandbanks 

Yixin Van  and  Kai   Yen 

Abstract 

Along the silty coast of the Jiangsu Province, it was found 
that on the coast stretch which we call the "Radial Sandbanks" 
coast stretch, deepwater port sites could be created if suitable 
tidal inlets were selected and provisions were made to maintain 
the required deepwater  areas  for  port development. 

Introduction 

The Jiangsu Province, facing the Yellow Sea and the East 
China Sea, is one of the most developed provinces of China in 
industrial and agricultural production. China's policy of reform and 
opening to the outside world has greatly enhanced the economic 
development of this province. It is therefore urgently needed to 
build deepwater ports to meet the demand of increasing 
sea—going traffic. For a long time, the difficulty was to find 
suitable port sites, because along the entire 1000km coastline of 
this province, most of the coast stretches are silty coast with 
very gentle beach slope composed of fine sand and silt, very 
susceptible to changes under the action of waves and currents. 
Therefore  it  was  considered  impracticable  to  construct  deepwater 

(1) Asso. Professor, Hohai University, Nanjing  210024, China 
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ports on such coast. However, during the Nationwide 
Comprehensive Assessment of Coastal Zone Resources which was 
carried out from 1980 to 1985 along the entire 18,000 km 
coastline of China's mainland it was found that there is a coast 
stretch in the Jiangsu Province where the early and late deposited 
submarine sediments were disturbed and scoured by waves and 
currents, sorted, coarsened and redeposited.At last, an extensive 
area of well sorted fine sand and all kinds of sediments are 
radially extended towards the sea, thus forming the coast with 
radial sandbanks. Between the sandbanks are tidal inlets leading to 
the coastline, and deepwater port sites could be created if 
suitable tidal inlets were selected and provisions were made to 
maintain the  required water  depth for  port development. 

Morphological and Hydrologicai Features of the Radial 
Sandbanks 

The Radial Sandbanks, extending from northwest to southeast 
along the coast of North Jiangsu, cover an area of the South 
Yellow Sea from the mouth of Sheyang River to the Yangtze 
River Estuary and to the east up to 25 m water depth, nearly 20, 
000 km2. About 70 sandbanks lie radially from Jianggang towards 
the sea, of which 8 are above the Abandoned Yellow River Datum, 
with total area of 1268 kmz,the biggest one called Dongsha is 
694 km?(Fig.l). The rest are underwater sandbanks. Between the 
sandbanks are tidal channels, the largest one, called Huangsha Yang, 
is located at the middle of the Radial Sandbanks and extends from 
the sea westward to the coast near Jianggang.The second large 
tidal channel, Xi Yang, is located at the west and the third one, 
Xiaomiao Hong, at the south of the Radial Sandbanks. All these 
three tidal channels ended in the proximity of the coastline and 
could therefore be utilized as approach channels for port 
development. 

The Radial Sandbanks were essentially the ancient submarine 
delta of the Yangtze River. The formation of such typical 
topography may be attributed to the existence of two tidal 
systems, one comes from southeast, being a progressive tidal 
wave from the Pacific, and the other from northwest, being a 
reflected tidal wave from the Shandong Peninsula. The concurrence 
of these two tidal systems gives rise to a rotary standing tidal 
wave      with      the      node      point   somewhere   80   km   beyond   the 
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Abondoned   Yellow   River   Mouth,   where   the   tidal   range   is   nearly 
zero. Figure 2 shows the M? constituent of the tide in harmonic 

f 1)  Huangsba Yang 

(2)  Xi Yang 
f3 )  Xiao Mico Hong 
(4)  Lansba. yang 

Fig. I  Radial Sand Banks 

analysis. The converging point of the two tidal waves is in the 
vicinity of Jianggang. Here we find a region of strong tide, the 
mean tidal range at Jianggang is 3.9 m. It increases to 4.9 m at 
Yangkou, the end of the main channel of Huangsa Yang, here a 
max. tidal range of 9.28 m was observed in 1981, which also 
ranks first along the entire coast of China. The mean tidal ranges 
in  the  other  two  large  tidal  channels,   Xi  Yang  and   Xiaoniiao  Hong 
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Fig. 2.   M2  Constituent in Harmonic Analysis 
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are respectively 2.64 at Wanggang and 3.68 rn at Lusi, with a 
max. of 5.46 m and 6.87 m respectively (Fig.3). The tidal 
current in this region is also strong. In Huangsa Yang and Xi Yang, 
the flood current velocity is higher than that of ebb tide, attaining 
a max. of 2.5 m/s and 2.0 m/s respectively, while in Xiaomiao 
Hong  the ebb current is  stronger, having  a max. of  over   1.5m/s. 

Waves exercise also significant influence on the Radial 
Sandbanks. Waves generated by prevailing wind come from NEE 
and the storm waves come mostly from NW and N. Under the 
action of waves and currents the Abandoned Yellow River delta is 
continually under erosion and large amount of the eroded materials 
are transported to the Radial Sandbanks. The sediments from the 
Yangtze River, which amounts to ca. 500X106t yearly, are also 
partly transported to the Radial Sandbanks by flood tides, 
particularly during the flood season of the Yangtze. 

Investigation shows that in the summer the dominant sediment 
transport is landwards from the sea through the tidal inlets, 
converging in the vicinity of Jianggang, and in the winter the 
sediment flow is spreading seawards and to the Yangtze Estuary. 
It has been found that the littoral drift in the Xi Yang tidal 
channel is directed southwards, in the Huangsa Yang it is 
westwards and in the Xiaomiao Hong eastwards. The sediment 
concentration in the winter is 1.5 to 2 times higher than that in 
the summer, and it increases from the sea landwards, a max. 
concentration of 1.2 kg/m3 has been observed in the vicinity of 
Jianggang. The sediments are composed mainly of fine sand, 
sandy silt and silt. The mean sediment diameter of the sediments 
on the sandbanks ranges from 0.125~- 0.5 mm, in the tidal 
channels  it  is  0.07 — 0.18  mm  and on tidal  flats,  0.03^0.00 mm. 

As a rough estimate, the yearly sediment transport into the 
area of Radial Sandbanks is 109 X 1Q- t from the north, 203 X 
104t from the east and 36X10* t from the west, totalling 348 
X 10'' t, and sediments flowing out of this area is 102 X 10fc t. 
Thus there is a net sediment inflow of 246 X 10* t, and the area 
of the Radial Sandbanks is continually increasing. Nevertheless, the 
change is rather slow, as can be also seen by comparing the 
topographic maps of 1964 and 1979, as well as from the 
satellite pictures. It has also been found that the entire Radial 
Sandbanks   including   the   tidal   inlets   are   relatively   stable,   and   in 
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the above mentioned three tidal inlets deepwater channels 
underwent little change. Only at the ends of these channels 
erosion and accretion occurred frequently and this is sometimes 
aggravated by wanton reclamation of the adjacent tidal flats. 

Selection of Port Sites 

A comprehensive investigation had been carried out since 
early 1980's along the coast of Jiangsu Province, which includes 
the field survey, laboratory work and theoretical study. One of 
the main problems to be solved was the stability of the tidal 
inlets. It has been found that the inlets are relatively stable due 
to the existence of the strong tidal action. For instance, at 
Wanggang the depth contours of —5 m and —10 m had been 
moving seaward at a rate of 100 m and 68 m per year from 
1979 to 1990, respectively, but the depth contour of —12 m 
had been kept basically unchanged. Meanwhile the Xi Yang tidal 
inlet was enlarged to correspond with the increased tidal discharge, 
the inlet became deeper  and the shore  slope turned  steeper. 

As compared with port on open sea coast or in an estuary, 
port located inside a tidal inlet has neither the problem of 
protection against storm waves, which usually needs the building 
of costly breakwaters, nor the bar forming at the mouth of the 
estuarine channels, which as a rule gives hindrance to navigation. 
So the three large tidal inelts of the Radial Sandbanks provide 
favorable conditions for port development. In these tidal inlets the 
water areas are well sheltered, the sediment concentration is low 
and channels are relatively stable. The drawbacks are, however, 
the large tidal range and wide tidal flat, which bring inconvenience 
to navigation and difficulties in port layout. Therefore these 
should be taken into full consideration in the development of ports 
inside such tidal inelts. 

In the selection of deepwater port site along the coast of 
Jiangsu, we have to bear in mind that the Yangtze River, which 
flows through the Jiangsu Province and is an important waterway 
for sea—going traffic, can only allow vessels of under 25,000 t 
to pass the estuarine channel due to the bar form- 
ing at the mouth, and it is a very difficult task to increase 
its water depth. Hence it is necessary to explore deepwater port 
sites   along   the  open  coast.  Moreover,  coastal  harbours   have  the 



PORT SITE SELECTION 2933 

advantage of more direct access to the hinterland of North 
Jiangsu than ports in the Yangtze Estuary, since for the former 
there is a network of inland waterways facilitating the connection 
with the hinterland, in view of the fact that Jiangsu Province is 
badly short of energy resources, the import of coal and the 
development of petroleum industry have become of ever increasing 
importance in the economic construction. For this purpose the 
creation of deepwater port along the coast with berths of 
50,000 to 100,000 t and over is needed. It has been planned to 
build deepwater ports in all the above mentioned three large tidal 
inlets, namely Huangsha Yang, Xi Yang and Xiaomiao Hong, taking 
due consideration into the rational geographical distribution of 
ports. We have then in the south a port group with Port Yangkou 
in the Huangsha Yang tidal inlet, Port Lusi in the Xiaomiao Hong 
tidal inlet and Port Nantong in the Yangtze Estuary as the major 
ports; in the middle a port group with Port Wanggang in the Xi 
Yang tidal inlet as the major port; and in the north a port group 
with Port Lianyungang as the major port, as shown in Fig.l. The 
Port Lianyungang is an existing port built in the thirties. It has 
been rehabilitated, extended and modernized since the founding of 
the People's Republic, and is now one of the major ports of 
China, capable of berthing vessels of  50,000 t. 

Except port Nantong and Port Liangyungang all the above 
mentioned ports are situated in the tidal inlets of the Radial 
Sandbanks. It is rather unique to built deepwater port under such 
conditions. In the following a typical example is given for the 
layout of the Port Yangkou in the Huangsa Yang tidal inlet. 

Preliminary Layout  of Port Yangkou 

Full use is made of the Huangsa Yang tidal channel in 
the layout of the Port Yangkou. The water depth of this tida! 
channel varies from 10 m to 30 m with channel width of 0.7 
km to 2 km . The channel ends at Yangkou, the selected port 
site. Here a well sheltered water area is available for port 
development. The port will mainly serve for oil and coal 
transportation and to some extent container and general cargo 
traffic. The layout is shown in Fig.4. As can be seen from 
the figure, there is 20 m deepwater area of 2.4 km2 at a 
distance of about 10 km from the coastline and within this 
area   we   find   an   area   700   m    X     2000   m   where   the   water 
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depth      is 22   m.   This   can   be   used   to   berth   the   100,000   t 
tankers which requires a water depth of 21.5 m. Underwater 
pipeline will be used to deliver the oil to the oil depot on the 
bank. It has also been contemplated to provide berths for 
supertankers of 200,000 t in the future at the location 20 km 
to the east of Yangkou, called Changsa, where the tidal inlet 
Lansha Yang joins Huangsha Yang. Hare 25 m deepwater area of 
4.7 km2 is available fc; mooring such supertankers, only that the 
under  water pipeline will be longer, i.e.>16 km. 

For coal import, 10,000 t berths will be provided at the 
—10 m water area and navigation channel should be built for coal 
transfer. The coal will be transferred by barges of 100 tto300 
t or by highways to the neighboring areas. Container berths will 
be located at the deepwater area west of the tanker berths, with 
a connecting trestle leading to the container terminal or 
transferred by shipment. Trestle for berthing ships of 3,000 t 
is also provided west of Yangkou for general cargo handling. 

Serving as an approach channel to the sea, the Huangsa 
Yang tidal inlet has a length of 50 km from Port Yangkou to 
— 20m depth in the sea. In order to create a navigable channel 
for 100,000 t tankers it is estimated that the amount of 
dredging would be 260,000 m3. If the berthing of supertankers 
of 200,000 t were contemplated, the tidal inlet Lansha Yang — 
Huangsha Yang should be used as approach channel to the berthing 
area Changsha, which has a length of about 30 km, and the 
amount of dredging would be  1,000,000m3 to  3,000,000 m3. 

Sea port construction is essential to the economic 
development of the Jiangsu Province and opening to the outside. 
The aforementioned three port groups along the Jiangsu coast all 
have good connection with the hinterland. The intercontinental 
railway connecting Port Lianyungang to Rotterdam, the 
waterways of the Huai River system and Yangtze River system, 
together with the Grand Canal and other waterways and highway 
systems, form a transportation network very convenient to the 
gathering , distribution and transfer of cargo.The utilization of 
tidal inlets of the Radial Sandbanks for port construction is 
technically   possible   and   economically   feasible   as    the   preliminary 



PORT SITE SELECTION 2935 



2936 COASTAL ENGINEERING 1992 

study of the morpholocal and hydrological features of this region 
and the economic assessment have shown. Numerical modelling has 
been undertaken to study the channel condition of the Huangsha 
Yang tidal channel. It was found that the channel would be 
relatively stable and the tidal currents are favorable to 
maintenance of a stable channel. 
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CHAPTER 225 

Liquefaction and erosion of China Clay 
due to waves and current 

PJ. de Wit1 and C. Kranenburg2 

Abstract 

A research project was started to study the behaviour of cohesive sediments at the 
Delft University of Technology in 1989. An existing flume was modified to study 
the liquefaction and erosion of China Clay due to waves and current. China Clay 
is an artificial mud, mainly consisting of kaolinite. Among other things, the 
experimental results showed that fluid mud was generated by wave action if the 
wave height exceeded a threshold value; the threshold value increases as the 
consolidation period increases. Waves were significantly damped when a fluid mud 
layer was present and the damping was only little influenced by a current. 
Furthermore, the fluid mud is transported very easily by a current and hardly any 
mud was entrained into the water layer during this process. The pore pressure 
showed a transient decrease when the mud started to liquefy, succeeded by a 
gradual build-up of an excess pore pressure to compensate for the vanishing 
effective stress. Finally, it was found that observations or measurements made at 
a sidewall during an experiment only give a rough indication of the physical 
processes away from the sidewall; measurements carried out far from a wall have 
to be used for a quantitative description of the bulk processes in the bed. 

Introduction 

In several coastal and estuarine areas across the world the bed mainly consists of 

1 PhD-student, Delft University of Technology, Department of Civil Engineering, 
P.O. Box 5048, 2600 GA Delft, The Netherlands. 

2 Senior Research Scientist, same address. 
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cohesive sediment, often referred to as mud. The influence of these beds on the 
coastal environment is usually very large due to the specific properties and 
transport processes of cohesive sediments such as flocculation, settling, deposition, 
consolidation, liquefaction and erosion. 

Two main hydrodynamic forces drive the transport processes of cohesive 
sediments in these regions: tidal currents and wind waves. Many researchers have 
studied the erosion or deposition of mud by currents, because of practical reasons 
as the maintenance of harbours, for instance. Various empirical relationships were 
derived from experiments and adopted to simulate the transport of mud 
(Partheniades,   1984). 

However, in shallow waters wind waves dominate the hydrodynamic forcing 
of the cohesive sediment. The erosion of mud due to waves has also been studied 
experimentally by several researchers (Maa & Mehta, 1987, 1990). In some of the 
experiments a layer of fluid mud was formed under the influence of waves 
(Lindenberg et al., 1989). This phenomenon, which has also been observed in 
coastal areas, is caused by the varying wave loading. The fluid-mud layer may be 
transported very easily by a tidal current, for instance, yielding in a relatively 
large transport of sediment material close to the bed. 

A striking observation which can be made at a muddy coastline is the marked 
wave damping as a result of the dissipation of wave energy in the bed. The energy 
dissipation depends on the rheological properties of the bed. Such damping 
phenomenon plays an important role in the protection of these coastlines. 

The interaction between both waves and currents and a muddy bed has hardly 
been studied and is not well understood. In particular the liquefaction mechanism, 
the near-bed turbulence structure and the influence on wave damping require 
further study. Therefore a research project was started at the Delft University of 
Technology some three years ago. A set-up was built to study experimentally the 
influence of waves on the liquefaction process and the influence of both waves and 
current on the transport and erosion processes of mud. In the present paper only 
a brief account of the experimental results will be presented. A full description of 
the experimental results is given by De Wit (1992). 

Sediment 

China Clay, an artificial mud mainly consisting of kaolinite, was used as sediment. 
The main reason for using this artificial mud is to get reproducible measurements. 
An additional reason is that the small-scale waves in the experiments require a less 
cohesive mud, which kaolinite is. Furthermore, using natural mud in experiments 
would involve the use of the natural water. The costs of temperature and light 
controlled transport and storage of the natural sediment with the accompanying 
fluid were prohibitive. Several properties characterising this clay were determined 
and some of them are listed in Table I. 
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Table 1      Properties of China Clay used. 

particle size 
distribution 

> 10 nm 14 % 

< 2 (um 41 % 

C.E.C. 5.0 meq/lOOg 

density 2593 kg-nr3 

specific surface area 29.9 m2-g-' 

mineralogical composition mainly kaolinite 

There was no free gas in the sediment, and sodium chloride was dissolved in 
the tap water used (salinity: 5 %o) to increase the flocculation of kaolinite and to 
eliminate the possible influence of small quantities of other chemicals on the 
characteristics of the mud, as for instance the settling velocity. According to Van 
Leussen (1988) the settling velocity of kaolinite is maximal for chloride 
concentrations ranging from 2 to 18%o. 

The rheological behaviour of the China Clay used was determined with a 
Haake viscometer; model Rotovisco RV100 and measuring system CV100. It is 
a viscometer capable of testing materials under either steady rotation, or dynamic 
oscillation with a frequency range from 0.01 to 9.9 cycles per second. The 
oscillating strain can be superimposed on a steady shear as well. This device is 
provided with several sample holders, the so-called sensor systems, such as a 

40 60 

Shear rate 

120 

Figure 1      Rheological behaviour of suspensions of China Clay 
in saline tap-water (salinity 5%o, sensor type: Q30). 
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cone-plate and a plate-plate system. Each sensor system is designed to provide a 
specific range of shear rate, shear stress and viscosity. 

Several suspensions of China Clay and saline tap-water were tested with 
suspended sediment concentrations ranging from 100 to 600 kg-m3. In the tests the 
shear rate increased from zero to a maximum value of 125 s"1 in 3 minutes and 
then decreased in the same period to zero again. Several sensor types were used 
depending on the concentration. The samples were thoroughly mixed and 
ultrasonically treated during 5 minutes before they were inserted in the sample 
holder. The temperature of the samples was 20 ± 0.5°C. 

Some results are presented in Figure 1. The dynamic viscosity and the yield 
strength of a suspension can be estimated using these results. Furthermore, 
dynamic oscillation experiments were made on various clay samples at different 
concentrations (De Wit, 1992). 

Experimental set-up 

A flume, length about 40 m, width 0.8 m and height 0.8 m, in the Hydro- 
mechanics Laboratory was modified for the purpose (see Figure 2). A simple 
mechanical wave maker was mounted at one end of the flume in order to generate 
regular waves, with a maximum wave amplitude of 0.11 m and a period ranging 
from 1 to 4 s. At the other end a stainless steel wave damper was mounted in such 
a way that it reduces wave reflection and would not interfere with generating a 
current. A recirculation pipe and a centrifugal pump were installed below the 
flume, which makes it possible to generate a steady current. The maximum flow 
rate is about 0.05 m3-s_1. The fluid is withdrawn below the wave damper at the end 
of the flume and it re-enters the flume via a smooth stainless steel duct installed 
below the wave maker. Wooden parts were used originally but these were replaced 
by stainless steel ones, because it was found that after a while fungi, algae and 
other micro organisms were growing on them. In this way the influence of organic 
material on the measurements is kept as small as possible. 

The test section which holds the sediment is 8.0 m long. The vertical endwalls 

wave damper 
wave maker 

I777/7/7///7/// / /> J / ////////// V //////// / M7T / / / /V / / / //;///; 

recirculation pipe 

Figure 2       Experimental set-up. 
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of the test section are 0.2 m high and are formed by stacking four beams of which 
three can be removed during an experiment. The downstream and upstream 
endwalls are connected to the bottom and the upstream cement false bottom, 
respectively, by 2 m long asbestos-cement plates which were made adjustable by 
means of hinges. In this way the height of the test section can be adjusted during 
an experiment by removing a beam and lowering the free side of the plate. 

Experimental procedure 

Prior to the experiments some tests were carried out to measure the wave decay, 
the wave reflection and the velocity distribution in the flume without sediment. For 
this purpose a temporary false bottom, made of cement, was placed over the test 
section. Measurements were also made in this configuration when both waves and 
current were present. The results showed that there was no significant wave 
reflection and no significant wave decay above the closed test section. 
Furthermore, the velocity distribution for a steady current was almost uniform. 

The false bottom over the test section was removed and preparations were 
made for the experiments with China Clay. The China Clay was thoroughly mixed 
with saline tap-water (salinity 5%o) in a mixing tank. The tank, in which a 
continuously revolving grid was installed, contained about 3 m3 of suspension with 
a concentration of about 250 kg-m"3. The suspension was regularly circulated in 
the tank; the suspension was withdrawn at the bottom and re-entered the tank at 
the top. After the suspension had been mixed for at least one week, it was pumped 
to the test section which was separated from the rest of the flume. Then the 
suspension was mixed again and finally it was allowed to consolidate. After 
consolidation the mud layer in the test section was approximately 0.2 m thick. 

Prior to the preparation of the mud bed, four miniature pore-pressure 
transducers (Druck PDCR 81) were fixed in a cross-section in the middle of the 
test section. The measured accuracy of the devices is ± 5 Pa. Furthermore, six 
wave height meters and three electromagnetic velocity meters were installed in the 
test section. The sensor of the electromagnetic velocity meter has an ellipsoidal 
shape (11 x 33 mm) and the sensing area is a cylinder just below the sensor with 
diameter 33 mm and height 5 mm. Concentrations of mud in the supernatant water 
layer were measured by an optical method and by taking samples. The 
concentration in the bed was measured using a conductivity probe. The data were 
recorded on a personal computer and video recordings were made. 

Three experiments with China Clay were made. The composition of the China 
Clay used in experiment III differed very little from the China Clay used in 
experiments I and II. In all experiments the behaviour and the processes in the 
mud were studied and measurements were made for different settings of the wave 
height (^ 0.1 m) and water velocity (^ 0.2 m-s"'). The wave period was 1.5 s and 
the depth of the tap-water above the initial bed was 0.30 m. For a detailed 
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overview of the experimental programmes of the three experiments see De Wit 
(1992). 

During the first, preliminary experiment the configuration was different from 
the one described above. A description of the configuration used in experiment I 
is given by De Wit and Kranenburg (1991). In Table 2 the initial heights of the 
beds and the consolidation periods are listed for the three experiments. 

Table 2        Consolidation periods and initial heights 
of the bed. 

Experiment 
No. date 

initial height of 
the bed 

[cm] 

consolidation 
period 
[days] 

I June 1991 18.5 22 

II December 1991 19.8 9 

III June 1992 18.5 6 

Results 

When waves were generated, it was observed that a layer of fluid mud was formed 
for wave heights exceeding a threshold value. This value increased with the 
consolidation period. The consolidation periods for the different experiments are 
listed in Table 2. The mud in experiment I started to liquefy when the wave height 
was about 7 cm. In experiments II and III liquefaction occurred when the wave 
height was about 3.0 cm. 

Prior to the experiment the concentration profile of the initial mud bed was 
measured. In Figure 3 concentration profiles are shown measured at two different 
places in the test section prior to the experiment and when a layer of fluid mud 
was present. The latter profile was measured at the down-stream end of the test 
section. The thickness of the mud layer near the downstream endwall did not 
decrease very much during an experiment, because fluid mud was transported in 
the downstream direction by the waves. It can be seen that the bed was quite 
uniform. 

Although sometimes overlooked, the shear stresses caused by the streamwise 
variation in wave-induced pressures seem to play an important role in the 
liquefaction process of cohesive sediments (Suhayda, 1984). A rough estimation 
of these pressure-induced shear stresses is made in the appendix assuming an ideal 
elastic behaviour of the mud. It is shown that the maximum shear stress increases 
almost linearly with depth. Using the characteristic values of experiment III it was 



CHINA CLAY LIQUEFACTION 2943 

?   20 

15 

2    10 

Figure 3 

partly liquefied bed 
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Concentration profiles of the bed at two locations in 
the test section during experiment 111. 

found that the maximum shear stress at 1 cm below the water-clay interface, for 
instance, is approximately 3 Pa for a wave height of 3 cm. The initial 
concentration of the upper part of the bed was about 400 kg-m"3, see Figure 3. In 
Figure 1 it is shown that the yield stress of mud with a concentration of 400 kg-m"3 

is approximately 3.5 Pa, which is of the same order of magnitude as the stress 
generated by the pressure oscillations. At 15 cm below the water-clay interface, 
the maximum pressure-induced shear stress is about 30 Pa, which is an order of 
magnitude greater than the yield stress of the sediment at this level in the bed. 
Only just below the water-clay interface the pressure-induced shear stress is 
smaller than the yield stress of the sediment. Consequently, the bed will be 
liquefied immediately after the generation of waves with a wave height of 3 cm, 
which corresponds with our observations. 

As soon as a layer of fluid mud had been generated, the waves were 
significantly damped and the damping increased with the thickness of the fluid-mud 
layer. The damping was only little influenced by a current (see Figure 4). 

Visual observations of dye injected near the bed surface seemed to indicate that 
the turbulence intensities in the overlaying water decreased when fluid mud was 
present. Furthermore, the fluid mud was easily transported by a current and hardly 
any mud was entrained into the water during this process. 

In a later phase of experiment I erosion prevented the fluid mud to leave the 
test section, which then was just a trench in the false bottom. Instead a large 
circulation zone was generated in the fluid mud. This was the main reason for 
changing the test section into the present configuration. In experiments II and III 
this problem did not occur. 
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Figure 4 Average wave heights measured above the test 
section when waves and both waves and current 
(10 cm-s'1) were generated. (Experiment 11, fluid-mud 
layer present) 

:   +   +   + 

+ 
-*    * + 

SIC 
* 

its 
- + waves * waves and current 

, 

12 3 4 5 6 7 

Wave-averaged velocity amplitude      [cm-s1] 

Figure 5      Wave-averaged velocity amplitudes in and above a 
partly liquefied bed. 
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When a significant layer of fluid mud had been generated due to wave action, 
an electromagnetic velocity meter was used to measure velocity amplitudes just 
above and in the bed during experiment III. Although the flow of the fluid mud 
was disturbed significantly by the velocity meter, it was still possible to measure 
velocities. The calibration of the electromagnetic velocity meter was checked in 
towing tests prior to the experiment. According to visual observations at that 
moment, the bed was approximately 17.5 cm thick; the thickness of the fluid mud 
layer was when judged at the glass sidewall 4 cm. However, the measured wave- 
averaged velocity amplitudes shown in Figure 5, indicate that in the centre of the 
flume the whole mud layer had been liquefied. 

In experiments II and III, four miniature pore-pressure transducers were 
installed. Three of them were fixed at several levels in the bed and one was fixed 
just above the bed as a reference. Wave-averaged water pressure changes measured 
just above and in the mud layer after the onset of liquefaction are shown in 
Figure 6. The pressure above the bed hardly changed during liquefaction. The pore 
pressure, however, showed a transient decrease which was probably caused by the 
break down of the aggregate structure. Then a gradual build-up of an excess pore 

p-< 

0  20  40  60  80  100 120 140 160 180 

Time      [s] 

Figure 6 Wave-averaged pressure changes during liquefaction; 
a pressure at about 23 mm above the bed, b pore 
pressure 21 mm below the bed surface. 
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pressure was observed. Due to the low permeability of the mud layer the excess 
pore pressure did not dissipate, but rose to a final value corresponding with a zero 
effective stress. 

Discussion and conclusions 

In each experiment a layer of fluid mud was generated due to wave action. 
However, the threshold value of the wave height at which liquefaction occurred 
depends on the consolidation period of the mud; the threshold value increased as 
the consolidation period increased. 

Although the assumption made in the appendix of cohesive sediment being an 
elastic material is not quite appropriate, the estimate of the maximum pressure- 
induced shear stress given shows these stresses play an important role in the 
liquefaction process of mud. 

The wave height was damped significantly as soon as a layer of fluid mud was 
generated and the damping was only little influenced by a current. Furthermore, 
dye injections seemed to indicate that the turbulence intensities decreased when a 
fluid mud was present. However, measurements using laser doppler anemometers 
or electromagnetic velocity meters are necessary to validate this observation. 

The fluid mud was transported very easily by a current and hardly any mud 
was entrained into the water layer. 

Usually visual observations and pressure measurements are made at a 
transparent wall of a set-up. However, from the measurements made with an 
electromagnetic velocity meter in the experiments carried out so far it is found that 
observations or measurements made at a sidewall are not representative of the 
actual physical processes away from the sidewalls. Only measurements carried out 
far from a wall give a quantitative description of the bulk processes inside the bed. 

Pore-pressure measurements showed a transient decrease possibly caused by 
the break down of the aggregate structure, succeeded by gradual build up of an 
excess pore pressure so as to compensate for the vanishing effective stress. 

This work will be continued by examining the liquefaction of sediments 
composed of other clay minerals. Furthermore, mathematical models relating the 
wave damping to the rheological properties of the bed are being tested. 
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Appendix 

Wave induced shear stresses in the bed 

Waves are capable of generating shear stresses in the bed. The total shear stress 
is a superposition of the shear stress caused by the oscillating flow and the shear 
stress caused by the streamwise variation in the pressure on the bed. The shear 
stress imposed upon the upper bed surface by the oscillating flow can be calculated 
from viscous flow theory for laminar flow or an empirical equation for turbulent 
flow. The pressure-induced shear stress is sometimes overlooked, but seems to 
play an important role in the liquefaction process of cohesive sediments (Suhayda, 
1984). This shear stress can be estimated in the following way. 

Consider a two-dimensional semi-infinite isotropic linear-elastic solid in the 
domain z±Q. Thex-axis of the cartesian coordinate system is in the streamwise 
direction. In the origin of this coordinate system a vertical point force is applied. 
Boussinesq derived a solution for the resulting stress components at any point in 
the solid in 1885 (Timoshenko, 1951). Using the principle of superposition the 
maximum value amax of the shear stress a^ can be calculated for a sinusoidal 
pressure distribution p =p sin (foe), where k is the wave number. It is thus found 
that 

«m^=Pkzt'kz (!) 

The maximum shear stress is found for kz = 1, but liquefaction may start at higher 
level in the bed because usually the strength of the bed increases with depth. 
Approximating for small kz, equation 1 gives ffmax = pkz which was also found 
by Maa & Mehta (1990). 

The pressure amplitude p at the upper bed surface generated by progressive 
waves with amplitude a as calculated using linear short-wave theory is 

=     pga 
y      cosh kD v ' 

where p is the density of the fluid, g the gravitational acceleration and D the water 
depth. 



CHAPTER 226 

CONSOLIDATION OF SOFT MARINE SOILS:  UNIFYING 
THEORIES,  NUMERICAL MODELLING AND IN   SITU 

EXPERIMENTS 

Alain Alexis1, Philippe Bassoullet2, Pierre Le Hir2 

and Charles Teisson3 

ABSTRACT 
This paper first presents a literature review of 

consolidation theories. A link between sedimentation and 
consolidation models is pointed out and a more general 
formulation is suggested. The constitutive relationships 
between the void ratio and the effective stress or the 
permeability are discussed from experimental data 
available in literature. Then a numerical modelling is 
used to simulate settling column tests. At last field 
measurements of mud characteristics are presented. 

1  INTRODUCTION 
Cohesive sediments are often at the core of coastal 

problems, either by their undesirable accumulation in 
estuaries and sheltered areas as harbours, or by their 
active pollutant role as a carrier of heavy metals or 
radionucleides. Thus, various numerical models have been 
developed over the past decade to reproduce cohesive 
sediment transport, through the well known advection- 
diffusion equation, with deposition and erosion acting as 
sink and source terms. But few industrial models do take 
into account consolidation. Its representation, when it 
exists, is often empirical and loosely linked with 

(1) IUT de St Nazaire, BP 420, 44606 St Nazaire, FRANCE 
(2) IFREMER, Centre de Brest, BP 70, 29280 Plouzan<5, 
FRANCE 
(3) EDF- Laboratoire National d'Hydraulique, 6 quai Watier 
78400 Chatou FRANCE 
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consolidation theories (HAYTER, 1986; TEISSON and LATTEUX, 
1986; LE HIR et al., 1989). Recent approaches try to take 
into account consolidation by including effective stress 
as a parameter of the settling velocity (TOORMAN, 1992). 
However, consolidation is a very important parameter which 
governs sediment dynamics at a fornight tidal scale: part 
of the sediment, which deposits during neap conditions, 
will have time to consolidate and will not be resuspended 
during spring conditions, because of its higher critical 
shear stress. A good prediction of the amount of 
resuspended sediment and consequently definitive deposit 
therefore depends on a good simulation of consolidation. 

2    LITERATURE    REVIEW 
As  soft soils  are at the boundary between water and 

soil,     consolidation     has     been     investigated by 
hydraulicians     and    geotechnicians,     with separate 
approaches. We use an original tree method, shown in 
fig.l, to analyse the historical background and study the 
convergence of the different points of view. 

Me^nical analysis 

Sedimentation 

KYNCH 51 

8IOT 41 

MICHAELS 62 * 

FrrcH 79 
YONG 79 

• Mc ROBERTS 76 

IMA1 81 
BEEN 81 

GREENSPAN 32      KOPPULA 82 
• UMEHARA 82 
/ SILLS 83 

\y       YONG 84 

TOORMAN 92 

Finite Strain 
,GIB5pN 67 

* TAVENAS 78 
MONTE 76 
OLSON 79\ 

CARRIER S3 
YONG 83 

Fig.l: Soft soil consolidation historical 
tree of theoretical studies. 
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During the past ten years, some theories have been 
brought closer, but there is still no real inclusive 
approach, notably concerning the link between 
sedimentation and consolidation. 

The study of previous theoretical works show that 
TERZAGHI (1925), KYNCH (1952) and GIBSON et al.. (1967) 
have been the key papers of this theoretical background. 
As TERZAGHI's formulation is only valid with small 
deformations and KYNCH"s formulation does not take into 
account the effective stress, they reveal to be too 
restrictive. GIBSON'S model is more general, but is 
limited to constitutive relationship only depending on the 
void ratio, and to incompressible phases. 

In order to simulate the behaviour of a very soft 
marine soil, a relevant model should take into account 
large deformations, increasing or decreasing effective 
stresses due to the load history (deposition and erosion), 
variable or cyclical pore pressure (waves, tide), 
compressible fluid and grains (unsaturated, organic 
matter) and long term deformations (creeping). 

3 TOWARDS A UNIFYING THEORY 
As they appear different, models of consolidation 

have been rewritten using a unique notation system which 
allows their comparison. 

GIBSON'S law (1967) appears to be the most general 
of the previous studies. This formulation needs the use of 
a Lagrangian coordinate, the material coordinate z, which 
is constant for a given slice of sediment and corresponds 
to the height of solids above the slice. Stresses acting 
on sediment are studied separately, as effective stress on 
grains on the one hand, and pore pressure on fluid on the 
other: 

a = a' + uw 
Mass balance, 

avm    de _ 
dz     dt 

stresses equilibrium, 
do      /, s      duo   „ , _=Y(1+e)      #=Yw(l4«) 

extended Darcy's law, 
v  = -k*l 

m      Yw dz 
and constitutive relationships, 

a' = a'(e) k = k(e) 
are written to get the Gibson's equation: 

de   v's dkr de |   i   d     d(y de) _ Q 

dt    yw de dz    Yw dz   rde dz 

where: e void ratio, kr reduced permeability 
( k/(l+e)    ),   yw and  y's   unit   weights   of   water   and   of 
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immersed solids. 
When self weight is ignored and small deformations 

are considered, it follows: 
9e _ k E' d2e 
dt    Y«0+eo) dZ2 

When effective stress is ignored, it follows: 
aeY^dk^ae =0 (3) 

dt    Yw de dz 
SCH1FFMAN et al. (1985) have shown that the GIBSON'S 

equation (1) includes TERZAGHI's equation (1925) (2) used 
in geotechnics for terrestrial soil and KYNCH's equation 
(1952) (3) used in sedimentation as simplified and 
particular cases, when they are written in the same system 
of notations. 

Moreover, the relation with the two-phase flow 
approach  (TEISSON et al.,1992)  can be pointed out. 

The usual condition of zero effective stress during 
the sedimentation phase induces the existence of a 
boundary void ratio. But a slightly decreasing effective 
stress down to very small but non zero values, with 
increasing void ratio, could allow to link sedimentation 
and consolidation as a continuous process. 

We propose a new and extended formulation to take 
into account the compressibility of fluid and grains and 
non pure Darcinian flow: 

X-( Yf vm(e,Tf- <Y s - -T—))) = Ys 3-<e —)     (4) dz 1+e dz dt   Ys 
where the mean relative flow velocity vm depends on 

e and the excess pore pressure gradient, but not 
necessarily according to the Darcy's law. It can be easily 
shown that the simultaneous use of the assumption of 
incompressibility for solid and fluid phases and of 
Darcy's law will make Gibson's equation 1 a restrictive 
case of equation 4. 

Let us notice that the grain size distribution 
remains uniform, because of the use a material coordinate, 
but that creeping and the history of loading could be 
taken into account using a relevant effective stress 
evolution. 

4  CONSTITUTIVE  RELATIONSHIPS 
In order to solve (1) or (4) the representative 

constitutive laws o'(e) and k(e) are definitely needed, 
which is the most difficult part of the task as these 
parameters can only be obtained through experimental ways 
for a given mud.This is all the most difficult as we deal 
with cohesive sediment and a very large range of 
concentration (BERLAMONT, 1992). 

These two specificities also put the stress upon the 
necessary link between hydraulics and soil mechanics with 
a mutual benefit. 
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We have brought together experimental data issued 
from a hundred tests available in litterature. Our will 
was to mix the results of available experiments, in order 
to point out common trends although the experimental 
conditions and the soil composition were different in 
these various tests. 

Void ratio was chosen as the main parameter, 
consistently with geotechnicians' habit. Bibliographic 
data were harmonized by transforming the other parameters 
(water content, density, dry density, weight 
concentration, volumetric concentration).When needed,the 
average value of 2,65 was taken for the density of solid 
particules. 

For the effective stress, 48 experimental curves 
from IMAI (1981), UMEHARA and ZEN (1982), PANE et 
al.(1982), YONG et al.(1983), TAN et al.(1988) have been 
used. 

A random distribution could have been expected, but 
in spite of the scattered dots, fig.2 shows a trend of the 
effective stress. This trend is in agreement with the 
effective stress shape introduced to link sedimentation 
and consolidation in part 3. 

The next stage will consist of separating dots in 
different families by taking into account their plasticity 
as the main parameter of their nature. 
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Fig.2:  Gathering of effective stress 
literature experimental data. 
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A similar diagram has been drawn for the 
relationship between void ratio and permeability.We have 
used    here    10    experimental    curves from    PANE    et 
al.(1982),YONG et al.(1983), TAN et al. (1988), TAN et 
al.(1990) and TOORMAN (1992). Permeability or 
consolidation tests data are shown in fig.3a, down to a 
concentration of 300 g/l.In order to represent (fig.3b) 
very low concentration data, down to 50 g/1, settling 
velocity data (white squares in fig.3b) were transformed 
in permeability, using the correspondence: 

k , i   da' . 
vs= — (Y --3-) 

Yw dx 
with a zero effective stress. 
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Fig.3a: Gathering of permeability literature experimental 
data (without settling velocity data). 

The trend seems to be of the same nature on these 
diagrams, except for the fact that higher effect of the 
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soil composition or structure may lead us to imagine 
several curves. 
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Fig.3b: Gathering of permeability literature experimental 
data (including settling velocity data). 

5  NUMERICAL MODELLING 
Gibson's equation expresses time and vertical 

evolution of the void ratio e, and can be easily modelled 
as a 1 D vertical advection-diffusion equation, except for 
the cost of computing due to the required fine vertical 
discretization. The equation is formulated in finite 
differences and solved with a semi-implicit numerical 
scheme. But the main problems lie in the appropriate 
formulation of the boundary condition at the interface 
between water and consolidating bed, and in the 
determination of the constitutive relationships k(e) and 
a'(e), i.e. permeability and effective stress as a 
function of the void ratio. Experimental settling tests of 
BEEN and SILLS (1981) have been satisfactorily reproduced 
with our model.The simulated height of the sediment column 
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is in good agreement with the experimental one (fig.4). 
Density at bottom is well represented but little 
discrepancies appear in the middle of the column 
(fig. 5). They are probably due to the rather high 
sensitivity of the model to the constitutive 
relationships. 
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Fig. 4: Time evolution of total height of deposit. 
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6 IN SITU EXPERIMENTS 
Some specific characterization tests are essential 

to evaluate fine cohesive sediments properties in muddy 
intertidal environments, in order to determine the 
relevant parameters for modelling mud erosion and 
deposition processes and to confront the results of 
previous theories and simulations with real situations. 
The involved parameters are naturally the concentration 
(or dry density) of the surficial sediment but also its 
shear strength which is assumed to be correlated with the 
"rigidity" of the mud. 

In a same cross-section of the Elorn estuary 
(Brittany), small cores have been sampled in three 
locations of the intertidal area, according to three 
different mud levels, at several moments of the tidal 
cycle, during spring or neap tides, in winter and summer 
(december 1990 - June 1991 - January 1992). From these 
cores, vertical profiles of water content, dry density and 
yield stress have been measured every two centimeters, 
just after sampling. Yield stress mesurements are made 
with vane testers which are specifically fitted to soft 
muds. A short synthesis from some of these cores is 
presented here. The resulting profiles show classical 
increases of concentration and shear strength over the 
first ten centimeters. The gradients can vary according to 
the tidal amplitude, the season and the location along the 
cross-section. 

Tidal variations 
The effect of the tidal amplitude is more noticeable 

in the lower part of the mud bank where large irregular 
variations of dry density appear on spring tides, probably 
due either to stronger flows or to drainage processes in 
the cross-section of the mud. 

As for the variation during the tidal amplitude, 
measurements show larger concentrations as well as higher 
yield stresses before the covering by the flood than just 
after the uncovering during the ebb, but the differences 
are only perceptible for the 2-3 upper centimeters. This 
phenomenon can lead to a variation of mud erodibility 
within the tidal cycle. 

Seasonal variations 
The comparison between winter and summer data, at 

the same level of the intertidal flat (fig.6 and fig.7), 
points out more extended gradients in winter, when the 
surficial mud is less concentrated and less stiff. 

These seasonal variations can be attributed to 
modifications of the deposit rate - due either to erosion 
elsewhere (L'YAVANC and BASSOULET, 1991) or to temperature 
effects or more probably to biological processes; several 
past studies have pointed out the role of biota seasonal 
variations and, in addition, some positive correlation 
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between the organic content and the shear strength of the 
mud (see for example MONTAGUE, 1986). 
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Fig. 6: Concentration profiles at a same location. 
Winter and summer measurements. Spring tide. 

From all these results, it appears that the state of 
the surficial mud can change according to various 
processes which are not presently included in theories and 
models. On the other hand, a rather good correlation 
between concentrations and yield stress has been obtained 
and if we assume an additional correlation between yield 
stress and erosion processes, the previous direct in situ 
measurements can give information on the erodability of 
natural mud in an intertidal environment. 

7  CONCLUSION 
The purpose of our survey was first to make a 

scanning of previous theories with the attempt to bring 
the light on the implied assumptions and to classify them. 

In order to make a skimming of their most 
representative qualities we have attempted to develop an 
original formulation with less restrictive assumptions 
than before. 

Gathering experimental literature data has allowed 
us to distinguish general trends of effective stress and 
permeability evolution for a large range of void ratios. 

In spite of the usual difficulty to obtain relevant 
constitutive  relationships  (effective  stress  and 
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permeabiblity), we have tried to simulate numerically a 
sediment settling in a laboratory column with a pair of 
experimental constitutive laws and have obtained a 
positive result. 

But in situ experiments have shown that our theories 
still have to be improved, taking into account many other 
parameters, not considered up to now. 

These complementary approaches should lead to a 
better description, understanding and modelling of 
consolidation processes, which will benefit to models of 
cohesive sediment transport. 
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Symbols 
e  :  void ratio 
k  :  permeability 
kr:  reduced permeability 
t   :  time 
u : over pore pressure 
uw: pore pressure 
uo: hydrostatic pressure 
vm: mean relative velocity of water 
vg. velocity of solid particules 
x : Eulerian coordinate 
z : material coordinate 

Y :unit weight of soil 

Yf : unit weight of fluid 

Ys : unit weight of solid particules 

Yw : unit weight of water 

Y' : unit weight of submerged soil 

Y'S: unit weight of submerged solid particules 

a :total stress 

a' : effective stress 
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CHAPTER 227 

EFFECTIVE STRESSES AND PERMEABILITY 
IN CONSOLIDATING MUD 

Jean Berlamont, Lut Van den Bosch and Erik Toorman1 

Abstract 

Measurements of density and pore pressures for consolidation experiments on 
estuarine mud are analyzed. Results for bulk permeability, local permeability and 
effective stress are presented and simple relationships between each of these 
parameters and the density are proposed. The problems associated with the accuracy 
of the measurements and their consequences on the determination of closure 
equations for consolidation models are discussed. 

1. Introduction 

The study of erosion, deposition and transport of sediments is of major 
importance for the operation of harbours, the planning of maintenance dredging, the 
spreading of pollutants and the stability of coastal structures. Therefore, many efforts 
have been devoted during the past few years to develop mathematical models for 
simulating the movement and deposition of sediments in coastal regions and 
estuaries. Although various commercially available models are capable of predicting 
fairly well the behaviour of non-cohesive material (sand), they do hardly better than 
producing qualitative results when cohesive sediments (mud) are involved. This, 
unfortunately, is very often the case in harbours and estuaries. The reason is that the 
basic physical processes involved are not yet fully understood, and thus cannot be 
modelled adequately. 

'Hydraulics Laboratory, Katholieke Universiteit Leuven, De Croylaan 2, B-3001 
Heverlee, Belgium 
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The actual erosion rates and whether or not a muddy bed will be eroded by 
currents or wave action depend on the degree of consolidation of the bed. Each 
cohesive sediment transport model should therefore include the modelling of the time 
history of the bed and its consolidation. A review of consolidation models can be 
found in (Shiftman et al., 1985) and (Alexis, 1991). More recent approaches, taking 
into account hindered settling as well, are due to (Tan et al., 1990) and (Toorman, 
1992). 

The consolidation of a cohesive sediment bed depends on: (1) the expulsion 
of water through the pores between the solid particles, i.e. on the permeability k of 
the mud layer; (2) the deformation of the card-house-like structure of mud floes, i.e. 
on the effective stresses cr' = a - p, in which a is the total stress and p is the pore 
water pressure. Therefore, there is a great need for general constitutive equations for 
the effective stress and for the permeability of a mud layer. Both are still largely 
unknown. 

In the first part of this paper the results of experiments in settling columns 
will be described and discussed. Experiments were carried out both with drained and 
undrained mud layers. In the second part an attempt is made to determine 
permeability and effective stress as a function of bulk density. 

gamma—densimeter 
U— measuring  cup 

movable   support 

densimeter display 

Fig.l: Settling column: experimental set-up. 

2. Settling column experiments 

In the Hydraulics Laboratory of the K.U.Leuven several series of 
consolidation experiments on drained and undrained mud layers were carried out in 
order to investigate the effect of drainage on the consolidation rate. 
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2.1 Experimental set-up. 

Figure 1 shows the experimental set-up of the settling column. The 
transparent column has a diameter of 0.10 m and is equipped with water pressure 
gauges. Where the piezometers are connected to the column, a cigarette filter is 
inserted to prevent mud particles from entering the tubes. The bottom of the column 
is closed for undrained experiments. In the case of drainage it is replaced by a filter, 
about 10 cm thick, consisting of a gradation of sand and gravel. The bottom of the 
filter is connected to a small reservoir of which the level can be changed in order to 
allow a variation of the imposed head difference over the mud layer. The percolating 
discharge is measured by regular weighing of the measuring cup. Density profiles 
can be measured with a nuclear density probe with an accuracy of 10 kg/m3 (MAST- 
G6M Report, 1992). 

2.2 Experiments 

In this paper three sets of experiments are discussed. Table 1 gives an 
overview of test conditions. In all cases mud from the River Scheldt was used. 

Exper. 
nr. (m) 

Po 
(kg/m3) 

Drainage Ah 
(m) 

Duration 
(days) 

KOI 
K02 
K03 
K04 

1.600 
1.600 
1.602 
1.600 

1095 
1095 
1095 
1095 

drained 
undrained 
drained 
drained 

0.0 

0.8 
1.6 

119 
97 
126 
119 

K05 
K06 

1.604 
1.602 

1095 
1095 

undrained 
drained variable 

92 
92 

K07 
K08 
K09 

1.983 
1.993 
1.983 

1060 
1095 
1098 

undrained 
undrained 
undrained 

- 41 
22 
26 

Table 1: Experimental conditions 

The first set of experiments (KOI, K02, K03, K04) were ordered by IMDC 
(International Marine & Dredging Consultants) and fit within the study program for 
the design and optimization of a mud basin and capture reservoir (Menge et al., 
1991). Afterwards, a second series of experiments (K05 and K06) were carried out 
to investigate optimal compaction through controlled drainage. The initial density in 
each case was 1095 kg/m3. Interface level, pore pressures, density profiles and 
percolating discharge were measured. The columns were filled from the top. The 
columns were cooled at the surface with tap-water to keep them at a constant 
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temperature (+13°C) in order to reduce gas production by organic matter. 
In order to evaluate the results of permeability and effective stress values as 

a function of density, a third set of undrained consolidation experiments has been 
carried out. The general set-up for the settling columns was the same as for the 
previous ones except for a larger number of piezometers, which allows better 
estimation of local permeabilities. Cooling was now obtained by placing the columns 
in a constant temperature room. Tests are carried out at a temperature of 8°C, which 
is a more realistic value for in-situ conditions of underwater disposals and almost 
eliminates gas production. The columns were now filled by sucking up the slurry 
into the column by creating vacuum, which has the additional advantage of de-airing 
the mud. 
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Fig.2: Settling curves for experiments K01-K04. 

2.3 Discussion of observations 

From the settling curves of K01-K04 it can be concluded that the descend 
of the water-mud interface starts earlier when the column is drained. During the first 
hours the consolidation rate of the undrained column K02 is much lower than that 
of the drained column (Fig.2). The consolidation rate of KOI (head difference Ah 
= 0.0 m) is even larger than that of K04 (Ah = 1.6 m). After 100 hours the mud- 
water interface of both columns has reached the same level. This means that 
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consolidation rate of the drained column with head difference 0.0 m has decreased. 
The smaller the head difference during the first hours the higher the 

consolidation rate at that moment. Afterwards the consolidation rate of the columns 
with a lower head difference decreases. At the end of the experiments (after 3 
months) drainage gives a better compaction. The compaction increases for greater 
head difference. The compaction of KOI and K03 after 3 months is more or less the 
same. The compaction of K04 is much higher than the others (i.e. 21 % better than 
for the undrained column K02). 

Density profiles for drained columns show that there is an upper layer of 
approximately constant density and a lower zone where the density increases with 
depth (Fig.3), which is clearly indicated by a distinct inflection point. The zone of 
constant density is similar to an undrained mud layer. Comparison of the density 
profiles of K01-K04 shows that the height of the zone with high densities increases 
with the imposed head difference (Fig.3). 
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1.2 

1 

-0.8 
? 
lo.6 
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0.2 
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K04 

0 
0.9    0.95      1      1.05    1.1     1.15    1.2    1.25    1.3    1.35    1.4 

bulk density (*1000kg/m3) 

Fig.3: Density profiles for experiments K01-K04 after two months. 

In order to combine both effects to maximize compaction, two new 
experiments (K05 and K06) were started. In experiment K06 the imposed head 
difference was stepwise varied during the experiment from 0 to nearly the initial 
column height (Fig.4). The experiment K05 (undrained) was used as reference. 
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O undrained  column 

D droined  column 

Head  difference  (m) 

Time  (days) 

100 
4d. 

1000 
42d. 

Fig.4: Consolidation curves for columns K05 (undrained) and K06 (drained). 

As in the first experiments (K01-K04), the lowering of the interface starts 
earlier for the drained column (K06) than for the undrained column (K05) (Fig.4). 
However, although the geometric head difference during the first 2 days was zero, 
there is a small head difference over the mud sample caused by a difference in 
density between the fluid mud (initially the mud has no structure) and the water in 
the tube connecting the filter with the downstream reservoir. Therefore water can 
migrate downwards through the filter pushed by a small head difference. After a few 
hours a structure is formed and the head difference disappears. After 2 days the head 
difference was increased by lowering the reference reservoir level, resulting in an 
increased consolidation rate. After 4 days the head difference is 1.47 m. After 3 
months the compaction in the drained column is 23 % higher than in the reference 
undrained column K05. The density profile of K06 (Fig.5) shows that the bottom 
zone of high densities, is even thicker than in the tests K01-K04. 

3. Permeability and effective stress 

3.1 Mean bulk permeability 

Data of the above discussed experiments have been used to estimate the 
permeability. For a closed (undrained) column the global permeability of the layer 
is calculated as a function of the average bulk density p using Darcy's law: 

L 
[1] 
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jR^.5: Density profiles for columns K05 (undrained) and K06 (drained). 

where: Ah = difference over a certain time interval (At = ti+1 - ti) of pressure head 
above hydrostatic at the bottom of the column; L, = mud layer thickness at time t^ 
A = cross sectional area of the column; Q = A (LrLi+1)/2At = average pore water 
flow rate; L - (Li+1+Lj)/2 = mean layer thickness. 
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Fig.6: Global permeability as a function of average bulk density for columns K05 
(undrained) and K06 (drained). 

Fig.6 shows the results for columns K05 and K06. The relation between k 
and p can be approximated (for 1130 < p < 1210 kg/m3) by: 
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logk = ap+b 
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[2] 

where: a and b are empirical constants. 
The inflection point in the density profiles was found to correspond with the 

level where the water head above hydrostatic reaches its maximum value (Fig.7). 
Hence, the excess pore water pressure gradient changes sign here, which implies that 
the pore water flows downward through the filter for the layer under the inflection 
point and upward for the zone above it. For the drained column the permeability of 
the upper zone is calculated as above for the undrained columns, whereas for the 
bottom layer the measured percolated discharge is used in Darcy's law. Hence, in 
drained columns permeabilities of mud layers of much higher density can be 
obtained. The obtained values of k are close to those obtained with Eq.[2] (Fig.6). 
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Fig.7: 
K06. 

Density profiles and pore pressures above hydrostatic for the drained column 

3.2 Effective stress 

The total stress IT at a certain level is obtained by integration of the density 
profile from the surface down to that level. When the pore pressure p is measured 
at that point, the local effective stress a' can be computed as a - p. Fig.8 shows the 
total pressure, the pore pressure and the effective stress as a function of the depth 
for an undrained (K02) and a drained column (K04). It can be seen that the 
effective stresses in the drained mud layer are greater than in the undrained case. 
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Fig.8: Stresses in the undrained column K02 and the drained column K04. 

It was found that the dimensionless parameter a = a'/pk2 (where k is 
calculated with Eq.[2]) gives a rather good linear correlation with p on a semi- 
logarithmic scale, i.e.: 

logff* = a'p+b' [3] 

Substitution of Eq.[2] in [3] results in: 

log(cr7p) = a" p+b" [4] 

where: a"=a'+2a and b"=b'+2b. Hence a plot of cr'/p as a function of p should 
directly give a linear correlation on a semi-logarithmic scale. The results for an 
undrained (K05) and drained (K06) column can be seen in Fig.9. The large scatter 
for small a' values is due to the low accuracy of measuring effective stresses 
(especially at low p), because a' is obtained as the small difference of two 
parameters (a and p) which are of the same order of magnitude (see MAST-G6M 
Report, 1992). 

To check the relationship [4] a new set of consolidation tests (K07-K09, 
Table 1) were carried out. The experimental results for the relationship between 
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effective stress and local density are shown in Fig.9. The effective stresses during 
the first two days are not plotted because of the low accuracy of these values. To 
extend the relationship for low values of effective stress a more accurate measuring 
method for effective stress is needed. In general it can be concluded that for the 
range 1100 < p < 1350 kg/m3 the relationship in a semi-log scale is linear. 
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Kg.P: Effective stress as a function of bulk density for columns K05-K09. 

Looking at the results of the columns K07-K09 separately, it can be seen 
that for K07 in fact two lines can be distinguished, i.e. for points in the bottom 5 
cm of the column and for those above. Possibly, because the initial density (1060 
kg/m3) of this experiment (K07) was below the gel-point (the critical concentration 
for structure formation) of this mud, sand may have migrated to the bottom during 
the first hours of the experiment, causing a difference in composition of the mud for 
the points of the two lines. Moreover, the density measurements are biased close to 
the bottom of the column. A comparison of the results of K07 with those of K06 
and K05, shows that the data for the bottom layer of K07 are comparable to those 
of the drained column K06, while the values for the top layer of K07 are on the 
same line as for the undrained column K05, even though the mud in both sets of 
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experiments originated from different locations in the Scheldt. 
The shape of the density profiles of K08 is not as expected, showing a large 

zone of decreasing density with depth (Fig. 10). Similar density profiles have also 
been found by Bowden (1988). At first sight, the results of effective stress for K08 
do not show a clear linear correlation (Fig.9c). It can be seen that there are two 
clouds of points. Possibly the relationship depends on the shape of the density 
profiles. For K09 similar observations were made as for K08. 
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Fig.10: Density profiles for column K08. 

3.3 Local permeability 

For the experiments K07-K09 an attempt was made to determine the local 
permeability by using the following form of Darcy's law, which is only valid for 
undrained tests (Bowden, 1988): 

w 
k = -L 

i 
[5] 

where: vvs = local settling rate (average solids velocity), k = permeability, i = local 
hydraulic gradient. The settling rate can be estimated from successive density 
profiles, by following levels in the mud layer below which a certain constant fraction 



CONSOLIDATING MUD 2973 

of the total mass of the sediment is found. The hydraulic gradient can be estimated 
by the difference in excess hydraulic head between two neighbouring pressure taps 
divided by the distance between them. 

The local permeabilities as a function of local density were calculated for 
K07, K08, K09 (Fig. 1 la-c). Again the experimental results can be approximated 
by a is a linear relationship between log(k) and p. For column K07 the linear 
approximation is very good in the range from 1050 kg/m3 < p < 1200 kg/m3. For 
higher densities there is a lot of scatter. For this range the calculation of k by Eq.[5] 
is very inaccurate, because the settling rate is determined from two successive 
density profiles, measured with limited accuracy (§2.1), which hardly change any 
more at this stage of the consolidation process. 
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Fig. 11: Local permeability as a function of density for columns K07-K09. 

For K08 and K09 a linear relationship between log(&) and p is a good 
approximation. The scatter is larger than for K07 because the initial density was 
higher, which reduces the accuracy of the calculation of ws. The inaccuracy is largest 
for the 80% mass level, because the density profiles are integrated all the way from 
the top down. The values of k for K08 and K09 are a factor 5 to 10 smaller than 
the permeabilities of K07. Because the density profiles are used for calculation of 
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k, a possible explanation can also here be found in the shape of the density profiles, 
which is influenced by the initial density of the slurry. 

3.4 A theoretical consideration 

Darcy's equation for undrained consolidation, Eq.[5], can more explicitly be 
written as a relationship between effective stress, permeability and settling rate 
(Toorman, 1992): 

i^=p5-Ap [6] 
g dz     P" k     p 

where: g - gravity constant; Ap = p - pw(atet). When the density is below the critical 
concentration where no structure exists, hindered settling takes place instead of 
consolidation and thus there is no effective stress. Hence, Eq.[6] reduces to: 

k = wA m 

This was first pointed out by Been (1980). Therefore, for low densities Eq.[2] can 
no longer be valid, because in the limit where Ap goes to zero, the permeability 
becomes infinite since ws then equals the (finite) Stokes fall velocity of a sediment 
particle. 

4. Conclusions 

The settling curves of the drained and the undrained mud layers show that 
drainage fastens the settling and the consolidation rates. The compaction can be 
maximized by applying a variable, i.e. increasing, head difference over the mud 
sample. Higher densities than in undrained conditions are then obtained in a thick 
layer above the bottom. Hence it is possible to obtain values of permeability and 
effective stress at higher densities using drained columns. 

The presented results suggest linear correlations between log(fc) and p and 
between log(aVp) and p within the range 1100 < p < 1200 kg/m3. Because there 
is often significant stratification in the mud layer, it is unlikely that the global 
permeability can be used to calibrate a closure law for k needed in numerical 
modelling, since local values are required. Local permeabilities however are harder 
to measure. Nevertheless, the magnitude of local and bulk permeabilities were found 
to be comparable. More experimental work is required to get more accurate data for 
the ranges of low and high densities, as well as to investigate the effect of 
parameters, such as initial density, structural history, shape of the density profiles, 
initial height, depth from the interface, etc. 
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CHAPTER 228 

Cohesive Profile Erosion by Waves 

Craig Bishop1, Michael Skafel1 and Rob Nairn2 

Abstract 

Hydraulic tests of the erosion by waves of a shore profile made from intact 
samples of till, a cohesive material comprising a large part of the Great Lakes shore- 
lines, have been completed. Over 1000 h of testing in a laboratory flume with 
random depth-limited breaking waves, varying conditions of sand cover, and varying 
mean water levels have been run. The vertical erosion rates of the till were measured 
along the centreline of the 8 m long, 0.35 m wide and 0.25 m thick till profile; its 
initial shape was the equilibrium form y = Ax2/3 common on sandy beaches. Some of 
the important findings are that this type of hydraulic test is viable, the role of sand in 
the erosion process is similar to its role in unidirectional flow model tests but the 
thickness and volatility of the sand layer are also factors, the main effect of varying 
water levels is to shift the zone of erosion activity up and down the profile, and that 
erosion can occur in the absence of sand if the rate of wave energy dissipation is high 
enough (plunging breakers, steep slopes). 

Introduction 

A large part of the Laurentian Great Lakes shoreline consists of cohesive 
materials, especially till. Similarly, much of the Black Sea coast, England's North 
Sea coast and others consist of cohesive materials. These shorelines are typically 
characterized by an eroding backshore bluff and a small, thin beach; cohesive mate- 
rial underlays the beach of cohesionless (sandy) materials. A shore can be defined as 
cohesive when a cohesive sediment substratum occupies the dominant role in the 
change in the shoreline shape (i.e. through erosion). It has been recognized that there 
are fundamental differences in the erosion process between sandy and cohesive 
shores. Cohesive shores are often glacial in origin, and they derive their strength 
from the cohesion of the clay as well as their consolidation from the period of glacia- 

1. National    Water    Research    Institute,    Environment    Canada, 
PO Box 5050, Burlington, Ontario, Canada L7R 4A6 

2. Coastal    Consultant,    316    Maple    Ave.,    Oakville,    Ontario, 
Canada L6J2H7 

2976 



COHESIVE PROFILE OF WAVE EROSION 2977 

tion. Once the material is eroded, it cannot reconstitute itself; it's cohesive nature is 
lost and the fine particles are advected away from the nearshore zone. Therefore, 
unlike sandy shores, erosion on cohesive shores is irreversible. The recession of 
cohesive bluffs is now understood to be controlled by the vertical erosion (downcut- 
ting) of the nearshore profile (Kamphuis 1987). Typically, the beach of cohesionless 
material in front of a cohesive bluff plays a complex role in the erosion process; it 
can provide some protection or can serve as an abrasion agent depending on its 
volume and the wave energy. Only when the volume of cohesionless material over- 
lying a cohesive layer is large (of the order 200 m3/m for the Great Lakes), as can 
occur at a large obstruction such as a harbour jetty or a headland, does the erosion 
process return to being the same as that on a sandy shore (Nairn 1992). 

The erosion process on a cohesive coast can be demonstrated by a compari- 
son of two cross-sections of a bluff and nearshore profile at a site in Lake Ontario 
(Nairn 1992). Figure 1 shows the estimate of the underlying cohesive profile and the 
sand cover in 1952 and again in 1989. The bluff face has receded about 30 m over 
this 37 year period for an average recession rate of 0.8 m/yr. In order for this to 
occur, the nearshore lake bed had to be downcut considerably. Furthermore, the 
profile shape in 1952 is very similar to that in 1989; it has simply shifted shoreward 
by 30 m. In a review of many field data sets throughout the Great Lakes, profiles 
were generally found to retain their shape as they receded (Nairn 1992). There 
appears to be an equilibrium or preferred cohesive profile shape. 

sand surface in 1989"^    ""•ir— 

cohesive profile in 1989 

Fig. 1  Lake bottom and till profiles in 1952 and 1989 at 
Scarborough Bluffs, Lake Ontario (after Nairn,1992). 

In the present work, the processes important in the erosion by waves of a 
nearshore profile made from intact samples of till are examined by means of hydrau- 
lic tests. 
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Field Work 

A vital component of this study was the collection of intact till samples in the 
field. Remoulded clays are known to have much reduced resistance to erosion 
compared with the undisturbed or intact clay (Lefebvre and Rohan 1986). After 
several field reconnaissance visits to the Lake Erie shoreline, a suitable site located 
about 200 m from the northshore bluff of Lake Erie was found. The site, Shanks' 
Gravel Pit #1, is located just west of Port Alma on Highway 3, where, after stripping 
off the overburden, a sand-gravel layer which overlies Port Stanley till is mined using 
a dragline. The bluffs and lake bottom over a large part of northwestern Lake Erie 
consist of Port Stanley till, a relatively homogeneous, cohesive material laid down 
by glaciers over 10,000 years ago. 

Open-ended steel boxes were manufactured using 1/8 inch (3.2 mm) thick 
steel. The box dimensions are 1.0 m long, 0.35 m wide and 0.45 m high. The front 
(cutting) end of each box has a bevelled edge and sloped back at an angle of 2, 3 or 7 
degrees; these slopes were intended to minimize the surface gaps between blocks 
when installed in the flume. 

2a  Backhoe clearing face of till 2b   Cutter frame with till sample 

IMF 

2c    Till sample in steel box 2d    Field site after removing 25 samples 

Fig. 2 Photographs of field site 

On October 9, 1990 Shanks removed the overburden and sand-gravel layer, 
prepared a work area and scraped the till surface smooth using a mid-sized bulldozer 
and a 25-ton crane with a dragline. On October 10, after pumping out accumulated 
rainwater, the till surface was trimmed by another 30 cm. Then a trencher was used 
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to cut a smooth vertical face in the till. A backhoe and bulldozer were used to clear 
the working face of the till (Fig. 2a). 

A custom made aluminum cutter frame was positioned and levelled in front 
of the prepared vertical till face; it was held in place by the trencher and bulldozer. A 
portable diesel hydraulic unit was used to power a 20-ton hydraulic ram. The ram 
slowly pushed an empty steel box guided by the cutter frame into the till (Fig. 2b). 
The end of the box in the till was cut away using a chainsaw with a trenching chain. 
The box was then lifted (Fig. 2c) and transported to a flatbed truck using the crane. 
The tops of the samples were covered with cheesecloth, sprayed with water, then the 
whole till-filled steel box was wrapped in plastic. By repeating this procedure, 25 till 
blocks were collected on October 10-11 by 8 people (Fig. 2d). When the samples 
arrived at NWRI, each block was misted again with water, and then put into 2 plastic 
bags which were then taped shut. Later, on May 23, 1991 all unused till blocks were 
stored under water until needed. 

Size analysis and geotechnical tests on samples of the till gave the following 
average properties: 21% sand and gravel, 33% silt, 46% clay, mean grain size 
D5Q = 0.0052 mm, liquid limit 27, plastic limit 17, plasticity index 10, and vane shear 
strength 86 kPa. 

Laboratory Flume Setup 

Tests were conducted in the 100 m long wind-wave flume at the NWRI 
Hydraulics Laboratory. An existing smooth plywood beach at a slope of 1:20 was 
modified to incorporate a 0.37 m wide channel along its centreline. Fig. 3 shows the 
test setup. A motorized carriage, equipped with a variable speed motor, traversed the 
working length of the test channel. Its position was monitored using an electronic 
synchro transmitter with horizontal accuracy of about +/- 3 mm. Profile data were 
collected at horizontal speeds of the order of 10 mm/s. Vertical profile data were 
measured with an optical bedplotter device mounted on a bracket attached to the 
carriage. Light from a light emitting diode is sent through a probe of fibre optic 
cables; a servo system raises or lowers the probe so as to maintain a preset voltage, 
corresponding to a vertical gap of about 15 mm, from the light signal reflected from 
the bed. The accuracy of the system is about +/- 1 mm. A bedplotter reading was 
taken on a fixed reference plate before and after each profile. Typically, variations 
between before and after readings were about 0.5 mm. 

Waves 

Waves were generated by a piston-type wavemaker using GEDAP (Funke 
and Mansard 1984) software. One random wave voltage sequence was used to drive 
the wavemaker for all tests. It was developed for a mean water depth of 100.0 cm, a 
peak frequency of 0.4 Hertz, a duration of 500 s (200 waves), unspecified groupi- 
ness, and a ratio of mean wind speed to wave phase speed (U/c ) of 1.3. Waves were 
measured by 3 capacitance wave gauges. The spacing between gauges 1 and 2 was 
0.706 m, and between 1 and 3 was 1.696 m. Incident and reflected wave spectra 
were separated using the method of Mansard and Funke (1980). The characteristic 
wave height (HJ of the incident waves was 0.31 m at a water depth of 1.00 m, 
0.29 m at 0.95 m, U.26 m at 0.85 m, and 0.26 m at 0.75 m. The corresponding values 
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of peak frequency (f ) varied between 0.33 and 0.39 Hertz. 

Since the laboratory tests used intact samples of prototype till and depth- 
limited breaking waves over most of the profile, these tests can be considered as full 
scale of the nearshore zone to a water depth of 0.5 to 0.75 m. There may be some 
model effects due to the peak frequency of the waves being higher than typical storm 
values of 0.1 to 0.2 Hz in the field. 

r * 
.PLANE 
I SLOPE 

„ /TILL .PLANE ,' .WAVE 
GAUGES 

PLAN 
DIMENSIONS IN METRES 

ELEVATION A-A 

Fig. 3 Test setup in laboratory flume 

Initial Profile 

According to Kamphuis (1987), nearshore profiles on cohesive coasts in 
wave-dominated environments have a long term, stable shape similar to the so-called 
"equilibrium" shape of sandy beaches described by Dean (1977). This shape is of the 
form y = Ax2/3 where y is the vertical distance measured downward from the mean 
water level, x is the horizontal distance measured from the mean water line, and A is 
a shape factor. This equation is for the mean profile and inherently ignores sand 
bars. Moore (1982) relates the shape factor to the mean grain size present on the 
beach. A medium sand, with D50 = 0.51 mm, available in the laboratory, was put in 
the testing part of the flume and subjected to about 20 h of the test wave spectra. The 
sand profile reached a stable shape and was measured. Ignoring the bars, the shape 
corresponds well with the predicted shape using the value of A given in Moore 
(1982) for the 0.51 mm sand (Fig. 4). 
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Based on these preliminary tests with sand, the starting profile for the till was 
designed to be of the form y = 0.18x2/3. Eight till blocks, trimmed to a height of 
0.25 m, were installed in their steel boxes in the flume; loose till was packed into the 
seams and then the profile was measured under water. The initial till profile is 
compared to the design profile in Figure 4. Only a brief summary of results of sever- 
al different test categories are given here; for a detailed description of tests and re- 
sults, refer to Bishop and Skafel (1992). 

Distance, m 

Fig. 4 Equilibrium sand profile (—), design profile (ooo), 
and initial till profile (—). Water depth = 1 m. 

Scour Hole Formation 

The first (exploratory) test series (TS1) was run with a mean water level of 
100.0 cm; the most striking observation was the formation of a significant scour hole 
at the plunge point for a majority of the breaking waves, located in the top till block 
just below the mean water level. The test began with a large supply (est. 100 L) of 
0.51 mm sand on the profile above the top till block. This acted as a sand dune and 
provided unlimited sand to the till profile for the first few hours of testing. After 
only 2.08 h of waves, the beginning of the formation of a scour hole from the mean 
water line to a depth of about 0.18 m was observed. Then, to restrict the sand supply, 
the sand dune was flattened and then covered with fibrous matting; however, sand 
was still available by leaking out from under the matting. Sand was being lost from 
the till surface through gaps at the seams between till blocks; this implies that sand 
was moving across the till surface. Fig. 5 shows the till profile and rate of change in 
elevation (erosion rate) at t = 8.33 h at which time only a few sand ripples were left 
at the bottom of the profile. (In Figures 5 to 13 the solid and dashed lines are the 
initial and final profiles respectively for the test sequence under discussion; they refer 
to the left hand vertical axis. The dot-dash line is the erosion rate (right hand vertical 
axis) and the dotted line is the zero erosion rate.) The scour hole continued to erode 
rapidly. Over the first 8.33 h the peak erosion rate at the scour hole averaged 
13 mm/h; this was the highest rate measured over the entire test program. 
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The seams were repaired by excavating a narrow trench at each seam, grout- 
ing the bottom of the trench, and then backfilling and compacting the seam with 
remoulded till. A variety of tests were run with and without sand. After 140 h, the 
till profile is shown in Fig. 6. The scour hole continued to grow in size but the rate 
of change decreased dramatically. 
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Till profile and erosion rate after       Fig. 6 Till profile and erosion rate 
8.33 h of testing at d = 1 m. after 140 h at d = 1 m. 

The second test series (TS2) began with an initial profile that was the eroded 
profile after 145 h from TS1. In order to avoid effects due to the scour hole, the 
mean water level was lowered to 85.0 cm. In this and subsequent test series, the test 
conditions were varied in systematic fashion and the response of the till was meas- 
ured. At the end of TS1, somewhat less than 8 L sand was left on the profile. This 
sand moved quickly from 4<x<5mto5<x<6m, the latter being the stable sand 
bar position for the lower water level of TS2. For the first 15 h of TS2, no new sand 
was added. 

The most striking feature of TS2 was that a large scour hole did not form 
below the MWL as had occurred in TS1. The dominant zone of plunging breakers 
moved offshore from the scour hole area of TS1 to the region around x = 4 m. In 
TS1 the scour hole formed where plunging breakers struck an initially steep (1:5.5) 
till slope. In contrast, for TS2, at the lower water level, the breakers struck a flatter 
(1:10) initial till slope and were not plunging as intensely. 

No Sand 

From the results of unidirectional flow lab tests by Kamphuis (1990), it is 
known that the erosion rate of till is strongly dependent on the presence of sand in the 
water. As part of the present study, Kamphuis carried out erosion tests on till 
samples from Shanks pit in a manner identical to earlier tests of Kamphuis (1988). 
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When clear water was used to erode the samples, the "critical shear stress" required 
to begin erosion was about 7 Pa. When sand was introduced into the flow, erosion 
began at a much lower shear stress of about 0.8 Pa, which corresponds to the thresh- 
old for movement of the sand. This indicates that erosion of a cohesive layer sub- 
jected to a flow containing some sand begins when the sand becomes mobile as 
discussed in Kamphuis (1990). 

A "no sand" scenario was investigated by draining the flume, washing the till 
surface, and then running 62.5 h of waves; the only cohesionless material on the 
profile was that which had been missed in the washing and that which eroded from 
the till surface during the test. Fig. 7 shows that the erosion rate (note the change in 
erosion rate scale) is very small (less than 0.2 mm/h); the higher rate around 
x = 4.8 m is due to some protruding grout having been manually removed. The re- 
sults agree with the findings of Kamphuis (1990). 
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Fig. 7 Till profile and erosion rate after 
62.5 h, d = 0.85 m, no sand. 

Stationary Bar 

Fig. 8   Till profile and erosion rate 
after 37.5 h, d = 0.85 m, 
stationary sand bar. 

A stationary bar scenario was investigated by placing 24 L of sand evenly on 
the profile at 5 < x < 7 m; the waves caused a bar to form at the location indicated by 
the short horizontal line in Fig. 8. Waves were run for 12.5 h, the sand was scraped 
from the bed and then, after profiling, the sand was placed evenly at 5 < x < 7 m 
again. This sequence was repeated two more times. Over this time Fig. 8 shows 
virtually no erosion beneath the bar, but some erosion both onshore and offshore; the 
small accretion rate indicated under the bar is due to some sand being missed when 
cleaning the till surface. From the results of this and other tests, it has been shown 
that the presence of a stationary sand layer of 10 mm or more thickness is sufficient 
to prevent erosion of the underlying till for the wave conditions and grain size char- 
acteristics associated with these tests. 
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Sparse Sand Cover 

A sparse sand cover environment was created by leaving an estimated 2-3 L 
of sand on the bed after it had been scraped, adding no new sand and running 37.5 h 
of waves. After this test, the flume was drained, the profile was washed and about 
1.5 L of sandy gravel was recovered from the profile and another 0.5 L may have 
been washed away or missed. Grain size analysis of the recovered material gave 
D„0 =1.3 mm. The profiles and erosion rate for this period are shown in Fig. 9. 
Clearly, the erosion rate is higher than the case of a stationary bar and the zone of 
erosion extends across most of the profile, including the former bar location; the null 
spot around x = 4.8 m is at a hardened seam. 
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Fig. 9 Till profile and erosion rate 
after 37.5 h,d = 0.85 m, 
sparse sand cover. 

Fig. 10 Till profile and erosion rate 
after 40 h,d = 0.85 m, 
recycled bar. 

Recycled Bar 

An artificially recycled bar environment was created by adding about 20 L 
sand at the scour hole, letting it move to the bar location, then scraping it off the bar 
and placing it in the scour hole again at intervals of 1.25 h. Earlier tests had deter- 
mined that all the sand moved to its stable bar position within 1.25 h. Fig. 10 shows 
the erosion rate over this 40 h period. There are null spots around x = 3.8 m and 
6.8 m, both at hardened seams, and relatively high erosion rates (up to 0.5 mm/h) out 
as far as x = 8 m. This scenario is probably fairly representative of three-dimensional 
conditions in that sand is moving over the profile out to a least x = 6 m and all parts 
of the profile are fully exposed for some of the time. From the results of this and 
other tests, the exposure of the till to moving sand, or, expressed another way, the 
volatility of the sand cover, is an important factor in the erosion process. 
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Varying Water Levels 

The objective of this test series (TS4) was to investigate the influence of 
changing mean water levels on the erosion of the till profile. Tests were conducted at 
water levels 85, 95, 75 and back to 95 cm. The 8 till blocks used for the first tests 
were removed and replaced with new till blocks plus an extra one, the ninth, above 
block 1. The shape of the profile was the same as before, i.e. y = 0.18x2/3, except that 
the slope of the top two blocks was reduced to 1:9.4 so as to be the same as the third 
block, formerly the second block. A sealed wood beach with fibrous matting on top 
was installed above block 1 at the same 1:9.4 slope. 

After 140 h of tests at a mean water level of 85 cm, the mean water level was 
raised to 95 cm. For the next 60 h waves attacked the profile without any supple- 
mentary sand. However, it was observed that quite a lot of gravel eroded from the 
till and collected over 3.7 < x < 4.6 m; gravel filled in any low spots, especially a 
runnel along the centreline. At 30 h the profile was washed and about 5 L sandy 
gravel was recovered. For the subsequent 30 h, a recycled bar environment was 
created again by adding 2 L sand at the mean water level at 3.33 h intervals and 
scraping the bed underwater at 10 h intervals. After washing the bed, about 5 L 
sandy gravel was recovered. Fig. 11 shows the profiles at the start and end of the 
90 h test with a depth of 95 cm and the corresponding erosion rates. Clearly, the 
major zone of activity is the upper part of the profile near the mean water line. A 
distinct scour hole again formed at the upper (steep) part of the profile at the zone of 
dominant breaking. 
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Fig. 11 Till profile and erosion rate Fig. 12 Till profile and erosion rate 
after 90 h, d = 0.95 h. after 120 h, d = 0.75 m. 

After lowering the mean water level to 75 cm, 70 h of waves were run with- 
out adding any sand. About 0.5 L of sandy gravel was eroded from the till, and 
removed by scraping, during each 10 h period. After 70 h the flume was drained and 
the bed was washed. For the next 50 h, a recycled bar environment was created by 
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adding 2 L sand just below the mean water line at 3.33 h intervals and scraping the 
bed underwater at 10 h intervals. Fig. 12 shows the profiles at the start and end of 
the tests at 75 cm. The major zone of erosion has shifted offshore to the zone of 
dominant breaking corresponding to the lower water level. The main effect of a 
change in mean water level is to shift the location on the profile that experiences the 
breaking waves; for high water, the zone of erosion is further onshore, while for 
lower water, the zone moves offshore. 

The mean water level was raised again to 95 cm and 50 h of waves were run 
without adding any sand. Fig. 13 shows the beginning and end profiles, and the 
erosion rate, for TS4 after 400 h (of the series of four water levels). The profile has 
shifted shoreward and has steepened slightly at its top end. The erosion rate starts 
near zero around the highest mean water level, quickly reaches a maximum near the 
dominant plunge point of the breakers at the highest mean water level, then decreases 
quite uniformly in the offshore direction. These trends agree with the field results 
depicted in Figure 1. 
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Fig. 13       Till profile and erosion rate after 400 h, 
d = 0.85,0.95,0.75 and 0.95 m. 

Numerical Model 

A numerical model has been developed to simulate the processes on a cohe- 
sive shore profile. The downcutting process of a cohesive profile is more complicat- 
ed and less well understood than the transport of the overlying sand. The model, first 
presented by Nairn et al (1986), empirically relates downcutting to two processes: (1) 
the shear stresses on the bed due to the wave orbital velocities; and (2) the intensity 
of wave breaking (as indicated by the local gradients in wave energy dissipation 
across the surf zone) and associated turbulence and jets (due to plunging breakers) 
impinging on the bottom. The former is dominant outside the surf zone, while the 
latter is dominant in the surf zone. These concepts are in agreement with the obser- 
vations that the degree of downcutting increases towards the shore, a result that 
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cannot be sustained by a model based only on shear due to orbital velocity. Two 
empirical coefficients are used to relate the downcutting to these processes. The 
presence of sand overlying the cohesive layer has two distinctly different roles, 
depending on its thickness. A thin veneer acts as an abrasive agent, increasing the 
downcutting. A thicker layer, typically greater than 5 to 10 mm in these tests, pro- 
tects the underlying cohesive material. An updated version of the original model 
(Nairn 1990) is able to predict the movement of the sand layer over a fixed surface, 
and so the resultant effects on the cohesive layer can be predicted in the short term. 
The model upgrade includes the consideration of supply limitation to sediment trans- 
port predictions. This type of short term modelling is helpful in developing a better 
understanding of the erosion processes through an extension of the physical experi- 
ments. For long term predictions heavy computational demands of the model and 
cumulative errors in simulating the sand movement require the use of the model 
without explicitly accounting for the sand cover, with appropriate coefficients. 

Results of the calibration runs for the two types of simulation are shown in 
Fig. 14 in which the dashed line is the initial profile, the solid line is the experimen- 
tal erosion rate and the dot-dash line is the numerical model erosion rate. In Fig. 14a, 
sand cover was explicitly considered in the case of the recycled bar: the relatively 
high downcutting rates are well represented over most of the surf zone except the 
very top part. Under the influence of the sparse sand cover the downcutting was 
reproduced equally well (Fig. 14b) with coefficients that did not take the presence of 
sand into account. For the sparse sand cover case, the ratio of the values of the coef- 
ficients from the two types of simulation indicate that, at any one point, the profile 
was subjected to downcutting for only 10 to 20% of the time. These numerical 
model calibration runs provided valuable guidance in extending the numerical work 
to prediction of the evolution of various cohesive shore types in the Laurentian Great 
Lakes (Nairn 1992). 
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Conclusions 

Hydraulic tests of the erosion by waves of a shore profile made of intact till 
samples have been conducted successfully and have helped to advance our under- 
standing of coastal processes on cohesive shores. The role of sand in the erosion 
process is very important: in the absence of sand, there is virtually no erosion except 
where turbulence and/or hydraulic jets reach the cohesive bed; a stationary sand layer 
of 10 mm thickness or more is sufficient to protect the underlying cohesive material 
from erosion due to waves tested in this study (H . = 0.3 m, T = 0.35 Hz); and, 
other factors being equal, the greater the volatility or the sand cover, the greater the 
erosion rate will be. Long term erosion rates measured inside the surfzone for the 
wave and water level conditions of this study are of the order of 0.5 mm/h, peaking 
at the zone of dominant breaking, and decreasing monotonically in the offshore 
direction. The main effect of varying mean water levels is to shift the zone of 
dominant breaking up or down the profile: for higher levels, the zone of highest 
erosion rates shifts onshore, while for lower levels, the zone of highest erosion rates 
shifts further offshore so that, in the long term, the whole profile tends to maintain an 
equilibrium shape. 
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CHAPTER 229 

The Kinematics of Wave Induced Flows Around 
Near-Bed Pipelines 

T.Bruce1, W.J.Easson2 

ABSTRACT 

Particle Image Velocimetry (PIV) has been applied successfully to give quantita- 
tive, full field measurements of instantaneous velocity fields for oscillatory flows 
past a model of a pipeline above a plane bed. The application of PIV to this 
problem is discussed, and results for the case of KC = 20 with gap ratios 1.0 
and 0.1 are presented in the form of velocity vector maps, and contour plots of 
vorticity distribution. 

INTRODUCTION 

There is extensive coverage in the literature of research into the fluid loadings 
experienced by cylindrical structures in a wide variety of flow regimes [eg. Sarp- 
kaya, Isaacson, 1980]. Many studies have focussed on the cyclic variation of drag 
and lift forces on a horizontal cylinder exposed to wave action. Some of these 
studies have been extended to investigate the effect of the proximity of a plane 
bed on cylinder loadings. 

Recently, qualitative flow visualisation studies have improved the understand- 
ing of loading cycles through wave periods. Williamson [1985] performed simulta- 
neous visualisations and force measurements for a cylinder being oscillated at KC 
numbers up. to 60, and was able to relate the form of the loading-time curve to 
the vortex shedding process in a number of distinct shedding regimes. Sumer et 
al [1991] have extended this work to investigate the influence of a plane boundary 
close to the cylinder. 

The objective of the work reported here was to obtain quantitative, full-field 
measurements of the kinematics of oscillatory flows past a cylinder near a plane 
boundary. These flows are unsteady, so building up a quantitative map of the 
kinematics using a single point measurement technique would be impossible. At- 
tention must therefore be turned to techniques which can measure velocities over 
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a complete, two-dimensional measurement zone. Established methods such as 
streak photography which readily give qualitative flow visualisations can be made 
to yield quantitative data, but the analysis can be laborious and the errors in- 
volved are in general large. A technique which suffers none of the above drawback 
is Particle Image Velocimetry (PIV), and it is this technique's application to os- 
cillatory flows past near-bed cylinders which is described here. 

The numerical modelling of unsteady flows past cylinders is becoming increas- 
ingly successful. The discrete vortex model has been applied to the flow past a 
cylinder above a plane boundary [Penoyre and Stansby, 1988] with promising re- 
sults. However, in order to assess the validity of these models, accurate, full-field 
quantitative data for the flow kinematics is required. Also, quantitative data 
of this kind may find use in the modelling of sediment transport and the scour 
process in the vicinity of a seabed pipeline. 

METHOD 

PIV is a relatively new technique which gives a quantitative map of instantaneous 
flow velocities over a large area. Additionally, the velocities obtained are of high 
accuracy and high resolution. The basis of PIV is to stroboscopically illuminate a 
two-dimensional plane through the flow, which has been seeded with tiny reflective 
particles which are assumed to follow the flow accurately. The illuminated plane is 
then photographed, the shutter being held open long enough to record at least two 
illuminations. Thus each seeding particle gives rise to at least two particle images. 
The local flow can then be determined from the separation of these images. A 
fully automated system is used to interrogate the photograph over an array of 
points to build up a flow velocity map. A detailed description and appraisal of 
PIV is presented elsewhere in the proceeding of this conference [Greated et al, 
1992]. 

A purpose-built facility has been constructed for these studies, consisting of 
a rectangular 6m by lm tank with a water depth of 0.5m, above which runs a 
computer controlled trolley (figure 1). This trolley tows objects through initially 
stationary water, and may be programmed to execute complex motion sequences. 
For the experiments reported here, a horizontal test cylinder (of diameter 50mm) 
and a false bed were rigidly attached to the trolley and were towed through the 
tank to give a sinusoidal motion. In general, the flow kinematics resulting from 
moving an object sinusoidally through initially stationary fluid are identical to 
those generated by a sinusoidal fluid flow past a fixed object [Garrison, 1980]. 
However, in the case being studied, it was important that the influence of the 
bed on the kinematics was correctly included in the tests: In order that the finite 
length of the false bed did not affect the flows observed, the false bed was more 
than twice the length of the largest amplitude oscillations. 

A two-dimensional plane in the flow is illuminated stroboscopically through 
the glass bottom of the tank by a 15W Argon Ion continuous wave laser and a 
scanning beam system [Greated et al, 1992, Gray et al, 1991]. The flow is seeded 
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(TOWING CYMNDNL AND »ALSt BED) 

Figure 1: Experimental facility 

with conifer pollen and photographed using a Hasselblad EL/M medium (55mm) 
format camera. For these experiments, the camera was triggered electronically 
from the trolley control system, so that a precise phase of the flow could be 
selected and captured. Additionally, the camera was panned across the measure- 
ment field as the photograph was taken. The reason that it was necessary to pan 
the camera is as follows: 

PIV in its basic form gets velocity information from the separations of double 
particle images on a photograph. In general there is no way to tell which image is 
the first, and thus there exists an inherent ambiguity in the sense of the velocity 
measurement obtained at any given point. In many, indeed most cases, this does 
not cause a problem; eg in the case of a breaking wave, it is known a priori all the 
motion is in one 180° arc. However, in this application, there are both forward 
and reverse flows present. Also, PIV in its basic form cannot positively measure a 
region of zero flow velocity — it relies on measuring the separation of correlated 
particle images, and if the first and second images overlap, then no correlated 
separation will be visible and thus no velocity measurable. 

Panning the camera as the photograph is taken solves both these problems: 
As it is being panned, the camera sees the whole flow field as if a large shift 
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velocity had been imposed on the true flow field. The velocities recorded will 
have this large offset superposed on the true flow. If this shift velocity is made 
sufficiently large, the first particle image will always be to the same side of the 
second, and particle images which would have been coincident in areas of very low 
or zero flow velocity are now separated. The shift can be subsequently subtracted 
from the measured field to give the true flow field. (This image shifting technique 
is analogous to frequency shifting in LDA). 

EXPERIMENTAL PARAMETERS 

The formation of vortices at the pipeline, and the subsequent motion of these 
vortices (particularly when they are swept back over the pipeline) strongly affect 
the drag and lift forces on the pipeline. Naturally, the pattern of vortex formation 
and movement varies a great deal for different flow regimes. The structure of these 
flows past a smooth pipeline is governed by three dimensionless parameters: 

The Keulegan Carpenter number (KC) is defined as 

KC = ^ 

where Um is the magnitude of the maximum velocity of the oscillatory flow, T 

is the period of the oscillation and D is the characteristic dimension of the flow; 
here, the cylinder diameter. Thus the larger KC, the larger the motion of fluid 
particles relative to the size of the cylinder. 

The second important parameter is the gap ratio, e/D. 

. size of gap between cylinder and bed 

cylinder diameter 

Finally, the Reynolds number (Rc) 

R^U-^- 
v 

where v is the kinematic viscosity. 
The structure of the flow is strongly affected by the combination of KC and 

e/D. However, the dependence on Re is only weak — all the flows studied here 
are sub-critical, and the form of the flow is largely independent of Rc within the 
sub-critical range of Re. 

Williamson [1985] studied oscillatory flows past a cylinder in free stream (ie, 
without a plane boundary) and identified distinct ranges of KC values over which 
a particular pattern of vortex formation and motion was observed. Sumer et al 
[1991] reviewed the flow patterns in these regimes for various values of the gap 
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ratio e/D. He presents visualisations and loading measurements for KC = 4, 10, 
20, 30 and e/D over the range from 0 to 3.5. 

This paper presents results of the first experiments in this study. As such, the 
work of Sumer et al was considered an excellent starting point. The cases of KC 
= 20 with e/D = 1.0 and e/D = 0.1 were the first to be studied, and it is these 
tests that are reported here. 
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Figure 2: Velocity vectors, KC = 20, e/D = 1.0, phase = 0" 

RESULTS 

Once the process of obtaining good PIV images has been established for a given 
application, it is possible to obtain large quantities of data in a short time. Here, 
there are a large number of flow regimes of interest, each characterised by KC 
and e/D parameters. For each regime, there are a number of interesting events 
(eg vortex separation) which should be recorded. The results presented here have 
been chosen to be illustrative of the sort of data obtained. The data is presented 
in two forms: as velocity vector maps, and as contour plots of the vorticity 
distribution. 

Figure 2 is an example of a velocity vector map. Each of the vectors cor- 
responds to one analysed point on the PIV photograph, so the flow has been 
measured at around 1000 points from the PIV photograph. No interpolation has 
been carried out on the data. The map shows the measured flow at the end of one 
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Figure 3: Vorticity, KC = 20, e/D = 1.0, phase = 0° 

half-cycle for the case KC = 20, e/D = 1.0. The model pipe is instantaneously 
at rest having moved from right to left over the previous half cycle. 

Some interesting features of the flow stand out immediately. There are two 
vortices clearly visible. The vortex just to the right of the pipe has just been 
shed. Its rotation is counter-clockwise, so before it was shed, it developed on the 
side of the pipe adjacent to the wall. In addition to this wall-side vortex, there 
is a second vortex rotating clockwise near the bed whose origin is not clear from 
this map alone. 

An alternative way to present the data is in the form of a map of vorticity 
distribution. Figure 3 shows the vorticity distribution derived from the same data 
as shown in figure 2. 

The vorticity (ft) at a point (x,y) in the field was calculated from 

il(x,y) = 
Vx{x, y + Sy) - vx(x, y - Sy)     vv(x + 6x,y) - vv(x - 6x,y) 

26y 2Sx 

where the vx(x,y) and vy(x,y) are the x and y components of the measured 
velocity at (x,y), and Sx, 6y is the separation in space between neighbouring ve- 
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Figure 4: Vorticity, KC = 20, e/D = 1.0, phase = 270° 

locity points. Such numerical differentiation is very susceptible to errors, but the 
smoothness of the resulting distribution indicates that these errors are acceptably 
small. 

The white background indicates areas where there is little or no vorticity 
(or rotation) in the flow. The contoured areas leading to a light centre indicate 
positive vorticity (clockwise rotation), and the areas leading to a dark centre 
indicate negative (counter-clockwise rotation). In this case, the structure of the 
flow is clearly visible on both vector and vorticity maps. However, when there is 
an area of weak vorticity, this structure often only becomes clearly visible when 
the vorticity is calculated. 

Figure 4 shows the vorticity distribution a quarter cycle (90°) before that 
shown in figure 3, and helps clarify the origin of the large region of positive 
vorticity visible near the bed in the middle of the previous plots. Here, the pipe 
is moving from right to left at its maximum velocity of 200mms-1. It shows 
clearly a positive vortex being washed over the pipe. It is this vortex which 
subsequently appears as the rightmost vortex in figure 3. This vortex was the 
wall-side vortex shed during the previous half-cycle. 

When the gap ratio e/D is reduced from 1.0 to 0.1, the structure of the flow 
is quite different.   Only one vortex (the wall-side vortex) of any size develops 
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Figure 5: Vorticity, KC = 20, e/D = 0.1, phase = 165° 

during a half-cycle, and this happens quite near the end of the half-cycle. As the 
pipe comes to rest and begins to move back on the next half cycle, this vortex is 
promptly washed back across the pipe. Figure 5 shows the flow as measured at 
a phase of 165°, just before the end of the left to right half cycle. The wall-side 
vortex is quite well developed and clearly visible. Also visible is a small area of 
negative vorticity, lower left of the map. This area is the remnant of the wall-side 
vortex from the previous half-cycle which was washed over the pipe during the 
current half-cycle. 

CONCLUDING REMARKS 

PIV has been successfully applied to a model of a pipeline above a plane seabed. 
The quality of the first velocity maps and vorticity contour maps is most en- 
couraging, and detailed comparison with numerically modelled flows should be 
possible. 

In the immediate future, this study will be extended to survey a number of 
other KC and e/D combinations which are representative of the various different 
flow regimes. It is hoped to place particular emphasis on those flow regimes most 
relevant to the real coastal environment. 

Following the studies of the plane bed, it is intended to move on to investigate 
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the new kinematics in the case of a scoured bed below the pipeline, and also the 
case of interaction between cylindrical structures. 
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CHAPTER 230 

MIXING BY SHEAR INSTABILITIES OF THE LONGSHORE CURRENT 

J.C. Church*, E.B. Thornton1, and J. Oltman-Shay* 

ABSTRACT 

Shear instabilities of the longshore current are examined as a possible source 
of non-zero uV values (mixing) within the surfzone. This term is calculated 
using model generated stream functions whose amplitudes are calibrated with the 
observed turbulent kinetic energy spectrum. Data from the DELILAH experiment, 
conducted at the barred beach at Duck, North Carolina is used. Excellent 
agreement is found between the predicted range of shear instabilities and 
observations as seen in frequency-wavenumber plots. Maximum predicted values 
for u'2,  v-'2 and WP are .04, .20, and .03 mVs2. 

INTRODUCTION 

During 1986 SUPERDUCK, Oltman-Shay et al. (1989) observed low 
frequency oscillations (<0.01 Hz), with wavelengths less than 300m. Free surface 
gravity waves below 0.05 Hz consist of two classes of waves: edge waves which 
are trapped by refraction along the beach face, and those which escape seaward as 
"leaky" waves; these waves have been observed in great detail and are considered 
"infragravity" waves because of their low frequencies relative to the sea-swell band. 
The uniqueness of the oscillations observed lies in the fact that the wavelengths 
observed were an order of magnitude shorter than the shortest infragravity wave 
under applicable conditions (a function of frequency and beach slope). These 
oscillations were considered to be kinematically distinct based upon their frequency 
/ wavenumber range. 

Energy density distributions represented by gray shading in wavenumber- 
frequency space for 10 October during the DELILAH experiment are shown in fig. 
1. The theoretical dispersion curves for trapped edge waves, modes 0, 1, and 2 are 
shown for the appropriate beach slope. Significant energy is seen outside of these 
edge wave curves; this energy is linear in f-K space (where K, cyclic wavenumber, 
is equal to k/27t), indicating that these oscillations (considered to be alongshore 
progressive waves) are non-dispersive. The relationship between the phase speed 
of these oscillations, given by the wavenumber-frequency slope, and the magnitude 

f Department of Oceanography, Naval Postgraduate School, Monterey, Ca. 93943 
$ Quest Integrated, Inc. 21414 - 68th Ave. South, Kent, Washington 98032 
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Cyclic Alongshore Wavenumber (in"') 

Fig. 1 Frequency-cyclic wavenumber spectrum for 10 Oct. with shading representing log- 
variance density. Af=0.00098, AK=0.0005. Theoretical edge-wave dispersion curves (modes 0-2) are 
plotted. 

of the mean longshore current, together with the lack of any such oscillations in the 
absence of mean longshore currents, indicates that the longshore current, and its 
associated kinetic energy, may be the driving force behind these waves. 

Bowan and Holman (1989) formulated a theoretical framework to explain 
these observations as shear instabilities, deriving a conservation of potential 
vorticity equation in which the vorticity of the longshore current shear functioned 
as the restoring force. They also related a phase shift in the stream functions 
produced by the instabilities to non-zero u'v1 values which were suggested as 
possible sources of significant mixing in the nearshore. 

Standard longshore current models (based on an alongshore balance between 
the radiation stress gradient and bottom shear stress) applied to barred topography 
predict two current maxima in the form of "jets", the first over the bar, and the 
second at the beach face. Conversely, observations routinely show a single 
longshore current maximum, found in the vicinity of the trough.    Typically, 
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longshore current models employ some sort of horizontal mixing term to try to 
eliminate this disparity. This mixing term is a parameterization of the turbulent 
radiation stress gradient and is usually described in terms of eddy viscosity. 
Turbulence is present in the surf zone over a wide range of frequency and spacial 
scales; in the present work the turbulence (or perturbations) associated with shear 
instabilities is studied with the specific objective of calculation of the uV term, 
thus avoiding the need for parameterization. 

Putrevu and Svendsen (1992) carried out a numerical study of shear 
instabilities over various topography and using an order of magnitude analysis, 
concluded that even a weak shear in the longshore current could be capable of 
producing significant mixing. To quantify this possibility requires calculation of 
the uV associated with the shear instabilities. Unlike non-linear models such as 
Dodd (1992), which may be used to predict stream function amplitudes, linear 
models utilize stream functions which are of arbitrary amplitude; thus the predicted 
velocities, which are based on the gradients of the stream functions, are likewise 
arbitrary. Calibration of the stream function amplitudes requires one of two 
approaches. The first, followed in Dodd et al. (1992), assumes that the growth 
rates predicted by the model may be taken as an indication of the ultimate 
distribution of energy across the wavenumber spectrum. For example, should 
wavenumber kj have a predicted growth rate twice that of wavenumber k2, it would 
be assumed that the steady state energy of kr will be twice as great also. Linear 
theory is then used to relate energy to amplitude squared. This method allows for 
the inter-comparison of different wavenumbers, but still lacks an absolute reference. 

The second method is to measure observed energy at the wavenumbers/ 
frequencies of interest and then scale the stream function amplitudes such that the 
predicted and observed energies match. This approach does produce an absolute 
reference and will be used in the current work. The combined u and v energies 
(i.e. u12 + v12) have been used for calibration, being invariant with orientation. 
Once the stream function amplitudes have been so calibrated, the result is an 
alongshore averaged profile of u 'v'(x) for each wavenumber for which growth is 
predicted. Integrating these produces a profile which represents the net radiation 
stress associated with the shear instabilities. Data obtained during the 1990 
DELILAH experiment are used to evaluate the magnitude and structure of this term 
across a barred beach. 

SHEAR INSTABILITY THEORY 

A.   Assumptions 
Linear wave theory is utilized, with the x-axis perpendicular to the 

bathymetry (positive seaward). Both mean and perturbation current velocities are 
vertically integrated and the mean current is assumed steady state. The longshore 
current and bathymetry are assumed uniform in the alongshore direction. 

B.  Shear Instabilities of the Longshore Current 
In the companion paper to Oltman-Shay et al. (1989), Bowen and Holman 

(1989) offered a theoretical basis for shear instabilities. Using conservation of 
potential vorticity as the restoring force, they were able to relate the mean 
longshore current shear to observed oscillations. 
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The momentum equations, with the velocity consisting of perturbations 
(u', v') and a mean longshore current (V) are: 

i) i«! + v~ = -g^ 
dt dy dx 

L) — + u— + V—• = -g—- 
dt dx dy dy 

where r\ is surface elevation. These equations are linearized and a non-divergent 
(rigid lid) approximation is applied allowing the use of a stream function to 
represent the flow, such that: 

•i) u   =  v   =  
h dy h dx 

Cross differentiating to combine equations and eliminate T), the result is: 

12 3 4 
4) (l+K-i)(Ia+(Ii ))=¥(-^ ) k3t     3yA  h       h V     ^/zA 

where the subscripts denote differentiation. Term 1 represents the local rate of 
change. Term 2 is the advection by the mean longshore current. Term 3 is the 
relative potential vorticity of the perturbations. Term 4 represents the advection by 
the perturbations of the potential vorticity of the mean longshore current. This 
potential vorticity equation is comparable to the barotropic Rossby equation used 
for planetary scale flow with the exception that the background vorticity of the 
current shear is substituted in place of the Coriolis parameter. 

A solution is then assumed of the form: 
5) y=Re{<b(x)eKky-a')} 

where § is the cross-shore structure function. The alongshore wavenumber, k, is 
taken to be real, but co, the angular frequency, and <}> may be complex. The form 
of the solution which allows growth with time is then: 

6) Y =exp(oimf)/te{<Kx)exp[i(fcy-«reO] 

Inserting this solution in the previous equation yields: 

7) (7-c)((l);tt^
2(l)-*^)-/r(l)(^)x=0 

h h 

where c is the phase speed of the shear wave, equal to co/k.   Dodd et al. (1992) 
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include the dissipative effects of bottom friction through a parameterization, 
p=2cfU„/7t.  The resulting modification of the basic equation produces: 

» (K-£-cX*„-ftV^)-*£) • + £(*£) =0 kh h h  x     kh    h 

The principle result of the inclusion of dissipation is a dampening effect on 
instabilities as indicated through the model by the reduced range over which growth 
is predicted. This equation, with c,=0.003, is the essence of the shear instability 
model employed in this study. 

After inserting known topography and an a priori longshore current profile, 
this equation takes the form of a quadratic equation in CO. This may be written in 
matrix form as [A] (<)>} = c[B] {<(>) which produces the eigenvalues, c, for each 
wavenumber. Using c=co/k the real and imaginary parts (should 0) be complex) 
may be found. It is the cases when coim is positive that growth is predicted for an 
instability of that particular wavenumber. 

For any instability to grow, (i.e. to have a positive coim) there must be some 
source of energy, be it either potential (baroclinic instability) or kinetic (barotropic 
instability). A mechanism must then exist to transfer this energy from its source, 
here the longshore current, to the growing perturbation. Dodd and Thornton (1990) 
derive a set of energy equations to further study this transfer, yielding: 

dt Jo      *      6J oh    ' 

where KE denotes the kinetic energy of the perturbations and the averaging has 
been done over the y direction. The first term on the right hand side represents the 
role of the Reynolds stresses(uV0 in transferring energy and the second term the 
work done by the surface pressure gradients. This second term can be expected to 
be small as a result of the ratio of the depth, h, to the bottom slope in the x 
direction. Thus simplified, the required condition for a growing instability is that 
there must be a negative correlation between u'v' and the shear of the longshore 
current. 

EXPERIMENT 
The 1990 DELILAH experiment, the data from which is the basis of this 

paper, was conducted at the U.S. Army Corps of Engineers Field Research Facility 
at Duck, North Carolina, (same site as SUPERDUCK), and was designed 
specifically to measure shear instabilities. Two alongshore arrays, the first of 5 
current meters and located in approximately 1.5 meters of water, monitored 
conditions in the trough, while the second longshore array, located in approximately 
3 meters of water, was positioned on the seaward face of the bar. It is these two 
arrays which were used in obtaining the normalized, spatially lagged, cross-spectral 
matrix used with the Iterative Maximum Likelihood Estimator (Pawka 1982) to 
produce the f-K spectra. An autonomous Coastal Research Amphibious Buggy 
(CRAB), which was designed to provide a stable platform for operations within the 
surf zone, was used for daily bathymetric measurements A cross-shore array of 
9 current meters and wave sensors extending across the surf zone was deployed to 
define the longshore current. These three principle arrays, shown in figure 2, were 
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Fig. 2  Meter/gage placement 

used to acquire data near-continuously throughout the experiment with a sampling 
rate of 8 Hz. A wide variety of wave conditions occurred during the one month 
experiment, including a northeaster which drove broad banded waves and a 
hurricane which generated narrow banded swell, each resulting in strong longshore 
currents and concomitant shear instabilities. 

MODEL/DATA COMPARISON 
Required as input to the shear instability model is the longshore current 

profile. In the present work this is obtained through application of a cubic spline 
to the nine observations. The resulting profile and the measured bathymetry are 
shown in figure 3 together with the calculated background vorticity (term 4 in eq. 
(4)). This background vorticity exhibits a relative minima approximately 75 meters 
offshore. This relative minima corresponds to an elimination of the restoring force 
and so is the location of the predicted instabilities, an example of which (cyclic 
wavenumber = .0065) is shown in figure 4. The longshore current profile is 
overlaid on figure 4 and demonstrates the transfer of energy described by equation 
(9), (i.e. that the axis of the instabilities are generally opposite to the local current 
shear). 

Predicted growth rate, CO;, and frequency, cor, (which is linear and therefore 
non-dispersive) versus cyclic wavenumber are shown in figure 5. Overlaying this 
predicted dispersion relation on the observed f-K spectra shown in figure 6. 
demonstrates excellent agreement. 

To calibrate the amplitude of the model produced stream functions, the 
energy density spectra (u12 + v12) were calculated for each of the nine cross-shore 
current meters. Two hour time series were used with sampling at 8 Hz. The total 
record length was broken up into 8 sub-records based on the required time interval 
necessary to produce frequency resolution comparable to that used in the model. 
An unfortunate result is that the degrees of freedom available remain fairly small 
and the confidence intervals are therefore excessively large. As an alternative test 
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Fig. 3   Splined longshore current velocity profile, measured depth, and calculated background 
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Fig. 4   Model predicted stream functions and superimposed longshore current profile showing 
opposing tilt of system as required for energy transfer. 
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Fig 5.   Model predicted frequency (wre) and growth rate (coinl) versus cyclic wavenumber. 

of the statistical strength of the data, the consistency over the nine current meters 
is offered, shown in figure 7. The observed u12 + v^ as a function of frequency is 
thus obtained for each of the nine current meters of the cross shore array. 

To calculate u12 +va for the model, an analytical solution was obtained by 
substituting an amplitude variable, A, into eq.(6). The modeled u'2 + v'2, averaged 
over one wavelength in the alongshore direction can be written then as: 

10) 
2h2 

A2    9*rW 2 

2h2      dx ax 

These are combined, providing the modeled u12 + V12 as a function of cross-shore 
distance for each of the wavenumbers for which growth was predicted (in this 
particular case 22). Since the predictions are in wavenumber space, while the 
observations are in frequency space, the model predicted dispersion relation is used 
to translate the output into frequency space for comparison. 
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The observed and predicted u a + v12 spectra may each be thought of as an 
energy surface in two dimensional x-f space. In the case of the observations there 
are 9 lines of E(f) spread across x, and in the case of the model output, there are 
22 lines of E(x) spread across k. The surface given by the model output may be 
adjusted based upon the values of A(f) and so the two surfaces are matched in a 
best fit manner. These values of A(f) are then applied to the calculation ofu V 
based on the analytical form (again averaged over the alongshore wavelength) given 
by: 

11) «v A2k.. 3*j    . d*r, 
2h2      dx        dx 

This produces a u V(x) profile for each of the modeled wavenumbers. Finally, 
these are integrated to provide a single u V(x) profile representing the net effect 
of the predicted range of shear instabilities (shown together with un and v/2 in 
figure 8). 

M M 

Cyclic Alongshore Wavenumber (m') 

Fig. 6   Same frequency-cyclic wavenumber spectrum as shown in figure 1 with model predicted 
dispersion relation superimposed. 
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Fig. 7   (u/2 + v12) energy density spectra over frequency range of interest for 
each of 9 current meters (cross-shore positioning shown on Figs. 2 and 3). 
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Summary 
The magnitude and cross-shore structure of the turbulent radiation stress 

associated with shear instabilities of the longshore current has been examined. 
Through calibration of the model-generated stream function amplitudes, an absolute 
reference has been incorporated such that dimensional values of uV'(x) have been 
obtained. The cross-shore gradients of the radiation stresses due to both waves 
(calculated through a Thornton and Guza (1983) model) and shear instability 
turbulence are compared in fig. 9. The model suggests that the turbulence term 
may well exceed the wave forcing term for this data. Further study will examine 
additional data from DELILAH and attempt to link the longshore current model 
predicted "two-jet base state" to the single maximum observed profile, through a 
series of progressive steps. 
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Fig. 9 Comparison of the model predicted gradients of the shear instability-turbulence radiation 
stress and the wave radiation stress obtained through a Thornton and Guza (1983) model. 
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CHAPTER 231 

BOTTOM STRESS MODIFICATION BY BREAKING WAVES WITHIN 
A LONGSHORE CURRENT MODEL 

J.C. Church and E.B. Thornton 

Introduction 
Early radiation stress models of longshore current generation (Bowen 1969, 

Longuet-Higgins 1970a, 1970b, Thornton 1970) employing monochromatic wave 
models produced reasonable cross-shore current distributions over planar beaches, but 
relied heavily on horizontal mixing for smoothing of the velocity profile. Such 
mixing is required because the radiation stress associated with the alongshore 
component of the wave-induced momentum flux, Syx, is, in theory, conserved outside 
the surf zone, but at the singular location of breaking predicted for monochromatic 
waves experiences instantaneous decay, and so an infinite gradient in radiation stress. 

Waves observed in nature are seldom monochromatic and so more recent 
models of wave height transformation employ random wave height descriptions. This 
randomness is normally invoked through use of a representative statistic, such as H^, 
via either a probabilistic (eg. Thornton and Guza (1983)) or a deterministic/Monte 
Carlo (eg. Dally et al. (1985)) approach. Thornton and Guza (1986) found that for 
the near-planar beach at Santa Barbara, the distribution of breaker locations produced 
through such randomness, and the resulting smoothing of the rms-wave height decay, 
yielded a satisfactory velocity profile without the inclusion of a horizontal mixing 
term. 

The random wave height model is not, however, able to explain longshore 
currents on barred beaches. The same radiation stress approach which performs well 
on a planar beach now predicts two maxima in forcing (over the bar and at the shore) 
and, if mixing is omitted, two maxima in longshore current velocity. This is in direct 
conflict with observations from the DELILAH experiment, (an acronym for Duck 
Experiment on Low-frequency and Incident-band Longshore and Across-shore 
Hydrodynamics), which generally show a single maximum in longshore current over 
the trough, where the radiation stress gradient is hear zero. 

Most longshore current models assume a spatially constant bottom friction 
coefficient (cr), which is solved for empirically. Considerable range in the values is 
found in the literature. Given the extreme variation of fluid flow characteristics 
across the surf-zone, this assumption of constancy seems perhaps unrealistic. In 
general, while theories exist relating cf to physical parameters such as bottom 

t Department of Oceanography, Naval Postgraduate School, Monterey, Ca. 93943 
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roughness and wave steepness (e.g. Jonnson 1967), data suitable to test these theories 
are extremely sparse. 

The present study utilizes non-linear bottom stress in which cf is likewise used 
to relate the free stream velocity to the bottom stress (i.e. the law of the wall), but 
incorporates the effects of breaking-wave produced turbulence, in that cr = cn+crr, 
where 1 and r denote local (bottom boundary layer) and remote (breaking-wave) 
turbulence effects. In regions of breaking waves, the remotely generated turbulence 
is hypothesized to be a significant source of vertical mixing of the mean longshore 
flow and is thus essential to relating the free stream velocity to the bottom stress. 
Whereas the locally generated (boundary layer) turbulence is limited in magnitude by 
the restriction of equilibrium between the mixing it induces and the shear which 
produces it, the mixing potential of the remotely generated turbulence is essentially 
limitless. The result of this breaking-wave induced mixing is that for a given bottom 
stress, free stream velocity is decreased (Fig. 1). This modification of the longshore 
current's vertical profile by the breaking-wave induced turbulence is the essence of 
the present study. The cross-shore distribution of turbulent kinetic energy (modeled 
by a simple vertically integrated balance between breaking-wave production and 
dissipation), combined with a penetration parameter, is proposed to describe the 
intensity of near bottom breaking-wave induced turbulence, and thereby the 
modification of the relationship between bottom stress and free stream velocity. 
Model comparison with data from a barred beach (the DELILAH experiment at Duck, 
North Carolina) and data from a planar beach (NSTS data from Leadbetter Beach, 
Santa Barbara, California) yields improved agreement. 

V ,, 

— —--- 

/ 
/ ( 

holloni 
Ixninrinry 
liryer turbulence 

Fig. 1   Schematic of breaking-wave induced turbulence effects 
on vertical profile of longshore current. 
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Longshore Current Formulation 
Assumptions 
Linear wave theory is utilized, with x-axis perpendicular to the assumed 

straight and parallel, but arbitrary, bathymetry. Mean currents are assumed steady 
state, and are vertically integrated. All quantities are assumed uniform in the 
alongshore direction. Current shear is assumed sufficiently small that refractive 
interaction may be neglected. Narrowbandedness is assumed for both direction and 
frequency of the incident wave field. 

Equations 
The time averaged, depth integrated momentum equation in the alongshore 

direction produces a simple balance between the gradient of the radiation stress and 
the bottom stress, e.g. Phillips (1966): 

1) *E =   *B  + E!z = R 
dx dx dx y 

The radiation stress has been separated into two terms, one associated with the wave 
motion (~) and the other due to turbulence ('). It is assumed the wave motion and 
turbulence are statistically independent of each other. The turbulent radiation stress, 
typically parameterized as a horizontal mixing term, is neglected. Although mixing 
is likely to be occurring on numerous scales, driven by numerous mechanisms, the 
purpose of this study is simply to examine the proposed modification of the bottom 
stress term. All subsequent references to "radiation stress" will pertain to wave 
associated radiation stress and the tilde will be omitted. 

Radiation Stress Forcing 
After applying Snells law for wave refraction based on the assumption of 

straight and parallel contours, the gradient of the alongshore momentum flux given 
by linear wave theory may be written as: 

dS,„      sine*,, a 
2) —H =  ^—(EC-COsa) 

dx c0    dx       8 

in which energy is given by E=1/8pgHrms
2, with Hrms denoting rms-wave height. Cg is 

group velocity and a is incident wave angle. The subscript o indicates values at some 
initial point well seaward of breaking. The wave height transformation model of 
Thornton and Guza (1983) is applied. Two parameters are included in the model; y, 
which describes the saturation conditions given by y^H^Jh, at which all waves are 
consider to be breaking, and B, a measure of the intensity of breaking as indicated by 
the portion of the foam region on the breaker face. 

Bottom Stress 
Neglecting molecular viscosity and surface wind stress, equation (1) becomes 

a simple balance between the radiation stress gradient and the bottom friction stress. 

3) 5? =?- 
dx       y 

The general form of the component of the bottom stress in the alongshore direction 
is given by: 
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4) ir= x"y = cp\U\{V+v) 

where the overbar denotes time averaging and V is the mean longshore current 
velocity. The magnitude of U, which represents the vector sum of the steady and 
wave-induced flow is obtained from 

' \U\ = (u2+2uVsina + V2)2 

where the depth integrated cross-shore mean velocity, U, is assumed equal to zero 
through conservation of mass.  The result is then: 

6) T^ = -|pc/«2+2ttKsina + K2)2 (V+usina)dt 

In considering the non-linear form of the bottom stress for the case of random 
wave heights, specific treatment is required to maintain the ensemble-averaged nature 
of the radiation stress approach. Specifically, u cannot be solved for based directly 
on H^j., but instead the bottom stress for each wave height will be calculated and then 
ensemble averaged as given by: 

7) W) = p~y(H)p(H)dH 

An iterative method described in Thornton and Guza (1986) is used to calculate the 
longshore current velocity. 

Bottom Stress and Free Stream Velocity: 
The exact vertical profile of the longshore current within the boundary layer 

is not required, but it is inherently assumed, in accordance with Prandtl's mixing 
length hypothesis, that a state of equilibrium exists between the vertical mixing effect 
of the mechanically generated turbulence and the shear generated through the no-slip 
condition. In this manner, the friction coefficient, cr, not only relates the free stream 
velocity, V, to the bottom stress, tb, but also to the characteristic turbulence/friction 
velocity, u», through: 

8) ^y    =    P",2     =    CjP\0\(.V+V) 

In most instances, for homogeneous fluids, the only source of turbulence (as 
represented by u.) is local mechanical generation linked to the near-bottom current 
shear. Within the surf-zone, where breaking-wave generated turbulence is present, 
there are clearly two distinct sources. The intensity of the remotely generated 
turbulence is not limited by the equilibrium condition and so must be solved for 
separately. In regions where sufficient remotely produced turbulence is present, its 
vertical mixing effect may significantly alter the vertical profile of the longshore 
current.  This modification to the relationship between bottom stress and free stream 
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velocity  is  included in  the proposed model through recognition     of distinct 
components, cn and cfr, producing: 

9) Sy = (cfl + cfr)p\U\(V+v) 

Conceptually, for the same free stream longshore velocity, enhanced vertical mixing 
would increase the velocity near the bed and increase the bottom stress, or conversely, 
the same bottom stress would be associated with a reduced free stream velocity (see 
again Fig. 1). 

In regions of high breaking-wave induced turbulence penetration, cfr is 
expected to dominate, while away from breaking-wave induced turbulence, bottom 
stress is again governed by the local generation through cn. In the present work cn 
will be arbitrarily set to 0.0005. cfr will be formulated based upon a suggested model 
of horizontal and vertical distributions of turbulent kinetic energy (tke), a turbulence 
penetration parameter, %, and a fitting coefficient, A. 

Horizontal Distribution of Turbulent Kinetic Energy: 
A one-dimensional turbulent kinetic energy equation (tke-e) (see for example 

Launder and Spalding (1972)) is used to solve for the temporally and vertically 
averaged breaking-wave induced tke, based on local balance of dissipation and 
production. Horizontal (cross-shore) advection of the turbulence has been neglected, 
as in Deigaard et al. (1986), based on the small cross-shore net particle velocities 
considered over the column. Vertical distribution is assumed to be through turbulent 
vortices injected from the surface, as concluded by Svendsen (1987) in his analysis 
of experimental data. 

The resulting equation is then: 

io) ^A = „ r° /*ej 
dx P / cJ^P* 

-A Zv 

where the left hand side represents production of tke, and the right hand side, 
dissipation. Here cd is a coefficient taken as 0.08 following Launder and Spalding 
(1972), and lv is the length scale of the vortices estimated as 0.07h, with h 
representing depth, following Deigaard et al. (1986). Assuming vertically uniform tke 
and the combining of c,/lv = 1.0/h, as done by Roelvink and Stive (1989), integration 
of (13) yields: 

11) tke = [l^p 
p   dx 

Vertical Distribution of Turbulent Kinetic Energy: 
The vertical distribution of breaking-wave induced turbulence is quite likely 

non-uniform, but at present is unresolved. Deigaard et al. (1991) presents a 
theoretical model with significant vertical variation, while Svendsen (1987), 
summarizing a number of field and laboratory studies, found the turbulence to be 
surprisingly uniform. Different assumptions regarding advection and diffusion are 
made and the subject appears far from resolved. 
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The present work reflects this uncertainty in the magnitude of near-bottom 
breaking-wave induced turbulence through the use of a fitting coefficient, A, and a 
penetration parameter, %, which scales the vertically averaged, wave induced turbulent 
kinetic energy contribution. This rather crude approach seeks the computational 
advantage of the assumption of vertically uniform fke, while recognizing that 
physically there must be some decay in tke close to the bed, ultimately going to zero. 
Intuitively, one might expect the turbulent penetration to be related to breaker type, 
with increasing penetration going from spilling, to plunging, to collapsing breakers. 
A new parameter, 

12) x = MK*) 
o    rmso 

is employed. When the product is taken of % and the vertically averaged tke the 
result is non-dimensional and is proposed to be parameterization of the near bottom 
mixing effect of the breaking-wave induced turbulence. 

The wave height transformation model (Thornton and Guza 1983), which 
stresses an ensemble view of wave breaking, assumes the wave heights are described 
by the Rayleigh distribution. Waves may break at any location throughout the surf 
zone with the likelihood at any given point being some weighted portion of the 
Rayleigh distribution. Thus, some small portion of the waves might break on the 
shore side of the bar, a region in which the bottom slope, tanP, is negative, producing 
a negative value of %; use of this parameter in predicting the turbulence penetration 
would yield non-physical negative values over the shoreward side of the bar. To 
eliminate this problem with the least disturbance to the relative nature of the 
parameter %, (tanP+.03) was universally inserted in place of tanfi. In all of the cases 
studied, this was sufficient to ensure positive values throughout the surf zone, (i.e. the 
shoreward sloping faces do not exceed -0.03). In the planar beach case presented, this 
is of course unnecessary, but for comparison of the fitting parameter, results with and 
without this adjustment have been included. 

An important point regarding the calculation of either % over barred 
topography is that near the beach face, where the newly reformed wave rises up to 
break again, no history of the original wave height is maintained and so the utility of 
the original H^^ in such a parameter as % is limited. Instead, it is suggested that a 
new value of H'^^, i.e. that found over the trough, is used when considering breaking 
at the beach face. This implies (assumes) that surf characteristics are locally 
determined and cannot be represented by characteristics measured seaward of some 
previous breaking region. Values of %(x) at the beach face are significantly increased 
through inclusion of the trough defined H^ (175%). Recognition of the relevance 
of the trough region's H'mso to beach-face breaking is not only significant in the 
present penetration parameterization, but likewise in any application of a surf 
parameter on a barred beach. The proposed modification of bottom stress due to the 
near bottom mixing effect of the breaking-wave produced turbulence is completed by 
defining: 

13) c, = A x(x) tke(x) 
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Solution Method 
A Thornton and Guza (1983) wave height transformation model using bore 

dissipation theory is used to predict the gradient of cross-shore wave energy flux, used 
in eq(2) to calculate the radiation stress gradient (which serves as the forcing term in 
equation eq(3)). Additionally, the penetration parameter (used in eq(13)) is similarly 
given by the model. The cross-shore distribution of tke is solved for through eq(ll) 
and is then used in eq(13) to estimate the vertical mixing effect of the breaking-wave 
induced turbulence. The modification of the bottom stress due to the breaking-wave 
induced turbulence is then modeled through eq(9). Balancing the radiation stress 
gradient with the bottom stress in eq(3) allows solution for the longshore current 
velocity. 

DELILAH Experiment Description 
The DELILAH experiment was conducted between October 1 and 21, 1990 

at the US Army Corps of Engineers' Field Research Facility (FRF) at Duck, North 
Carolina, a barred beach which was the site of the previous experiments DUCK 85 
and SUPERDUCK. Site selection was based upon the presence of the FRF and its 
infrastructure, including the permanent directional wave array which the FRF 
maintains in 8 meters of water, and the relative isolation of the beach. The cross- 
shore array consisted of 9 current meter/pressure gage stations deployed from the 
beach face to just beyond the 4 meter contour (Fig. 2). An autonomous Coastal 
Research Amphibious Buggy (CRAB), was used for daily bathymetric measurements. 
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Fig. 2  Meter/gage locations. 
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Wave conditions on Oct. 10, chosen for model comparisons in the present 
consisted of an rms wave height of .77m arriving at 16.7 deg. and peak wave 
frequency of .094. Reasonable narrowbandedness in both frequency and direction can 
be seen in the two-dimensional energy density spectra (Fig. 3). Measured bathymetry 
is shown in Fig. 4. Bathymetry for Santa Barbara on 4 Feb is described in Thornton 
and Guza (1983) and is near planar with a slope of .038. 

DELILAH 10 October, 1990 

Fig. 3  Frequency/directional energy density spectrum. 

Fig. 4  Measured bathymetry for 10 Oct DELILAH. 
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Comparison with Data 
Model results are presented in Fig. 5 for Feb. 4 Santa Barbara NSTS data and 

Fig. 6 for Oct. 10 DELILAH. Each wave height plot contains measured rms-wave 
height and bathymetry together with predicted rms-wave height and tke distributions. 
Agreement between observed and predicted HL^ is for both days generally good. 
Values for the two coefficients contained in the wave height transformation model, 
obtained by fitting the model to the data in a least square sense, are y=.41 for both 
days, and B=1.28 for Santa Barbara and 1.30 for DELILAH. Each longshore current 
plot contains bathymetry and 3 longshore current profiles (one for a linear bottom 
stress term, one for a non-linear term, and one for the proposed term which is also 
non-linear, but includes the effects of breaking-wave induced turbulence). 

Longshore Current Modeling 
Fitting of the Santa Barbara velocity profiles (Fig. 5), for the two spatially 

constant cf cases, linear and non-linear (without breaking-wave induced turbulence), 
produces cr values of 0.008 and 0.006. The proposed model with A=4.0 and cn=.0005 
produces a broader profile with increased velocity on the seaward extreme (where cn 
dominates). The overall result is slightly better agreement with observations. It 
should be remembered that the adjustment of tan(3 necessitated by the bar has been 
included strictly for comparison and is not physically necessary. Without this 
adjustment a value of A=7.5 is found (the resulting velocity profile has been omitted 
as it is essentially identical to that shown). 

In the case of the barred beach (Fig. 6), longshore current profiles for the 
linear and non-linear (without breaking-wave induced turbulence) cases show maxima 
at the seaward face of the bar and at the beach face. These are offered for 
comparison, without fitting, using the values of 0.008 and 0.006 (those found for the 
Santa Barbara data). Again, none of the velocity profiles include horizontal mixing. 
For the case of the proposed bottom stress form, fitting of the predicted profiles in the 
high turbulence regions (the vicinity of the bar and beach face), where cfr dominates, 
yields A values of 3.0. cn, which is important away from the breaking-wave induced 
turbulence, has been set at 0.0005 arbitrarily in order to demonstrate that significantly 
lower values may in fact be plausible. 

cfr and its two spatially variable components, % and tke, are shown in Fig. 7. 
Sensitivity tests on A and cn are shown for in Fig. 8. The three profiles of V shown 
represent three values of A (2.5, 3.0, and 3.5) with cn held constant at .0005. It can 
be seen that the profiles are not overly sensitive to A with approximately a 40% 
change in A producing only a 15% change in Vmax. The converse situation is also 
shown where A is held constant (3.0) and cn is varied. As expected, the changes are 
found in the trough and seaward of the bar, regions away from the domination of 
breaking-wave induced turbulence. 

Discussion and Conclusions 
The assumption that the relationship between the free stream longshore current 

velocity and the bottom stress is constant across the surf zone has been brought into 
question. Field data from DELILAH have been used to demonstrate that inclusion 
of breaking-wave induced turbulent effects reduces reliance on horizontal mixing for 
all regions except the trough of a barred beach. In the cases of the two spatially 
constant cf's (linear and non-linear without wave induced turbulence), current 
velocities outside the breaking region are greatly under-predicted. Improved 
agreement with observations is obtained using the proposed form with cn=.0005. Data 
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4 FEB SANTA BARBARA 
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Fig. 5 a) Hrms model prediction (solid), tke (dashed), and measured 
bathymetry, b) Longshore current model predictions with linear bottom 
stress (dot-dash, Cf=0.008), non-linear (dashed, Cf=0.006), and non- 
linear with wave induced turb. effects (solid, A=4.0, Cfl=0.0005). 
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10 OCT DELILAH 

100 150 
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Fig. 6 a) Hrms model prediction (solid), tke (dashed), and measured 
bathymetry, b) Longshore current model predictions with linear bottom 
stress (dot-dash, Cf=0.008), non-linear (dashed, Cf=0.006), and non- 
linear with wave induced turb. effects (solid, A=3.0, Cfl=0.0005). 
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from NSTS Santa Barbara have shown that the proposed model is similarly applicable 
to planar beaches. Although the calculated value of cfl=.0005, used throughout this 
study, is significantly lower than ct values used in previous studies, it should be noted 
that cross-shore mean of C(=cfr+cn, calculated from the shore out to 200m, is .0023 
which is more comparable to the spatially constant values found in the literature. 

As was noted earlier, horizontal momentum mixing, which has been omitted 
from the proposed model, does occur to some extent in nature and the contributing 
roles of mean cross-shore flow and shear instabilities are being explored. Certainly, 
such mixing would be likely to transfer some longshore momentum into the trough 
region. It is worthy of note that generation of a velocity maximum between two 
predicted maxima, via horizontal mixing length theory, requires up-gradient 
momentum transfer, and therefore does not appear appropriate. 

0.012 

o.oi - 

o.oos 

DFXILAII I0OCT 

£3 o.oor. 

0.004 

0.002 

100 150 200 

Meiers Offshore 

250 3(X) 

Fig. 7 Bottom friction coefficient associated with breaking-wave turbulence 
modification (Cfr) with its principle components tke and the penetration parameter %. 

Summary: A spatially variable bottom stress is proposed through the inclusion of the 
effects of breaking-wave induced turbulence. Employing reasonable assumptions 
regarding the horizontal and vertical distributions of this turbulence, it is shown that 
inclusion of breaking-wave induced turbulence effects improves agreement between 
predicted and observed longshore current velocities for both a planar and barred 
beach. It is suggested that disparities between predicted and observed velocities over 
the trough are most likely due to a failure to identify a significant alteration of the 
forcing mechanism in this particular region. 
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CHAPTER 232 

HYDRODYNAMICS AND SEDIMENT CONCENTRATIONS AT 
WALKER BAY 

R C COPPOOLSE, J S SCHOONEES, G G SMITH AND G P MOCKE 

Abstract 
A novel and cost-effective technique for measuring sediment concentrations in high 

energy surf zones, using a helicopter, was developed and applied at Walker Bay, South Africa. 
Using this technique, which involved an innovatively operated suspended sediment sampler 
(TASSS), 280 sediment samples and hours of continuous sediment concentration measurements 
(with a transmissometer) were acquired at several levels. Currents and waves were also measured 
at several positions along a cross-shore section. The helicopter was also used to successfully survey 
the nearshore area using a new method. Spectral analysis of wave and concentration data show 
responses of the sediment concentration to incident and infragravity waves beyond the surf zone, 
while suspension is seen to be more intermittent in the surf zone. The concentration profiles 
beyond the surf zone exhibited typical exponential distributions. Reasonable correlation between 
the TASSS and the transmissometer was found. 

Introduction 
Knowledge about sediment transport in the nearshore zone is of vital 

importance for the design of harbours and for the understanding of the 
processes causing beach erosion and the factors controlling the stability of 
estuaries. It is against this background that the CSIR undertakes field exercises 
as part of a research programme. The aims of these exercises (Schoonees, 
1990) are to develop low-cost measuring techniques that are capable of 
measuring in high energy surf zones and to obtain accurate data under South 
African conditions against which to check the accuracy of predictive 
techniques. 

During a previous exercise in November 1987 (Schoonees, 1990), field 
measurement techniques were developed to determine suspended sediment 
concentrations in the inner surf zone. From 12 to 15 and from 19 to 23 
February 1990 a fourth field exercise (CAESAR 4) was held at Walker Bay on 
the Cape South Coast of South Africa (Figure 1) to measure sediment 
concentrations in the outer surf zone. One of the specific aims of this exercise 
was to test newly-developed equipment and its deployment procedures, thereby 
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ensuring the capability of measuring sediment concentrations in the outer part 
of high energy surf zones. 

Previous researchers tackled the problem of measuring in the outer surf 
zone by either deploying instruments from a permanent or temporary pier (e.g. 
Watts, 1953, Fairchild, 1977, Derks and Stive, 1984 and Antsyferov and Kos'yan, 
1990), by using a helicopter (Kilner, 1976) or using a sampler attached to a rope 
between the shoreline and an offshore anchor (Kilner, 1976). At sites with 
large tidal variations like in the United Kingdom, it is also possible to deploy 
instruments in the dry during low tide and then to sample during high tide 
(Soulsby et al. 1990). In South Africa, however, the tidal variations are too 
small to do this. 

It was decided to make use of a helicopter because a pier was not 
available and would be expensive to construct. In addition, a helicopter is very 
versatile for other applications during the exercise, (e.g. aerial photographs and 
survey work) and is useful at remote sites. The helicopter was also used to 
develop a new technique to measure nearshore profiles. 

This paper describes the field exercise, with emphasis on the sediment 
concentration measurement. Environmental conditions, instrumentation, 
measuring techniques and finally some results are presented. 

Site Description 
Walker Bay, situated about 120 km south-east of Cape Town (Figure 1), 

is a large sandy bay of about 20 km length, which is completely exposed to the 
dominant incident southerly to south-westerly deep-sea waves (Schoonees, 
1990). The 1 in 1 year and 1 in 100 years deep-sea significant wave heights are 
7,6 m and 11,1 m respectively (Rossouw, 1989). Peak wave periods ranged 
between 5 s and 22 s with a median value of about 12 s. Surf zone widths of 
up to 500 m are not uncommon. 

During the February 1990 exercise, the median grain size of the bed 
material was 0,30 mm. The slope of the beach face was about 1/16 while the 
nearshore slope was about 1/90. 

Strong longshore currents (often 0,5 m/s) occur regularly. The mean 
spring tidal range is 1,44 m. The main wind directions are south to east in 
summer (December to February) and west to north-west in winter (De Decker, 
1989). 

The layout of the test site is shown in Figure 2. A temporary camp was 
established just behind the frontal dune where measuring equipment was stored, 
the helicopter refuelled, water/sediment samples were removed and data from 
the instrumentation transferred. 

Instrumentation 

General 
Instruments were deployed on a line perpendicular to the shore 

(Figure 2), in order to measure the cross-shore variation of the wave height, 
longshore current velocity and the suspended sediment concentration in the 
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outer surf zone. Outside the surf zone in 20 m of water an Endeco directional 
wave buoy and a pressure transducer was anchored. A pressure transducer and 
an array of electro-magnetic current meters (Colnbrook meters with discus 
heads) attached to an H-frame, were jetted into the sandy sea bed by divers at 
5 m and 10 m depths . 

In the inner surf zone a single current meter was manually installed on 
a fixed frame. In addition, a helicopter was used to place two frames at; 
different places in the surf zone. One frame contained a pressure transducer! 
and current meter while the second frame contained a "remote controlled" Time 
Averaged Suspended Sediment Sampler (TASSS), a sub-frame with an array of 
transmissometers (called Brutus) and a pressure transducer. 

Although different sensors have been used to measure instantaneous 
concentrations (see e.g. Huntley, 1982, Brenninkmeyer, 1974 and Beach and 
Sternberg, 1988), a transmissometer was chosen for this purposes due to its, 
availability. The Kilner suction sampler (Kilner, 1976) was not used to obtain 
time-averaged concentrations because it is bulky and as such will disturb the 
flow and limit the number of samples that could be taken per day. 

Because of its reliability and simplicity, it was decided to modify the 
suction sampler of Nielsen (1984) for deployment with a helicopter. 

Time-Averaged Suspended Sediment Sampler (TASSS^ 
The purpose of this sampler was to extract undisturbed water/sand 

samples at different elevations at a predetermined position so that time- 
averaged sediment concentrations can be obtained. The actual starting time of 
sampling was important to correlate the result with the transmissometer at a 
later stage. The principle of pressure difference between the suction inlet and 
the air outlet of the sample jars was used to suck in the samples (Nielsen, 
1984). The intake velocities (about 1,5 m/s) were checked to give a well- 
defined relation between measured and real concentrations under field 
conditions (Bosman, 1982). The sampler was placed landwards of the trans- 
missometer position at the side of the deployment frame in order to minimise 
the disturbance to the other instrumentation (Figures 3 and 4). In addition, a 
thin cantilever arm was used from which samples were sucked about a metre 
away from the main frame (Figure 4). Careful placing of the frame by the 
helicopter was therefore critical in order to avoid damage to the fragile 
cantilever arm. 

A reliable triggering mechanism was required to initiate sampling as 
soon as the frame was properly placed on the sea bed and the disturbance to 
the sediment during placing had subsided. A system of pressurising the sample 
jars by means of compressed air which is released from a seven litre scuba tank 
on impact with the water surface was used. Figure 5 shows the pressurising 
principle in more detail. One common air outlet was used. The triggering 
mechanism consisted of a float which was attached to a valve on the scuba tank. 
A lock mechanism was attached to prevent opening and closing of the valve due 
to wave action after initial triggering. The delay in operation was in the order 
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of 2 to 3,5 minutes depending on initial pressure in the scuba tank. Considering 
the relevant settling velocities, this was deemed to be adequate for disturbed 
bottom sediment to re-settle. The delay in relation to the pressure in the scuba 
tank was calibrated in the laboratory in 1,3 to 1,5 m tanks and also in a 4,5 m 
deep pool. 

The system was designed so that air bubbles do not disturb the flow 
regime near the intakes during pressurisation and so that the intake lines are 
cleared prior to sampling. Special care was also taken in the design to prevent 
overfilling and subsequent mixing of samples as well as to prevent loss of the 
samples when retrieving the frame by helicopter. 

Transmissometer 
The transmissometer is used to measure sediment concentration 

continuously, based on the principle of the attenuation of a light beam by 
suspended sediment. The seven beam transmitter/sensor pairs and the data 
logger are shown in Figures 3 and 4. These were manufactured at the CSIR. 
The transmitter housing consists of a PVC tube containing a lens and a light 
source with its driving circuit. The light shines through a glass window at one 
end. The receiver housing is similar but slightly longer than that of the 
transmitter, in order to prevent direct ambient light from reaching a 
phototransistor and causing erroneous readings. The instrument was operated 
at a frequency response of 2 Hz. 

Since the instrument is sensitive to grain size, it is necessary to calibrate 
it with the sediment from the site of measurement. The calibration was carried 
out in a tank in which sand is suspended by the rapid oscillation of a grid. With 
the use of a pump, the sediment concentrations corresponding to 
transmissometer readings are obtained, yielding an exponential calibration 
curve. 

The transmissiometer is very sensitive to water turbidity due to fine 
particles. This "background" turbidity had to be removed from the 
measurements. In addition, the instrument is strongly sensitive to bubbles. 
Nevertheless, accuracy was sufficient to obtain some useful results. 

Field Procedure 
In the inner surf zone a combined pressure transducer and electro- 

magnetic current meter was installed on the sea bed at low tide. Two frames 
were designed for helicopter deployment. The frames were manufactured from 
galvanised steel tubing and had overall dimensions of 5 m x 2 m. One frame 
contained an electromagnetic current meter while the other frame contained the 
TASSS, transmissometer and a pressure transducer (Figures 3 and 4). Problems 
that had to be overcome using deployment by helicopter (a small Jet Ranger 
with a maximum lifting capacity of 450 kg) were: 

Placing the frame in a predetermined position 
A series of prisms was connected to the skid of the helicopter and by 

means of a theodolite and electronic distance meter (EDM) and radio contact 
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between surveyor and pilot, the pilot could be guided to the correct position. 
The frame was attached to the quick release hook of the helicopter by means 
of a rope and swivel connectors. The frame was therefore rotating 
continuously. The rope was connected to an off-centre arm on the frames 
(Figures 3 and 4) causing the frame to hang slightly forward (Figures 6 and 7). 
Before the frame was lowered it was allowed to rotate to the correct position. 
Thereafter it was dropped on its "back legs" and pushed forward by the waves 
and the helicopter (Figure 7). Although at this stage the frame was more or 
less in its correct position, it could still be adjusted by the helicopter. The hoist 
rope was left in the water with a buoy. This was retrieved with a grip (hook) 
attached to a thin line by which the rope attached to the frame was pulled up 
and then reconnected to the helicopter. 

Stability and strength 
In order to withstand wave impact the frame was given the dimension (in 

plan) of 5 m x 2 m (5 m perpendicular to the wave crests). The length of five 
metres was chosen because when lowering the frame in five metres of water 
(about the maximum placing depth) it was still visible when its "back legs" 
touched the sea bed. At that stage it could be observed whether the frame was 
in the correct position and if it would possibly overturn. The 2 m width was 
chosen as a practical width for stability and for overland transport purposes. 
The layout of the frame is shown in Figures 3 and 4. To prevent the frame 
from sinking too deeply into the sand, galvanised steel tubing was used, because 
this has a relatively large surface area. This also provided the necessary 
structural strength and caused the least local turbulence. Flat bars were welded 
on underneath the tubing (Figure 3) to limit the sliding of the frame during 
deployment. Diving inspections revealed that the frame sank into the sand up 
to the centre of the bottom tubing. 

Weep holes of about 20 mm diameter, were made near the ends of the 
tubing of the frame. These were covered with permeable cloth preventing sand 
from entering the tubing but allowing air to escape, thereby improving the 
stability of the frame. At the same time, these holes allowed the water to ran 
out again when the frame was retrieved so that it was not necessary for the 
helicopter to have to pick up the added mass of the water. 

Five to six deployments were performed over the turn (3 h) of each tide 
(during which the water level stayed virtually constant). The electromagnetic 
current meter was first deployed and remained at the same position during the 
measuring cycle of three hours. The sampler frame was first deployed beyond 
the surf zone and then subsequently at different positions in the surf zone. 
Measurements were taken for 20 minutes each time after which the frame was 
retrieved and sample jars were replaced. The turn around time was about 30 
min. Measurements were taken on seven days and 56 helicopter deployments 
were undertaken in total. 

Beach surveys were performed before and after each series of tests. The 
beach sections were taken by theodolite, EDM and staff with prism. For the 
nearshore measurements use was made of a 6 m high stand on which three 
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prisms were attached at the top. This stand was placed in the surf zone by 
helicopter (Figure 8). Communication between surveyor and pilot was 
maintained by means of radios. Very accurate surveys were obtained in this 
way. 

Results 

Hydrodynamics 
Figure 9 illustrates the prediction of wave height with distance offshore, 

using the wave transformation model of Battjes and Janssen (1978) and Battjes 
and Stive (1985) (called the Battjes model hereafter). As can be seen, the 
model provides a good prediction of the measured values. Furthermore, 
accurate predictions of wave height and direction, using the refraction model 
RCPWAVE (Ebersole et al, 1986), were found to compare very well with 
measurements obtained from the pressure sensors at the 20 m, 10 m and 5 m 
depths. 

TASSS 
In total, 280 samples were successfully collected during the 56 

deployments. All samples were accurately weighed (to determine the volume) 
and sediment was separated from the samples. The concentrations were 
calculated and adapted using the results from calibration tests as presented by 
Bosman (1982), whereby the measured concentrations were multiplied by a 
factor of 1,37. The concentrations were subsequently plotted and some typical 
results are shown in Figure 10. 

It can be seen that an exponential distribution exists over the first metre 
above the sea bed. The samples collected at the highest intake showed 
relatively high concentrations for that particular day. The reason for this is that 
the top intakes were sampling only when large waves were passing by, while 
during lower waves the inlet was exposed to the air. It was often found that the 
sample jar connected to the top intake was only partly filled. 

Transmissometer 
Figure 11 illustrates a typical concentration record from the 

transmissometer in the shoaling region, together with the wave record. 
Truncation of the concentration record of the lower sensor can be seen; this 
occurred at high concentrations and in the presence of bubbles. Careful 
observation shows that the peaks in the sediment concentration record 
correspond to peaks and troughs in the wave record, indicating a response to 
wave orbital motion. In addition, an increase in the mean concentration in 
response to wave groups is evident. 

Figure 12a illustrates wave energy spectra and spectra of the sediment 
concentration in the shoaling region (outside the surf zone) and in the surf zone 
(measured less than one hour later). In the shoaling region (Figure 12a) a clear 
peak is evident in the wave energy spectrum at about 0,08 Hz. A second peak 
can be seen at 0,017 Hz, apparently representing the group-bound infragravity 
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wave energy. Corresponding to these, clear peaks are evident in the sediment 
concentration spectrum. 

A different situation is, however, evident in the surf zone (Figure 12b). 
Although an energy peak in the sediment concentration spectrum is evident in 
response to the incident wave frequency (although somewhat shifted), no clear 
response occurs at the infragravity wave energy. Rather, an increase in the 
spectral energy of the concentration with decreasing frequency in the 
infragravity region towards 0,0 Hz can be seen. Experimentation showed that 
this type of spectral shape is indicative of intermittent (i.e. non-periodic) sand 
suspension events. 

It is worthwhile to point out that linear spectral analysis of sediment 
concentrations does have limitations, since the non-linear "spiky" nature of 
sediment concentration records can cause erroneous energies in the spectrum. 
This is recognized in the above analysis, which is taken in the context of 
comparative results between the shoaling region and the surf zone. 

Figure 13 illustrates the simultaneously sampled results of the 
transmissometer and TASSS, averaged over five deployments in the shoaling 
region under similar wave conditions (depth about 3 m and a significant wave 
height of about 1 m). The lowest transmissometer result is eliminated from this 
analysis due to frequent truncation of the record at higher concentrations. As 
can be seen (excluding the sensor at 1,046 m elevation, which was found to be 
erratic) the exponential distribution is found from the transmissometer results 
as is expected beyond the breakers (Nielson, 1984). In the case of the TASSS, 
an exponential distribution with a similar slope and of the same order of 
magnitude is found. 

Figure 14 illustrates the results of comparisons between concentrations 
obtained from the TASSS with concentrations measured with the transmisso- 
meter. The comparison is limited to cases where the transmissometer record 
was not truncated due to bubbles or high concentrations. A tendency of the 
transmissometer to give relatively lower readings at high concentrations is 
apparent. Over 75 % of the concentrations agree within a factor of four. This 
type of result is to be expected since the two instruments are approximately 2 m 
apart, and the timing of their sampling is not perfectly correlated. Huntley 
(1982) confirms this; he considered that a 50 % agreement between an in situ 
calibration and a laboratory calibration would be a "good match". In a similar 
comparison, sand flux measured with a streamer trap sampler is compared with 
measurements from an optical backscatter sensor, OBS (with flow measured 
with a current meter). Agreement is found within a factor of 3,5 with 68% 
certainty (Rosati et al, 1991). 

Beach and nearshore surveys 
During the exercise seven beach and nearshore surveys were undertaken. 

The results are shown in Figure 15. It is shown that the largest variation 
occurred at -0,5 m mean sea level (MSL) to -2 m MSL. A maximum vertical 
variation of 0,75 m occurred within the seven days. Also clearly shown are the 
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two offshore bars.   These were situated at -3 m MSL and at -1 m MSL. The 
outer bar was fairly stable while the nearshore bar was highly dynamic. 

Reasonable to good correlation was obtained between the helicopter 
survey and the conventional theodolite and staff method in the regions where 
the profiles overlapped (Figure 15). It has to be taken into account that the 
measurements were not done simultaneously nor at exactly the same positions. 

Conclusions 
Techniques for measuring in high energy surf zones have been 

successfully developed. Particularly successful was the use of the helicopter, 
allowing extreme flexibility and accurate positioning of instrumentation and 
proving to be cost-effective. In addition, a time-averaged suspended sediment 
sampler, operating on simple and reliable principles, allowed a large number 
of samples to be collected in a short time. 

Measured wave heights compared favourably with predictions using the 
Battjes model. Despite some serious limitations, due primarily to truncation of 
the record and the influence of bubbles, useful recordings were obtained with 
a transmissometer array, especially with regard to almost instantaneous 
concentration phenomena. In the shoaling region, sediment suspension due to 
wave orbital motion and due to wave groups was evident. However, although 
suspension does occur at the incident wave frequency in the surf zone, it mostly 
occurs in the form of intermittent events. A further result was the occurrence 
of exponential distributions of sediment concentrations beyond the breakers. 
Comparisons of the transmissometer with the TASSS showed that over 75% of 
the concentrations agree within a factor of four. This type of result is typical 
of previous, similar studies. Finally a simple yet accurate method was devised 
to measure the nearshore bathymetry (up to 6 m depth) by means of a 
helicopter. 
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CHAPTER 233 

Water Wave Propagation in Jettied Channels 

Robert A. Dalrymple1, F., ASCE 

Abstract 

Navigational channels are frequently maintained by the use of jetties. These 
stabilized channels often form long straight waterways which permit the passage 
of tidal flows and waves into harbors, lagoons, or rivers. This paper concerns 
the decay of the waves down the channel due to energy losses within jetties. The 
analysis involves the use of an impedance boundary conditions at the channel 
side walls to model the wave dissipation there. The wave motion is described by 
an eigenfunction expansion for the velocity potential within the channel, with 
and without tidal currents. 

For the case that the water wave length is long with respect to the channel 
width and no currents are present, the wave height decay down the channel can 
be described by an exponential decay, H = H0 e~Vx, where T = •yxKp.kb), 7 is a 
(real) damping factor, k is the wave number, and 26 is the width of the channel. 
For the case of a mean current in the channel, the same expression results, but 
for a different form of the wave number, (Eq. 24). 

Introduction 

Stabilized entrance channels often form long straight waterways which permit 
the passage of tidal flows and water waves into harbors or lagoons. This paper 
concerns the interaction of water waves with rubble mound jetties, including the 
significant energy loss into the jetties, due to turbulent energy dissipation. 

The energy decay down a channel may be calculated if the rates of energy 
loss are known at the bottom and the sides of the channel. The conservation of 
energy flux down the channel is 

1Professor and Director, Center for Applied Research, Department of Civil Engineering, 
Univ. Delaware, Newark, DE 19716 

3040 
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where the wave energy flux is T = ECg(2b) = ^pgH2Cgb, where p is the fluid 
density, g is the acceleration of gravity, H, the wave height in the channel, Ca is 
the group velocity of the waves, and b is the half-width of the channel. V is the 
energy dissipation per unit length of channel. This expression can be rewritten 
as 

dH =        2V 

dx        pgHCgb 
l ' 

Hunt (1952) examined the decay of wave height due to laminar boundary 
layers at the sides and the bottom of a rectangular impermeable channel. In 
this case, T> is proportional to H2, and therefore Eq. 2 can be written as 

which leads to the following expression for wave height down the channel, 

H(x) = H0 e~ra: (4) 

where T depends on the viscosity of the fluid as well as the other factors. 

Battjes (1965) studied the damping of waves in a rectangular wave channel 
with roughness strips attached to the sidewalls along the length of the channel. 
The strips were mounted vertically over the depth on the sides of the channel 
with a fixed spacing. Vortices shed by the wave-induced flow past the strips 
resulted in a decrease in wave height down the channel. Battjes examined a 
'turbulent damping' such that the dissipation as the side walls was assumed to 
be proportional to H3, 

leading to 

H = (1 +Hf>H0z) (6) 

The experiments were conducted in an approximately 27.5 m long, 3.0 m wide 
test section of the channel. To get an adequate decay distance, the wave height at 
the end of the test section after one run, was used as the input to another test. 
By coupling experiments in this fashion, data on wave height versus distance 
was generated for an equivalent tank, 6 to 7 times longer. However, since the 
phenomenon he discusses is nonlinear and cross-tank oscillations occur, it is not 
likely that this is a valid experimental approach. 

Isaacson (1978) applied the same formula as Battjes for the wave height down 
a prismatic trapezoidal entrance channel laboratory model lined with stone, 
varying the side slopes. He found that there was a strong dependency of (3 on 
wave period, with (3 increasing with period. 
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Melo and Guza (1991a,b) in an interesting computational and field study 
showed that the wave height down the centerline of an entrance channel de- 
creased rapidly, mostly due to the diffraction of the waves into the absorbing 
jetty structures. They also point out that the diffraction through a breakwater 
gap of the same width as the entrance channel gives similar damping behavior 
down the centerline. If the channel is narrow with respect to the wave length of 
the incident waves, then the diffractive damping is more severe, as discussed by 
Losada et al. (1990). The computational analysis of Melo and Guza consisted 
of two coupled parabolic models of wave propagation, one in the channel and 
another within the porous structure, with matching conditions on the jetty face 
for velocity and pressure. 

The intent of this paper is to develop a new methodology for computing the 
wave field within navigational channels without having to use coupled parabolic 
wave models (as in Melo and Guza) through the use of the impedance boundary 
condition. 

Theory 

The wave motion will be described within the jetty section, assuming that 
the wave height is specified across the mouth of the channel. Figure 1 shows the 
channel and the coordinate system to be used in the analysis. The channel is 
assumed here to be constant in depth, which simplifies the analysis. 

Between the jetties, which are located at y = ±6, the wave motion is assumed 
to be described by linear wave theory which results from the assumption of 
small amplitude irrotational wave motion within an incompressible fluid. The 
associated governing equation is the Laplace equation for a velocity potential 
cj>(x,y,z,t), 

V2<?i = 0 -(7) 

from which the velocities in the fluid can be determined, u = (u,v,w) = —V</>. 
At the bottom boundary, no flow is permitted, 

t . 2b 

Figure 1: Schematic of Channel 
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- ^ = 0 on z=0. (8) 
oz 

At the jetties, an impedance boundary condition is assumed, 

—- = i"/(j) = ik/3(f> on y = \b\ (9) 
dy 

where 7 is k (the wave number) times the specific admittance, /?, of the jetties. 
This assumption follows from acoustics, where it is used to determine the damp- 
ing of acoustic waves due to absorbent duct boundaries (e.g. Morse and Ingard, 
1968, §6.3). If 7 is real, then wave energy is absorbed by the jetties; for 7 purely 
imaginary, this boundary condition leads to 100% reflection with a phase shift. 
The value of 7 (or equivalently the dimensionless j3) will strongly dictate the 
nature of the solution and its value will be specified later. 

The impedance boundary condition on the jetties can be compared to a 
transmitting condition for plane waves, usually imposed on an open coast model 
(e.g., Kirby, 1985), which is taken as 

^• = iksm0(f> (10) 
dy 

where 6 is the angle of the wave direction to the x axis. Comparing to (9), the 
specific admittance for a transmitting boundary is j3 = sin 0, which varies from 
0 to 1. The value of 7 then must be less than the wave number, k, as it implies 
that waves are normally incident on the jetties and fully transmitting through 
them. 

For the general case, an equivalent admittance will be defined as sin0 when 
P is real. 

Eigenfunction Expansion 

The velocity potential in the channel will be similar to that used by Dalrym- 
ple (1989), studying 'designer waves' for directional wavemakers. In general, the 
total potential will consist of even and odd eigenfunction components, across the 
the channel, but here we will restrict ourselves to normally incident wave trains, 
so that only the even modes will be utilized. The potential (in the absence of a 
mean flow in the channel) is therefore assumed to be 

,/ x V^ ^ x COsh£(/l + z)    i(jkl-\lx-at) r      v 
<P(x, y,z,t) = 2^ Cncos\ny— —eVv > (11) 

where the set {cosAnj/} is an anharmonic (orthogonal) Fourier series in y, and 
the usual linear wave theory dispersion relationship holds: 

a2 — gfctanh kh, (12) 
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which relates the wave number k and the water depth and wave angular fre- 
quency, a = 2ir/T, where T is the wave period. 

The lateral boundary conditions (9) place the following contraints on the An 

in the Fourier series, 

— Antan A„fe = 27 n = l,2,... (13) 

which is a transcendental equation to determine the wave numbers An in the 
lateral direction. (Note that if 7 is zero, then the An = mt/b.) This boundary 
condition leads to the orthogonality of the Fourier series: 

/ 
I   0 lor TI ^F- vn 

cos Xny cos Xmy dy = <   2\nb+Sm2\nb    for n = m (I4) 
2A„ 

The velocity potential (11) is composed of an infinite number of wave trains, 
consisting of wave trains which are 'standing' in the cross-channel direction and 
either propagating or decaying in the down-channel direction. In fact, only a few 
terms in <f> represent propagating wave trains as, for large values of n, the real 

part of Jk2 — X\ becomes negative and results in a strongly damped motion in 
the x direction. In fact, for incident wave trains with wave lengths larger than 
26 (the channel width), or kb < it, then only one wave mode (n = 1) propagates 
down the channel (this is strictly true for 7 = 0; but it serves as a guide). 

The values of Cn are determined by the initial value of <f>(Q, y, t). By orthog- 
onality of the set {cos Xny} over — 6 < y < b, we find 

r  - 2Xn $-b ^^^ cos XnV dy nz\ 
2\nb + Sm2Xnb [    ' 

For a given incident wave train of frequency a, <j>(0,y,t) is taken as unity 
across the mouth of the channel, and the Cn can be reduced to 

_       4sinAn6 
n_2An6 + sin2Ari6 

U°j 

This initial condition imposes phases on the various wave modes (more on this 
later). 

Examining narrow channels, (76 << 1) and kb < TT, the lateral boundary 
condition (13) can be approximated for Ai, 

XI = -t7/6 (17) 

The leading term of (j) is 

_ .        CO§h. k(h -\- z)    i(-Jk*-tfx-crt) ,      , 
glC°sAiy     coshM     el } ^ 
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Introducing the approximation for Ai yields for the approximate wave decay 

e~(wk)x = e~^x (19) 

as Ci asymptotically goes to unity. Here, the subscript r denotes the real part. 
Comparing with the linear damping formula, (4), T = jrx/2bk. Therefore, the 
wave height in a channel decreases exponentially down the channel according 
to this theory. Further, the damping is inversely proportional to 6, the channel 
half-width. 

Alternatively, since Aj << k2, the exponential term in x can be approximated 
as 

eiy/k*-\lx _> &ikx e (Xi)r(Xl)iX/k 

Thus, given the real and (negative) imaginary parts of Ai, found from (13), the 
decay of the first wave mode with x can be found as 

,(Ai)r(AiWfc (20) 

Since this expression is based on the lateral boundary condition, rather than an 
approximation, it is more accurate than that provided in (19). 

Effects of Tidal Currents 

The previous results were obtained for the case of no currents in the channel. 
However, it is likely for a majority of the tidal cycle there will be a slowly 
varying flow in the channel or a current due to a river discharge. Therefore the 
effects of the currents on the wave field and the damping in the channel must 
be determined. 

To include the current (with uniform speed U, with U >> |V<^|), the velocity 
potential is changed to 

A( +\        A,    ^A TT      >   \Tn \       C°shkn(h + Z)    iUkl-\lx-at\ 
<f>(x, y, z, t) = <pc + <pw = -Ux + 2^Cn cos \ny ——- e V / 

n~\ n 

(21) 
where the An satisfy the same impedance relationship (9) as before; however, 7 
may be different than for the no-current case. Also, the dispersion relationship 
for the wave number results in a different wave number for each wave mode, due 
to the wave-current interaction, which depends on the wave direction, 

(a - U^Jkl - Af)   = gkntxa\iknh,    n = 1,2,3,... (22) 

due to the effects of the current on the linear combined free surface boundary 
condition (e.g., Dean and Dalrymple, 1991,§  3.4.5) 

d2<f>n, ,nTTd2<i>w . rT292</>w      d(j>w 
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where <j>w is the portion of the velocity potential describing the wave motion. 
The resulting wave numbers (kn, n = 1,2,3,..., oo from 22) are all complex. 

For narrow channels, a similar approximation to (19) can be made for the 
case of waves on currents. This leads to the following relationship for wave 
height decay down a channel (for normal wave incidence) 

e~(vk) x (24) 

where k\ is given by (22). 

Results and Comparisons to Field and Laboratory Data 

Figure 2a shows the instantaneous wave field (i](x,y) = ~(i(r/g)(j>(x,y,0)) 
and the absolute value of rj in a channel with the following characteristics: b = 
120 m, T = 12 s, h = 8 m, and specific admittance is 0.156, which is 7 = 
0.012 m_1. For this case, the curvature of the wave crests is clear with the 
waves turning into the jetties by diffraction. For this example, the equivalent 
transmission angle is 8°. 

The absolute value of the water surface is contoured in Fig. 2b, with the 
contours spaced by 0.1. The initial condition of normally incident waves with 
unit amplitude leads to a forced phasing of all the modes which comprise the 
wave field (11), such that as the waves propagate down the channel there is a 
focussing after two wavelengths, for this wave period (the largest contourline 
corresponds to 1.1; the smallest, to the far right, is 0.3). 

Fig. 3 shows the decay of the absolute magnitude of each of the largest five 
wave modes down the channel centerline for this example; clearly the higher 
modes (greater than, say, the third) decay rapidly (note one wavelength corre- 
sponds to 102 m) and, after long distances, only the first mode is important. 

Melo and Guza (1991b) carried out a field experiment at Mission Bay, CA. 
The entrance channel is 1200 m long, 250 m wide, with a depth of 8 m. The 
jetties are sand tight, prohibiting the propagation of waves through the jetties. 
Pressure sensors were deployed at five locations along the centerline of the jetties 
as shown in Figure 4. Data was obtained during the period March 2 to April 8, 
1985. Using data and parabolic model predictions, Melo and Guza determined 
that the effects of wave height and bottom friction on the wave height reduction 
along the channel were small. There was no wave breaking observed in the 
channel. 

The effects of currents were observed to have only a small effect on the 
damping down the channel. The model given in the section Effects of Tidal 
Currents can predict the damping factor exactly; T is the imaginary part of 

( v^i — ^1 ) •   A variation in U of ±1 m/s had nearly no effect on the value of 

T; the variation was less than 0.3%. 
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Figure 2: (a) Plane View of Instantaneous Water Surface Elevation in Channel; 
Ocean at the Left of Figure, Harbor to Right; (b) Absolute Value of Water 
Surface Elevation, Contours Intervals are 0.1 

Figure 3: Decay of Each Wave Mode Down Channel (at centerline) 
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Figure 4:   Pressure Sensor Locations for Mission Bay Study (from Melo and 
Guza, 1991b) 
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Figure 5: Wave Spectra at the Different Channel Locations (1 April, 1985; 
adapted from Melo and Guza, 1991b) Legend: Upper Solid Line, P2; Dashed 
Line, P3; Dotted Line, P4; Dash-Dot, P5; Lower Solid Line, P6. 
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Figure 6:  Wave Spectra at the Different Channel Locations (28 March, 1985; 
adapted from Melo and Guza, 1991b) 

The wave spectra observed at the five locations in the channel by Melo and 
Guza on April 1, 13:31-14:40 hs, 1985 and March 28, 12:24-13:32 hs, 1985 are 
shown in Figures 5 and 6. Thirty three different frequencies are represented 
from 0.05 Hz to 0.3 Hz (A/ =0.078 Hz). A comparison of this model to the 
field data was undertaken by calculating the wave field associated with each 
of the 33 frequency bands (with unit amplitudes at the channel mouth). The 
energy densities at the first interior gage, P2, were then scaled to match the 
field data at that location. The wave heights at the other 4 gage locations were 
then computed from Eq. 11. These heights were then converted into energy 
densities and plotted. The results for each of the 33 frequency bands are shown 
in Figure 8 for the 1 April case. By best fit matching of the data, a smoothly 
varying impedance was chosen, corresponding to an impedance angle linearly 
varying from 6.3°to 57.3°at the highest frequency (giving 0.004 m_1 > 7 < .04 
m-1, from lowest to the highest frequency). The agreement between model and 
fielld data is reasonably good, giving confidence in the model for low frequencies 
(0.05 to 0.1 Hz; or for a range of dimensionless channel widths, 4 < kb < 9). 

For the spectrum with sea and swell, March 28, the specific admittance was 
taken the same as for the previous case for the 10 lowest frequencies, but the 
higher frequencies could not be computed reasonably. The higher frequency wave 
in the range of 0.15 Hz to 0.30 Hz were predicted to grow down the channel. 
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Figure 7: Computed Wave Spectra at the Different Channel Locations, April 1. 

The reason for this 'growth' is the location of the focussing region shown in 
Fig. 2b. For the higher frequencies, this focussing region migrates down the 
channel, giving an apparent amplification, which is not seen in the field data. 
These waves (roughly 14 < kb < 44) are seriously affected by the phases imposed 
by the initial condition. For the lower frequency waves this was not a problem 
as the focussing occurred before any of the measurement points. For a realistic 
case, the phasing of the wave modes will be far different. In Fig. 8, 7 was taken 
somewhat arbitrarily taken as 0.007 (1 — i) for the higher frequencies, as it was 
found by trial and error that the use of a complex value would reduce the amount 
of focussing. 

As an alternative and a simpler approach to this problem., a pure exponential 
decay (according to Eq. 19) was tried. The wave energy density at P2 was 
multiplied by 

e~(tok> x = e" x (25) 

where the introduction of the 2 comes about by the energy being proportional 
to the square of the wave height. Using the specific admittance (/J) of 0.139 
(apparent angle of 8°and 7 = k/3 ranging from 0.005 m_1 for the low frequency 
waves to .05 m-1 for the highest frequency) for April 1 and 0.190 (apparent 
angle of 11°) for March 28, gives the results in Figs. 9 and 10. For the case of 
the narrow banded sea state, there is almost no difference between the complete 



JETTIED CHANNEL PROPAGATION 3051 

Figure 8: Computed Wave Spectra at the Different Channel Locations, March 

model (Fig. 7) and the exponentially decaying model. For the wide-banded seas, 
the frequency dependency of 7 causes the low frequencies to decay too rapidly 
when compared to the field data. This can of course be improved by varying 7 in 
the model. The exponential model result here is better than the complete model 
shown in Fig. 8, because only a single wave mode is used and the focussing can 
not occur. 

Conclusions 

The behavior of water waves in straight channels with energy absorbing side 
walls, such as rubble mound jetties, can be reasonably predicted with a simple 
eigenfunction expansion model. For the case of Mission Bay, CA, only a very 
few wave modes are needed to provide an adequate description of the wave 
field, except for the case of the high frequencies. The absorbing sidewalls are 
modelled by a simple impedance boundary condition (Eq. 10), where the specific 
admittance j3 can be expressed as an equivalent transmission angle, theta from 
(3 = sin 9. The values of 6 found here are between 8 and 11°. 

The complete model predicts the decay of wave spectra at Mission Bay, CA 
reasonably well for the low frequencies, with problems associated with focussing 
and the phasing of the initial condition at the higher frequencies. A simple 
model based on purely exponential decay (Eqs. 19 and 20) provides a useful tool 
for preliminary estimates of wave decay. 
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Figure 9: Exponentially Decaying Spectra at the Different Channel Locations; 
April 1. 
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Figure 10: Exponentially Decaying Spectra at the Different Channel Locations; 
March 28. 
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CHAPTER 234 

DISPERSION MODEL OF DREDGE SPOIL 
DUMPED IN COASTAL WATERS 

G. Drapeau1, D. Lavallee1, J.F. Dumais1 and G. Walsh2 

Abstract 

This model is specifically conceived to work in estuarine environments 
characterized by strong tidal currents. It operates on a microcomputer and it is 
conceived to work with minimal input. The model determines the velocity and 
radius of the dense sediment cloud, formed by the release of sediments from a 
scow, during its downfall in the water column. These parameters are used to 
determine the proportion of sediments settling at the point of impact. Sediments 
maintained in suspension by the high level of turbulence following impact on the 
bottom form a density current that spreads out radially. The performance of the 
model was verified by a series of experiments carried out in the St Lawrence 
Estuary to monitor the disposal of dredged spoil from a 400 m3 scow. 

1.    INTRODUCTION 

The present model was initially developed for the Canadian Ministry of 
Fisheries and Oceans to evaluate the impact of dredged sediments dumped from a 
scow in different marine biotopes. Prerequisites were that the model works with 
minimal input and runs on a microcomputer. Another requirement was that the 
model would be efficient in estuarine environments characterized by strong tidal 
currents. 

1 Centre oceanographique de Rimouski, University du Quebec, Rimouski, Quebec, 
Canada, G5L 3A1 

2 Institut Maurice-Lamontagne, PSches et Oceans Canada, Mont-Joli, Quebec Canada, 
G5H 3Z4 
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The bulk of sediments released from a scow reach the sea floor at the dumping 
site and only a small percentage remains in the water column. Gordon (1974) 
estimates that more than 95 per cent of sediments released from a scow reach the 
sea floor and observations by Tavolaro (1984) lead to similar conclusions. The 
present model describes the behavior of the dredged sediments that reach the sea 
floor at the dump site and a companion model is used to determine the fate of 
sediments dispersed in the water column. 

Different mathematical models have been developed to describe the dispersal 
of dredged sediments. A model was developed by Edge and Dysart (1972), in 
which the dumped material is assumed to behave as a dense liquid moving in a 
lighter one. Koh and Chang (1973) used similar concepts to develop a model that 
deals with each of the three phases of dredged material dispersal and can handle 
continuous discharge of sediments as well as dumps from a scow. However, this 
model is not particularly suited for coastal environments and it is much more 
complex than the model described in this paper. Bokuniewicz et al. (1978) 
developed a mathematical model that determines potential and kinetic energy of 
dumped sediments. Based on the energy budget of the dumped sediments, the 
authors determine the maximum distance reached by the density current that spreads 
on the sea floor after the dumped sediments impact on the bottom. 

Field measurements to develop this model were carried out in in Canada, in 
the Lower St. Lawrence Estuary. Measurements took place at Riviere-du-Loup and 
Rimouski where the tidal range varies between 5 and 6 m. and the dump sites are 
located in 10 m. and 20 m. water depth respectively. 

2.  MODEL DESCRIPTION 

The dispersal of dredged sediments released from a scow follows three stages 
(Fig. 1). Upon release, the dredged material descends rapidly through the water 
column as a well-developed high density jet; subsequently, when the dredged 
material hits the bottom, part of the sediment load settles at the site of impact; and 
finally, the high level of turbulence generated by the impact maintains a cloud of 
sediments in suspension that forms a density current which spreads out radially. 

2.1   Descent of sediments through the water column 

A series of flume experiments conducted by Krishnappan (1975) have shown 
that the fall of dumped sediments can be treated in two distinct phases, an 
entrainment phase when sediments leave the scow followed by a settling phase that 
develops only when the water depth is sufficient (which is not the case in coastal 
waters) for the vertical downward velocity to become the same as the settling 
velocity of sediment particles.  During the entrainment phase, the size of the 
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Figure X. A) The dump 
load leaves the scow as a 
massive cloud of sediments 
that expands during its 
fall as water is incorpo- 
rated. 
B) At impact on sea floor 
a portion of the dumped 
sediments settle on the 
sea floor and the remain- 
der is maintained in sus- 
pension by the high level 
of turbulence generated by 
the impact and forms a 
density current. 
C) The density current 
expands radially taking 
the shape of a tore. For 
modeling purposes, the in- 
itial radius of the tore 
is taken to be that of the 
falling sediment cloud at 
the moment of impact. 

Ft. 
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sediment cloud, that forms when the scow opens, grows owing to the incorporation 
of external fluid while the vertical downward velocity diminishes (Fig. la). Flume 
measurements and dimensional analysis have lead Krishnappan to formulate the 
downward velocity (Wf) as well as the radius (Rf) of the sediment cloud as a 
function of water depth: 

Rf = akZ (1) 

Wf = BkF*/Z (2) 

where Z is the water depth, F is the negative buoyancy of sediments and ak and Bk 

are variables whose values are functions of the sediment grain size determined 
experimentally by Krishnappan. 

2.2    Settling of sediments at point of impact 

No systematic formulation is presently available to determine the exact 
proportion of the total sediment load that settles on sea floor at the point of impact. 
The parameters that determine the settling of dumped sediments at the point of 
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impact are: 1) the sediment grain size and 2) the impact velocity on the sea floor, 
which is related to water depth. It stands to reason that coarser sediments will have 
a greater tendency to settle at the point of impact than finer ones. Velocity of the 
mass of dumped sediments at the moment of impact provides the energy necessary 
to generate a level of turbulence sufficiently high to bring sediments into 
suspension. For instance, if the water depth is sufficient to allow sediments to 
reach their inherent settling velocity, all sediments would settle naturally on the sea 
floor without further movement, no energy being left to generate turbulence and 
maintain sediments in suspension. 

The proportion of sediments settling directly at the point of impact is defined 
as follows in the present model: 

S = l-C(Wfl -Ws)/Wfl (3) 

where Wfi is the downfall velocity of the mass of dumped sediments at the moment 
of impact and Ws is the natural settling velocity of sediment particles (Fig. lb). C 
is a constant; its present value is set at 0.5. This equation determines the "excess 
energy" available to generate a density current. As explained above, if Wf 

diminishes to the point that Wf = Ws, Then S = 1 and no sediments are left to 
form a density current. 

According to field measurements carried out by Gordon (1974), 80 per cent 
of the dumped sediment load settles within a 30 m. radius from the point of impact. 
Other workers (Bokuniewicz et al., 1978; Tavolaro, 1984; Truitt, 1986) observed 
that a large proportion of dumped sediments settle at the point of impact, but no 
specific correlation is established with sediment grain size and water depth. 

2.3   Formation of a density current 

Truitt (1988) summarized observations of many workers explaining that 
dredged sediments form density currents that spread on the sea floor following 
impact on bottom. Profiles of dredged sediment dispersion, measured by Gordon 
(1974) and also by Malherbe (1990), on a larger scale, outline this phenomenon. 

The principle of conservation of mass is used to determine the transfer from 
a massive sediment fall before impact on the bottom to the formation of a density 
current (Fig. 1). The cloud of sediments formed by the content of the scow falling 
through the water column has a radius R^, (cf. eq. 1) and a downward velocity W^, 
(cf. eq. 2) when it hits the sea floor.  The vertical flux is defined as: 

Flux = irRjWfc, (4) 
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The density current generated by the impact on the sea floor expands radially 
and it takes the shape of a tore (Bokuniewicz et al., 1978). If R^ is the initial 
radius of the tore, Hu is the initial height, and Vti is the initial velocity, the initial 
flux of the density current expanding radially on the sea floor is: 

Flux = 2xRtiHtiVti (5) 

The initial radius Rti of the density current is that of the sediment cloud when 
it impacts on the sea floor (Fig. lb and lc): 

Rti = Rto (6) 

Using the principle of conservation of mass to equate equations 4 and 5, we 
can write: 

xRfa
2Wfa = 2T-R^Vt (7) 

and: 
RfinWfa= 2HuVti (8) 

This equation contains two unknowns; the initial height (ty and the initial velocity 
(V^) of the density current. 

2.3.1      Velocity of the density current 

Density currents are studied principally to interpret sedimentary facies 
(Middleton and Southard, 1984). For instance, Keulegan (1957) and Middleton 
(1966a,b) produced density currents experimentally by releasing brines and 
suspensions of spherical beads into horizontal channels. Experimental results agree 
to define the velocity of the density current as follows. The difference density Dt 

of the density current is defined as: 

D, =  p8/p (9) 

where ps is the excess density of the density current and p is the density of water; 
and: 

V, = Fr(DtgHt)
% (10) 

where Vt is the velocity of the density current, Fr is the densimetric Froude 
number, Dt is the difference density of the density current, and H, is the height of 
the density current. Middleton (1966a) has found experimentally that the 
densimetric Froude number for density currents generated by sediments into 
suspension flowing on a horizontal bottom has a constant value of 0.75. The 
velocity of the density current is then a function of the density difference and the 
height of the density current. The density difference is determined by the quantity 



DREDGE SPOIL DISPERSION MODEL 3059 

of sediments brought into suspension following the impact of sediments on the sea 
floor.  This quantity is known from equation 3. 

2.3.2 Height of the density current 

Equation 10 shows that V, is a function of Ht and it is then possible to 
determine the initial height (H,,) of the density current. Equation 10 is introduced 
in equation 8 and Ha is defined explicitly as: 

Ha = [(RtiWfi)
2/(4Fr2gDti)]"

3 (11) 

This algorithm effectively sets the initial height (H^) of the density current in such 
a way that the conservation of flux is respected, as defined by equations 4 and 5. 

2.3.3 Evolution of the density current 

The following initial conditions are assumed to define the evolution of the 
density current: 1) the density current forms a tore that expands radially 
(Bokuniewicz et al.. 1978), 2) the volume of the tore is constant, and 3) the width 
(L) of the tore is constant. Consequently, in order to maintain the volume constant, 
the height of the tore (H,) diminishes as the tore spreads radially. It implies that 
Ht is a time dependent variable. 

Sediments suspended in the density current are settling on the sea floor 
according to their nominal settling velocity (WJ and, consequently, the density of 
the density current diminishes as the settling of sediments on the sea floor 
progresses. The concentration of sediments in the density current can be defined 
by the following differential equation: 

dPt/dt = -(Pt/M,)WsAt (12) 

where P, is the quantity of sediments in the density current, Mt is the volume of the 
density current, Ws is the settling velocity of sediment particles and A, is the 
surface area of the density current.   As: 

Mt/At = Ht (13) 

where Ht is the height of the density current. Equation 13 can be rewritten as 
follows: 

dPt/dt = -PtWs/Ht (14) 

As mentioned above, Ht is itself time dependent. This equation is solved 
numerically; initially using a Runge- Kutta algorithm, but it is handled more 
efficiently by linear iteration. 
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The rate of deposition on the sea floor of sediments contained in the density 
current is proportional to the sediment concentration in the density current. That 
rate of deposition is also inversely proportional to the velocity at which the density 
current is moving on the the sea floor; for example, when the density current is 
moving faster, the sediments settling on the sea floor are spread over a larger area. 

2.4    Advection by tidal currents 

Tidal currents play an important role in estuarine environments. At the present 
stage of development of the model, tidal currents are simply advecting the density 
current (Fig. 2). In theory, advection should have an influence on the densimetric 
Froude number but, in practice, it is not significant within the context of the 
present model. 

Figure 2. Three-dimensional mesh of sediment 
accumulation on the sea floor resulting from the 
simulation of 125 dumps totaling 50,000 m3 of dredged 
sediments at a water depth of 20 m. and tidal 
currents reaching .4 ms1. The bulk of sediments is 
deposited within a 150 m. radius and the remainder 
is transported by density currents advected in 
different directions depending on the phase of the 
tide. 
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2.5 Sedimentation grid 

The present model is designed to describe the cumulative effect of dredging 
operations resulting from many dumps at a given site. The cumulative 
sedimentation resulting from successive dumps is handled by implementing a grid 
system that works as follows. The spatial and temporal scales to calculate the 
amount of sedimentation on the sea floor are set to obtain sedimentation 
measurements spaced approximately 10 m. apart. A 2x2 kilometer grid, using a 
10 m. mesh size, is established and each sedimentation calculation is attributed to 
the corresponding mesh. This procedure permits to record sedimentation from 
successive dumps even if they do not originate from the same location on the 
dumpsite (Fig. 2). This feature is important to allow for the possibility to simulate 
inherent navigation errors and also to take into account that scows are not 
necessarily completely stopped during dumping operations. 

2.6 Drifting during dumping 

Most operators prefer not to stop completely during dumping operations. This 
situation is simulated by spreading sediments settling at the point of impact over a 
50x50 m. area instead of a single point. Other dimensions can be chosen at will, 
depending on the speed of the scow and the time taken to unload. 

2.7 Positioning error 

The positioning of a scow over a dump site is more or less precise depending 
on the navigation system used. This inherent error is dealt with by choosing at 
random a position within a circle corresponding to the positioning uncertainty, 
typically 150 m. in the St. Lawrence Estuary. 

3.    INPUT / OUTPUT 

3.1    Input 

, The following parameters are used as input: 1) volume of sediments dumped, 
2) number of dumps, 3) water depth, 4) sediment grain size, 5) radius of navigation 
error, 6) currents (current-meter records or tidal- current ellipses). 

Three sediment grain sizes with corresponding percentages are used to describe 
the texture of dredged sediments. Two options are offered to input current data: 
current-meter data files or keyboard input of tidal current ellipses. When a current- 
meter data file is used as input, the data sampling from the file is organized to 
correspond as closely as possible to the dredging operations. For example, data 
sampling from the file starts to coincide with the beginning of the dredging 
operations and sampled data are averaged to correspond to the dumping routine (e.g 



3062 COASTAL ENGINEERING 1992 

one dump every hour). Furthermore, if dumping operations are not continuous, the 
idle periods (night time) are not sampled. When current meter data are not 
available, tidal currents are simulated by the model on the basis of tidal current 
ellipses. Speeds and directions of tidal current ellipses are input from the keyboard 
to simulate estuarine conditions prevailing at the studied dump site. 

3.2    Output 

Data produced as output are: a) three files: 1) sedimentation matrix file, 2) N- 
S cross-section file, 3) W-E cross-section file and b) four graphics: 1) Contours of 
dredged sediment deposit (Fig. 2 and 5), 2) 3-D mesh of sediment deposit (Fig. 2), 
3) N-S sediment deposit cross-sections, and 4) W-E sediment deposit cross- section. 
Graphics displays are produced by the software package "Surfer" (Golden Software, 
Boulder, U.S.A.). 

4.    FIELD MEASUREMENTS 

4.1 Location and dredging equipment 

Field experiments were carried out at two locations in the St. Lawrence 
Estuary to verify the present model. At Riviere-du-Loup the dump site was 
located in 10 m. water depth and tidal currents reached 1.5 ms"1. At Rimouski, the 
water depth was 20 m. at the dump site and tidal currents reached 1.0 ms"1. The 
dredging equipment operating at both locations was a clamshell dredge loading 400 

scows. 

4.2 Sediment types 

The operations monitored were maintenance dredging at both sites. The 
sediments dredged were poorly sorted very fine sands mixed with silty muds, the 
grain size ranging between 0.015 and 0.250 mm. 

4.3 Field measurement equipment 

Echosounder: A 200 kHz echosounder was used to track the dispersal of 
dredged sediments. That frequency is very effective to trace sediment clouds in the 
water column (Fig. 3). 

Transmissometer: Transmissometer measurements could confirm the presence 
of density currents but more in a qualitative than a quantitative way. 

Water samples: Water samples were taken to calibrate transmissometer data. 
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Sediment traps: Sediment traps were very useful to calibrate the model, 
because they provide factual measurements of sedimentation rates. The traps were 
made of 30 cm. high by 10 cm. wide plastic cylinders. The cylinders were 
mounted in lead containers, that were heavy enough to be placed directly on the sea 
floor. 

Figure 3. Example 
of density current 
observed using a 
200 kHz echosounder 
from a boat ancho- 
red in 10 m. water 
depth. The sharp 
front of the densi- 
ty current appears 
on the left side of 
the recording and 
the more diffuse 
tail is recorded in 
the right portion 
of the echogram. 

W'*WW^X$W 

5. RESULTS 

Model estimates of dredged material accumulation on the sea floor are 
compared with field measurements obtained from sediment trap deployments. The 
model is run to simulate the dumps that were monitored with sediment traps and 
results from the model are compared with sediment trap measurements in figures 
4 and 5. The dots on the six diagrams shown in figure 4 are the sediment trap 
measurements and the full lines show the results of model estimates of 
sedimentation corresponding to specific dumps monitored at Riviere-du-Loup. The 
sharp breaks in model estimates result from the fact that sediment accumulation is 
much higher near the point of impact, where a large proportion of the dumped 
sediments are settling. 

Figure 5 shows the monitoring settings for dumps #4 and #11. Contours of 
sediment accumulation on the sea floor predicted by the model are plotted on a 
grid. The location of sediment traps is indicated by dots. Model estimates 
corresponding to sediment trap measurements are outlined in the upper right corner 
of each diagram. 
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6.    DISCUSSION AND CONCLUSIONS 

The dumping of dredged sediments from a scow is an operation which is 
difficult to monitor, particularly when tidal currents are strong. Sediment traps 
have to be deployed ahead of time before dumping takes place. The success of the 
operation depends on the ability to foresee the direction and intensity of tidal 
currents at the very moment the dumping of dredged sediments will take place. 
Because of tidal currents and winds, dumps do not always take place at the exact 
location where they had been planned, with the consequence that the alignment of 
sediment traps is not always optimal. In addition, sediments dredged with a 
clamshell remain clumsy and scows are equipped with doors that do not open 
instantly. The result is that dumped sediment loads are not always as uniform as 
one would like from an experimental point of view. 

100 200 

Distance (m) 

300   0 100 200 

Distance (m) 

Figure 4. Comparison of model estimates and 
sediment trap measurements. The full lines on these 
six diagrams show the model estimates and the dots 
are the sediment trap measurements. The sharp 
breaks in model estimates result from the fact that 
sediment accumulation is much higher near the point 
of impact, where a large proportion of the dumped 
sediments settle out. 
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Despite the problems inherent with the monitoring of dispersal of dredged 
sediments, the monitoring carried out at Riviere-du-Loup and Rimouski was 
successful enough to warrant that the concepts used to develop the present model 
are realistic. As it can be seen in figure 4, dump #4 shows a good agreement 
between measurements and model except for the fourth sediment trap for which 
there is no explanation. Dump #5 is one of the most interesting, because it shows 
that the sedimentation rate as a function of distance from the point of impact is well 
predicted by the model, although the point of impact of the model (coordinates 0,0) 
does not coincide with the location where the dump effectively took place. The 
other diagrams show a relatively good agreement between measurements and 
estimates. An exact fit between model and field measurements is beyond 
expectations. However, the overall trends and rates of sedimentation as a function 
of distance from the point of impact estimated by the model are realistic. 

The correlation between model estimates and sediment trap measurements is 
outlined more explicitly in figure 5. Dump #4 took place when tidal currents were 
weak, .1 ms"1, and dump #11 was carried out when tidal currents reached .7 ms"1. 

Figure 5. Examples of sediment distribution for 
different tidal conditions. Results obtained from 
the model are compared with accumulation in sediment 
traps. The quantity of sediments dumped is 400 
cubic meters and the water depth is 10 m. Tidal 
currents are . 1 ms"1 for the plot on the left and 
.7 ms'1 for the plot on the right. Dots on the plot 
show the location of the sediment traps. The 
diagrams on the upper right corner of each plot 
compare the simulation from the model (the full 
line) with the measurements from the sediment traps. 
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In both cases the agreement is good between the model estimates and field 
measurements. Comparison of these two experiments outlines the importance of 
tidal currents as well as the capacity of the model to cope with it. The principal 
effect of tidal currents is to advect dumped sediments. The distance reached by 
sediments when tidal currents are strong (.7 ms"1, dump #11) is 200 m., which is 
twice the distance reached under weak tidal currents (.1 ms"1, dump #4). 

At the present stage of development, the quantity of sediments settling at the 
point of impact versus the quantity entrained in a density current is based on 
approximate qualitative observations. We can only say that the formulation used 
in the present model seems acceptable because the sediment trap measurements 
obtained for specific dumps are adequately estimated by the present model 
configuration. The evaluation of settling of sediments at the point of impact would 
need to be investigated further. One difficulty is that it is not possible to place 
sampling instruments directly under the scow, because they would be buried by the 
sediment load settling at the point of impact. One avenue is to experiment in flume 
tanks to gain a better understanding of the physics of this phenomenon. An other 
approach would be to survey the dumping operations with a multi-beam 
echosounding system. The present experiments were carried out using a single 
echo-sounder aboard a ship at anchor, which is equivalent to carrying out eulerian 
measurements at a single point of observation. A stationary multi-beam system 
would provide a two- dimensional perspective of the phenomenon. Furthermore, 
if positioning were precise enough and the ship could move rapidly by comparison 
with the cloud of dumped sediments, a three-dimensional perspective of dumped 
sediment dispersal could be obtained. 
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Abstract 

In order to solve water circulation and solute transport-diffusion problems in two-dimensional 
hydrodynamical systems a comprehensive simulator, composed by two finite element models, has been 
developed. In particular the first model, which is of semi-implicit kind, solves hydrodynamical shallow 
water equations whereas the second, which is an Eulearian-Lagrangian method (ELM), is based on the 
Modified Method of Characteristics (MMOC) combined with Galerkin finite element method.Semi- 
implicit procedures for hydrodynamical models are sometimes used with finite differences but are quite 
rare with finite elements. Nevertheless they have a lot of advantages compared to the others, 
principally linked to a considerable time saving. This is determined by the fact that the systems of 
equations in the unknown levels and velocities are uncoupled and the time step is not constrained by 
Courant-Friedrichs-Levy stability criterion.lt can be demonstrated that in the linear case the 
hydrodynamic model is indefinitely stable and good accuracy can be achieved for velocity fielAOn the 
other side, the proposed transport-dispersion model presents interesting features, among which the 
possibility to obtain good results in mass conservation and minimum numerical oscillations or grid 
orientation problems even under sharp front conditions. In these papers we shall discuss only the 
approximation method of transport-dispersion model, showing the theoretical fundamentals and some 
of its applications. 

Introduction 

The transport-dispersion equation constitutes one of the most difficult problem to solve by 
numerical methods, since the equation ranges from a parabolic to almost hyperbolic form, depending 
on the ratio of advection to dispersion, the Peclet number.In particular, when advection terms of the 
equation are dominant and concentration gradients very steep, using standard finite element many 
difficulties in the numerical solution arise, such as numerical dispersion, numerical oscillations, grid 
orientation influences and, even, mass conservation. 

To treat this problem many approximations have been developed, but, nevertheless, three broad 
classes of methods can be identified. 

The first group, based on using optimal test functions, is referred to as Optimal Spatial Methods 
(OMS).Examples of these approximations include the Quadratic Petrov-Galerkin Method (Christie et 
al., 1976; Bouloutas et al., 1988), the Optimal Test Function Method (OTF) (Celia et al., 1989). The 
limits of all these schemes consist in the variably upwinded nature of test functions which restrict the 
range of Peclet numbers allowable without numerical diffusion. 

A second broad class is constituted by the Eulerian-Lagrangian methods (ELM), which appear to 
overcome the problems inherent to advection-dominated transport conditions.The approximations in 
this class of schemes have, as their common element, a Lagrangian treatment of advection processes. 
Again there are many examples from literature, including Operator Splitting Method (Baptista, 1987; 
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Wheeler et al., 1988), Eulerian-Lagrangian Method with the Method of Characteristics (Pinder et 
al.,1977), Eulerian-Lagrangian Method with the Modified Method of Characteristics (Ewing et al. 
1984; Russel, 1985; Chiang et al., 1988).These methods can obtain significant reduction in numerical 
oscillations and in numerical diffusion even in presence of large Courant numbers.The principal 
drawbacks of ELM are, in some case, difficulty to conserve mass and to formulate general boundary 
conditions. However, material balance mass errors can be greatly reduced when an accurate velocity 
field from the solution of hydrodynamical equations is derived. 

The third broad class (ELLAM) combines the ideas of OTF and ELM, by using space-time test 
functions satisfying a local adjoint condition that introduces a Lagrangian frame of reference (Celia et 
al., 1989; Zisman, 1988; Russel, 1990). Among other things, ELLAM schemes allow the solution of 
transport-dispersion equation in the conservative form unlike, for example, ELM methods where the 
obtained solution concerns the non-conservative form of the same equation. For this reason sometimes 
ELLAM approximations can achieve a better result in mass conservation than ELM themselves, even 
if at the expense of a non- irrilevant increase of computational effort. 

Taking into account all these considerations, these papers present a comprehensive analysis of a 
numerical method adopting a Eulerian-Langrangian Method with the Modified Method of 
Characteristics (MMOC), with interesting proceedings to evaluate the advection term of diffusion 
equationPurthermore two brief reports, regarding a numerical validation and a real case application, are 
presented. 

Governing  equation 

The general solute diffusion equation in anon-conservative form has been derived as follows: 
9c 1 
— + v-Vc--V(hDVc) = s (1) 
9t h 

where 

c       solute concentration, [kg/m^]; 

D      dispersion tensor, [nr/s]; 
v       velocity vector, [m/s]; 
h       water depth, [m]   (h = Z-Zf, where Z, Zf are surface and bottom levels.relative to a reference 

plane); 

s       solute source or sink, [(kg/m^)/s]. 

The dispersion tensor D in two-dimensional flow fields is defined as (Peaceman, 1966): 

+ a, 
vu    v' \P*   DJ C|v| 

where 

Dffl   molecular isotropic diffusion coefficient, [rn^/s]; 

I unit tensor, dimensionless; 
oij longitudinal dispersion coefficient, dimensionless; 
at transversal dispersion coefficient, dimensionless; 

u,v velocity components along coordinate axes, [m/s]; 

g gravitational constant, [m/s^]; 

C Chezy coefficient, [m^/s]. 

-vu ,, 
(2) -vu     u    " 
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The factors which determine diffusion processes are mainly two: the first, of advection kind, 
characterized by transport for the fluid base motion; the second, of dispersive nature, linked to whirling 
motions of turbulent origin internal to fluid masses. 

Indeed equation (1) would range from a hyperbolic-type, if the hydrodynamic dispersion were 
null, to a parabolic-type, if the process were purely dispersive.Numerical proceedings which permit to 
solve suitably hyperbolic differential equations differ deeply from those applied in case of parabolic- 
type equations.lt is well known that solution for hyperbolic-type equations can be represented from the 
initial data propagating over well-defined paths, called characteristics, over the surface in direction of 
flow. The solution of the overall equation (1) can be viewed as spreading or dispersion away from 
these characteristic curves, along which solute concentration is a smooth function (Douglas and 
Russel, 1982). 

With regard to this, consider a domain ii delimited by a boundary T where Dirichlet or null-flux 
boundary conditions are applied. 

Defined the unit vector x(x,t) in the characteristic direction, the directional derivative along a 

characteristic curve in x at time t can be evaluated through the expression: 
3'       i     fa 

9x ovp+ir^+9-v| (3) 

where v is the local velocity vector. 

If we substitute expression (3) in equation (1), we will obtain: 

(|vP+l)"2 — -iv(hDVc) = s (4) 
dz    h 

which constitutes the non-divergence form of diffusion equation. 

Time discretization  of diffusion equation 

Many methods, based on characteristics, fix a point at the current time level and evaluate the 
final position at the advanced time level. MMOC method takes the opposite view, fixing a point at the 

advanced time levell and asking where it came from at the current time levell .Thus the solution 
grid at the advanced time level is controlled by the method, not the flow, so allowing a fixed finite 
element mesh to use. 

In the mathematical model the derivative along characteristic curves can be approximated by a 
back-ward finite difference procedure, obtaining in this way: 
/.   „        \uidc       ,.   „        y/j c(x,t"')-c(x*,t°) 

v   +1     — = (v 2+l)    •; * — ^TTT + OCAx) (5) 
9T [(*-*) +(t-t)J 

If we would assign a precise physical meaning to the problem, x* might be interpreted as the 

initial position at time [   where a particle, following the flow line, will arrive at time t 

from.During the time interval At within l and * , the relation linking x>x can be achieved, as first 
approximation, through the following cinematic expression: 
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x* = x~v-At + 0(At2) (6) 

The backward difference in time makes the procedure implicit in nature and (5) becomes: 

0M.+1y"J£.«frtM)-c(r,f) 
3x At 

The final form of the diffusion equation to solve, by using Galerkin weighted residual method, is 
thus the following (Neuman, 1981; 1983): 
c(x,t"*')-c(x",t")    1      / „.-> 
-^ '- !-^-i—V. bDVc"'   =s' (8) 

At h 
Considering equation (8), it can be noted that, in order to avoid the appearance of an artificial 

numerical diffusion mainly connected to large time steps often utilized in numerical simulations, the 
n+l 

dispersion term is computed at advanced time levell   . 

Before proceeding to the mathematical formulation of the finite element method, it is necessary 
to define some notations. First of all denote the following surface and line integrals: 

(u,v) = J(u-v)dQ 
n 

< u,v >= J(u- v)dT 
r 

where center dot is the inner product. Let H" (ii)be the Hilbert space of n-order defined in Q.. Let also 

Hn (Q.\ ip   'be the Hilbert subspace of n-order defined in Q of functions ueHn(Q) which vanish on 
boundary r  where Dirichlet boundary conditions are applied. 

The variational problem corresponding to differential equation (8), subject to boundary 
conditions just pointed out, is then the following: 

(9) 
fc(x,t"')-c(x',t')     1       , „,.. ) / ,   NX 
-i '- * '- V(hDVc"')-s',\|/   =0        (VfeHri(Q)) 

Integrating by parts against weight function \|/ with Green formulas, we will obtain the 
Galerkin form of variational problem: 

fc(\t"')-c(xl")     \    1 
_L-I—I L_L_Z,¥  + -(hD• Vc"',Vy) -(s',f)- < DVc • n,f >= 0  (VveHri(n))  (10) 

Consider now a base <Pj (i = 1,2 N) of a subspace KN<=Hrt(ii) and suppose unknown 

concentration c and weight function y to be approximated by C and <f{ respectively, belonging to 

such subspace KN; then equation (10) provides the following N linear equations in the unknown 

concentration Cn+1=C(x,t,,+1): 

AT /<Pi + -(hDVC"+1,V(pi)-(s',(pi)-<-5i-,(pi>=0      (i=l,2 N) (11) 

where qa is the flux on the boundary, for unit length, of only dispersive nature. 

Since, for hypothesis, boundary flux is null, developing equation (11) in its full form we will 
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obtain after all: 
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„ 3cn+1     acn+1 

DM-r +Diy-r— 
dx '    dy 

3<p, 

'3x 

„ acn+1 „ ac"1 

3y 
•=(c(r,t'1)>(pi)+(S,,(Pi)At       (i=l,2 N) (12) 

Equation (12) completes the procedure which combines the modified method of characteristics 

with finite element Galerkin method for the simulation of solute transport-dispersion equation.The 

integral relative to the function CCxV) is computed through the well known quadrature formulas in a 

approximated way, since x* may belong to several elements as x runs over a single elementFinally 
note that, being advection term C(x°,t") moved to the right side of (12), the system of linear 
equations is symmetric and positive definite. 

Backtracking   algorithm 

The integrals in (12) are standard in finite element schemes except for the inner product relative 

to C(x*,tD).The point %• does not lie, in general, at a precise node of the mesh, since it becomes 
necessary to utilize some particular procedure for its determination.In particular the integration 

involving C(x',t°) is calculated by means of Gauss quadrature formulas, with a number of integration 
points in each element variable from three to twelve, in function of concentration front steepness and 
relative required solution precision. Consider then a point P(Xj) within a finite element Ts at time 

tn+1 (fig. 1). Actually, even if particle path joining points P(xirt
n+1) and P(Xj',tn) could be 

determined, as first approximation, from equation (6) using the same time step considered for 
integration of overall diffusion equation, mainly for increasing method's precision particle path is 

calculated with a time step At shorter. 

P =- 

lAf 
At 

Fig. 1 -        Path of a particle along a characteristic curve in the hydrodynamic system during a 

integration time At of dif-fusion equation. Integration time step At of characteristics is 
often much less than At, with the aim to increase method accuracy. 

The particular attention reserved to the evaluation of corresponding points P(xi,t
n+1)  P(xi",tn) 
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resides fundamentally in the aim to evaluate correctly the advection term of transport-dispersion 
equation, fraction certainly of crucial importance especially in coastal and lagoon problems. 

The cinematic differential equations governing particle motion are the following: 

—=u(x,t)   ,   ^=v(x\t) (13) 
dt     v    ;        dt     v    ; K   ' 

with initial conditions x=Xj at t = tn+1 The velocities u(x,t), v(x,t)inside a generic m-node finite 

element Ts will be calculated through the expressions: 

I (W) 
v(x.t)=ZJvJ(t;Tg)^(x;Tg) 

where Uj/Vj are j-th node velocities and ty j-th node shape function within an element Ts. 

Generally nodal velocities uj/vj from hydrodynamical simulation are stored only at discreet 

regular intervals, so that it is necessary some type of interpolation to determine velocity values at each 
time, as required by integration of (13).In this case, to interpolate velocities, linear, quadratic and cubic 
polynomials are used, depending on number of velocity values available for such node in that particular 
phase of hydrodynamical simulation. 

Boundary   conditions 

As we pointed out, one of the principal drawbacks of ELM procedures is the difficulty of 
formulating them for general boundary conditions. Indeed, during the early development of modified 
method of characteristics, a no-flow boundary condition was assumed for all boundaries (Neuman, 
1981). Actually these schemes are suitable to reproduce both Dirichlet conditions at open boundaries 
Tj (1° type) and no-flow conditions at closed boundaries T3 (III0 type). 

For what concerns 1° type conditions, it is necessary to distinguish, first of all, between inflow 
and outflow at open boundary Tt .During inflow boundary conditions are imposed upon the system 
from the outside, so being sufficient to assign directly the concentration values on boundary nodes.The 
situation at an outflow boundary is altogether different, since boundary conditions are no longer 
influenced from the outside. In this case, neglecting dispersion and so making an approximation quite 
often reasonable in this kind of problems, the concentration value corresponds with that of the particle 
arriving in a boundary node from inside the system.Therefore it needs only to determine initial position 
of the particle by the backtracking procedure. 

At last in the case of 111° type condition, when x* reaches across the boundary, the 
hydrodynamical velocity field is used to reflect back the particle, implicitly imposing a no-flow 
boundary condition. 



3074 COASTAL ENGINEERING 1992 

Model   verification 

The following presents an analysis of numerical results of the model.lt is important to 
emphasize that, mainly in order to avoid completely the presence of negative concentrations, has been 
developed a particular procedure able to eliminate negative values and to conserve exacUy solute masses 
without introducing any significant numerical diffusion, as it will be proved later in the numerical 
tests. 

The model has been applied to cases from low to high Peclet numbers, in order to observe 
model's ability in handling steep concentration gradients. The diffusion equation was solved with a 2-D 
grid consisting of right isosceles 3-node elements of small legs Ax, where Ax was nodal 
spacing.Independent parameters include Peclet number Pe = u Ax / D, Courant number Cu = u At/Ax 

and the number of elements N which the source is distributed in flow direction over. 

It was analysed the following two sets, whose analytical solutions are known, having assumed 
in all cases seven integration points for each triangular element, utilized in Gauss quadrature formulas 
for integration of advection terms. 

Instantaneous source in a uniform flow 

The base one-dimensional equation is the following : 
3c 3c 32c „ 
—+u-—D—-=0 
3t     3x     3x2 

with initial condition c(x)=C„-exp(-a(|x-x0|/NAx) for t=0. 

From numerous tests, mass and phase appear exact for all runs and numerical diffusion, even 
with a very concentrated source and high Pe , is quite negligible.In the case of a particularly steep 
gradient (N=2), with parameters Cu =0.48 and Pe = °°, results are shown in Fig.2 for different time 
steps (0,10,20,30,40 and 50 At). 

Breakthrough distribution in a uniform flow 

The same analysis was carried for the case of a breakthrough distribution in a uniform flow. 

The graphics in Fig.3 still show the case of a particularly steep gradient (N=3), Cu =0.48 and 
Pe = oo for different time steps (0,10,20,30,40 and 50 At) it is possible to note only small 
oscillations in numerical results, however quickly damped in space, on either edges of the breakthrough 
curve. However, by numerical experiences, their maximum value and influence tends to decrease with 
increasing N and decreasing Pe. 

Model application to Barbamarco lagoon (Rovigo - ITALY) 

Among other things, the model has been set-up and applied to examine diffusion phenomena on 
Barbamarco lagoon, which is a small coastal lagoon on Delta Po.The hydrodynamical model has been 
verified on the base of tidal level measurements, caught in four gages all around the lagoon, and 
contemporary discharges, flowing through the two mouths and a controlled gate dug into Po river. 

Becouse, unfortunately, there were no data measurements relating to diffusion phenomena in the 
lagoon, to evaluate the effectiveness of the projected canal network to dredge the results of the model 
were compared with those referring to real situation supposing a instantaneous source release of a 
conservative solute in different zones of hydrodynamical system, especially where water exchange is 
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particularly difficult. 

The most interesting result is relative to a solute released near West Mouth (fig. 4). In fig. 4a 
the finite element mesh of Barbamarco lagoon and the Zoom of the zone interested to conservative 
solute diffusion are represented, while in fig. 4b the initial concentration distribution is shown. The 
following two pictures (fig. 4c, 4d) illustrate the distribution evolution during the first 12 hours, with 
6 hours' time between representations. Finally the last four pictures (fig. 5a, 5b, 5c, 5d), which report 
the distribution isolines relative to four days from the beginning of hydrodynamical simulation, show 
the effects of slow plume migration towards East Mouth, so confirming the results obtained with 
hydrodynamical model where a residual current in the same direction, equal to roughly 10% of total 
volume exchanged during a tidal cicle, was noted. 

Conclusion 

A comprehensive simulator composed by two finite element models, the first solving 
hydrodynamical shallow water equations whereas the second the diffusion equation, has been developed. 
However, in this report only the diffusion model, based on the Modified Method of Characteristics 
(MMOC), is presented. 

The important feature of the MMOC procedure is tracking the solution backward in time along 
the characteristics, in contrast to the forward front tracking or moving point methods. Thus the 
solution grid at the advanced time is controlled by the method, not the flow, and therefore a fixed grid 
system can be used for mathematical simulations. Among other advantages algebraic system is 
symmetric and positive definite. 

Since diffusion equation is solved in a non-divergence form, it is required a very accurate velocity 
field to maintain good numerical material balance.On its hand, the two levels semi-implicit 
hydrodynamical model seems to furnish a solution accurate enough to assure overall mass 
conservation. 

The accuracy of the model is analyzed through a comparison with analytical solutions. Good 
agreement between model results and analytical solutions is demonstrated. Furthermore the 
experiments demonstrate that large time steps can be taken without sacrificing much of MMOC 
model's solution accuracy. However, the model does require to consider a sufficient number of Gauss 
points in each finite element to resolve sharp concentration gradients increasing, in this case, 
computational effort. 
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Fig. 4a - Barbamarco lagoon on Delta Po : 
finite element mesh 

Fig. 4b : Barbamarco Lagoon on Delta Po : 
representation of isoconcentrotion lines for a 

instantaneous source of solute released near West 
Mouth since 2 (h] from the beginning of simulation 

Fig. 4c: Barbamarco Lagoon on Delta Po: 
representation of isoconcentralion lines for a 

instantaneous source of solute released near West 
Mouth since 8 [hj from the beginning of simulation 

Fig. 4d: Barbamarco Lagoon on Delta Po: 
representation of isoconccntration lines for a 

instantaneous source of solute released near West 
Mouth since 14 [b] from the beginning of simulation 
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Fig. 5a : Barbamarco Lagoon on Delta Po : 
representation of isoconcentration lines for a 

instantaneous source of solute released near West 
Mouth since 1 [d] from the beginning of simulation 

Fig. 5b : Barbamarco Lagoon on Delta Po : 
representation of Isoconcentration lines for a 

instantaneous source of solute released near West 
Mouth since 2 [d] from the beginning of simulation 

Fig. 5c: Barbamarco Lagoon on Delta Po : 
representation of isoconcentration lines for a 

instantaneous source of solute released near West 
Mouth since 3 [d] from the beginning of simulation 

Fig. 5d : Barbamarco Lagoon on Delta Po : 
representation of isoconcentration lines for a 

instantaneous source of solute released near West 
Mouth since 4 [d] from the beginning of simulation 



CHAPTER 236 

SEDIMENTATION AND EROSION PROBLEMS OF YAKAKENT 
FISHERY HARBOR 

A.Riza GUNB AK 1, K. Tune GOKCE 2, I§ikhan GULER 3 

Abstract 

This paper summarises the studies carried out about sedimentation and 
erosion problems of Yakakent Fishery Habor. Since the start of the 
construction of the harbor, accretion in the west coast and erosion in the east 
coast occurs. Additionally, the entrance of the harbor shoals. As a result of 
accretion at the west coast shoreline moved towards sea and about 300meters 
of the breakwater was on land. Erosion at the east coast of the harbor caused 
collapse of two houses which were about 20meters inside the original 
shoreline. After identifying the causes, precautions for sedimentation and 
erosion problems are again studied using one-line model and a series of 
precautions are recommended. 

Introduction 

Yakakent Fishery Harbor is located at the Black Sea coast of Turkiye as 
shown in figure 1. 

Construction of the harbor was started in 1972. Initially the harbor was 
protected by a 350meters long main breakwater and a secondary breakwater of 
230m. lenght. Then in 1988 the main breakwater was extended to 475m. 
Figure 2 shows the plan of the harbor after this stage. 

1 Prof.Dr., Middle East Tech. Univ. Civ. Engrg. Dept.06531 Ankara/TURKlYE 
2 Dr., Middle East Tech. Univ. Civ. Engrg. Dept.06531 Ankara,TURKlYE 
3 Civ. Engr., Yiiksel Proje Engrg. and Consultant Co.Inc. Ankara, TURKlYE 
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Figure 1 - Location of Yakakent Fishery Harbor 

Figure 2 _ Plan View of Yakakent Harbor 
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Since the start of the construction of the harbor, accretion in the west coast 
and erosion in the east coasts resulted with considerable change in the 
shoreline. Additionally the entrance of the harbor which is situated towards 
east suffered from sedimentation and shoaling. Due to shoaling, depth ot 
entrance of the harbor is about 0.7m. Just after the harbor entrance, depth 
increases suddenly inside the harbor (-3.0 meter water depth). Consequently 
continuous dredging was necessary to keep the entrance open even for the 
small fishing boats. This was tried to overcome by extending the main 
breakwater to 720m, but problem remained same. 

As a result of accretion at the west coast shoreline moved towards the sea 
and about 300 meters of the breakwater was on land and just behind the 
secondary breakwater shoreline progressed about 80 meters towards the sea. At 
the further east coast of the harbor, severe erosion caused collapse of two 
houses which were about 20 meters inside the original shoreline. Then a 
seawall having 600 meters lenght was considered mainly aiming to protect the 
houses in the vicinity. Although seawall was observed to be functional in this 
aspect, it also enchanced the erosion down at the east coast. Seawall was 
further extended, this time to prevent erosion, but the result was same 
increased erosion at further east. 

\Vave Climate 

Long term wave analysis were made using hourly average wind records, for 
a duration of 3 years (Pierson, 1964). Probality distribution of deep water 
significant wave height, (Hi/3)o are shown on figure 3 and 4. Long term wave 
statistics showed that dominant wave direction is from NW to NE with 1703 
hours per year above 1 meter significant wave height. 

"ib-4 io's "IO'*%PIHI/3UO"' i io 

Figure  3 _ Longterm  Probabilty  Distribution of  Deep Water Weve Height 
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0.00 
10 %P(H1/3). 

Figure 4_l_ongterm Probabilty Distribution of Deep Water Significant 
Wove Height 

From the long term wave statistics, the mean wave height, period and their 
occurance of duration in a year are given in Table 1. 

Table 1. For Yakakent Harbor region, mean wave height and their 
occurance of duration, t(hr) in a year. 

DIRECTION       V /AVE HEIGHT(m) PERIOD tfnours; 

WNW 0.79 3.36 70.1 

NW 1.1 4.01 2133.2 

NNW 1.32 4.34 794.0 

N 1.37 4.44 167.5 

NNE 1.33 4.37 127.2 

NE 1.14 4.04 154.5 

ENE 1.19 4.13 118.7 

E 0.88 3.56 129.4 

The sea bottom is sand with mean diameter of D50=0.16mm. Using Shields 
Criteria for incipient motion it is found that at the -8 meter water depth, 
initiation of sediment motion will start with 6 second period and 0.20 meter 
wave height. Sediment in suspension will occur with 0.52 meter wave height. 
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Methodology 

Topographic field measurements available through the years were solely not 
sufficient, but together with the wave hindcast studies and further 
measurements, they formed guidelines for erosion and sedimentation patterns. 

To investigate the variation of shoreline and the bottom topography and their 
reasons, the harbor region may be divided by six areas, (figure 5) 

These are, 

1. West Coast of the main breakwater 
2. Entrance of the harbor. 
3-Harbor basin 
4-East of the secondary breakwater 
5-Existing seawall at the east coast 
6-East coast extending after the seawall 

50OCO     900.00     130000     170000   2I0O00     250000   290000   3300.00   3700.00 m. 

Figure 5 _ The Regions ror  Sediment   Tronsport Pottern 

Main breakwater protruding from shoreline, presents a littoral barrier and 
blockage of longshore sediment transport is the main cause of accumulation at 
the west coast. As normally expected significant erosion is experienced at the 
east coast. The seawall constructed to prevent erosion was not functional and 
erosion was enchanced. 



3086 COASTAL ENGINEERING 1992 

Figure 6 gives a schematic explanation of the wave action and current 
circulation patterns around the breakwater. Based on this figure the 
sedimentation at the harbor is explained below. 

1000.00 

600.0' 

LOW FREQUENCY 
NE WAVES 

200-00- 

O.OOL 
500.00      90000     1300,00    1700.00    210000      250000    290Q00   3300.00    370000 (m) 

Figure 6 _  Mechanism of  Sediment Transport 

Wave diffraction around the main breakwater resulted in settlement of 
suspended load as wave diminish in height could not carry suspended sediment 
any more. This sediment spreads out on a wide area shadowed by the main 
breakwater which may further be carried towards harbor entrance either by 
clockwise circulation waves or longshore current created by low frequancy NE 
waves. The suspended sediment is also carried towards the harbor entrance by 
the diffracted NW waves and settles at the harbor entrance due to sudden drop 
of wave height in the harbor. 

Figure 7 shows the diffractions coefficients (Kd values) at the various points 
in the harbor for the NW waves. 

The wave height at the head of main breakwater is 2.02meters as seen from 
figure 7, K(j value at the entrance of the harbor is 0.2. At this point, wave 
height will be 0.40meters. Just after entrance of the harbor Kj value drops to 
0.09. This means that wave height decreases up to 0.18meters. Due to this 
sudden drop of wave height, suspended sediment could not be carried by the 
waves any more and sediment in suspension will settle. Then entrance of the 
harbor shoals. Rivers in the adjacent coast discharge huge amounts of the 
material which considerably increases the suspended sediment. 
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Application of one-line Model 

The hindcasteD deep water wave characteristics were transformEd up to 
breaking point by a computer program using Goda's approach (figure 8 and 9). 
This program calculates breaking wave height distributions and breaking 
angles along the shore. Breaking wave heights, angles duration of storms, wave 
period, location of the coastal structures are used in the one-line shore 
evaluation model (Hanson, 1986). Model is calibrated by existing field 
measurements. 

Figure 8 _ Wave  Refraction  Diagram NNW Direction T= 6 sec. 
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Figure 9*- Wave  Refraction Diagram NE Direction T = 6 tec. 

For the simulation, a series run were done. Figure 10 shows shoreline 
variation at the west coast by the effect of NNW waves. For the same waves 
seawall enchanced the erosion down at the east coast (figure 11) and figure 12 
shows the accretion caused by NE waves just behind the secondary breakwater. 

600.00- 

400.00 

200.00 

0.00 
70000     900.00     1100.00     130000    150000    170000   1900.00  2100.00   230000  250000 (m) 

Figure 10_ Shoreline Changes Due To NNW Waves 
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ORIGINAL  SHORELINE 

AFTER 600 HOURS, SHORELINE 

BOOOO 2000.00 220000 240000 260000 280000 300000 320000 540000 3600.00 380000 tOOOOOW 

Figure 11 _  Effect of Seawall On The Shoreline under   NNW Direction waves 

ORIGINAL SHORELINE 
AFTER 300  HRS 
AFTER 600 HRS 

70Q00    900.00     100.00      1300.00   1500.00    170000    BOOOO    2O000     23OQO0   250O00M 

Figure 12 _Accretion  The       Behind Secondary Breakwater Due To NE Waves 
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Simulation with the one-line model are found to be satisfactory in the 
adjacent coast. Since the shoreline cannot reach equlibrium condition at the 
west coast, it will progress to the breakwater head and depth at the breatwater 
head will be -3 meter or less (figure 13). 

\ 

7OQ00      900.00    IIOQOO    I30Q00    1500.00    170000    190000    210000 25000«m) 

Figure 13. _ Shoreline Chang* by On* Lin*  MoM Out To NNW Woves 

Figure 13 shows the output of the model for the simulation of shoreline 
change in the close vicinity of the harbor. However, for the entrance as this 
model is inadequate, sedimentation pattern is studied analytically. Based on 
these studies the main reason for the siltation at the harbor entrance is found to 
be due to the settling of suspended sediment as explained above. 

Conclusion and Recommendation 

After identifying the causes, precautions for the sedimentation and erosion 
problems are again studied using the same one-line model. The effect of one 
groin on shoreline change at the east coast by the various direction waves is 
tudied and shown in figure 14 and 15. 

ORIGINAL SHORELINE 

AFTER   300 HOURS, SHORELINE 

I80QO0 220000 2600O0 300000 340Q00 3800.00 

Figure 14 _The Effect of One- Groin At  The Eost  Coost Due To NW Waves 



YAKAKENT FISHERY HARBOR 3091 

I8OO0O 2200.00 

ORIGINAL  SHORELINE 

AFTER   300 HOURS,   SHORELINE 

2600.00 3000.00 3400.00 380000 

Figure 15 . The   Effect of One Groin   At The East Coast To NE  Waves 

A series of precautions shown in figure 16 are recommended which include; 

i. Extension of the main breakwater with a more perpendicular direction to the 
shore. This aims to cross the west-east directed sediment from sedimentation. 

ii.A new secondary breakwater to provide a relatively more exposed entrance 
and to reduce circulation area which carries suspended load towards harbor 
entrance. 

iii.Groin field at the east coast which will start from the existing beach. Sand 
by passing from west of breakwater to the East and artificial nourishment is 
recommended for the groinfield. 

iv.Sand by-passing of accreted sediment from west coast to east coast 
periodically (When necessary) 

000 

EXTENSION OF THE  MAIN BREAKWATER 

0*975 

ARTIFICIAL NAURISHEMENT 
BY SAND BY PASSING 

50000    900.00   1300.00    I70Q00  2I00O0   250Q00 2900.00 3300.00   3700.00 (ml 

Figure  16 _ Recommended    System 
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APPENDIX II.    NOTATION 

The following symbols are used in this paper: 

(H 1/3)0 = Deepwater significant wave height; 

NW = North-West; 

NE = North-East; 

NNW = North-North-East; 

D50 = mean sediment diameter; 

Kd = Diffraction coefficients; 



CHAPTER 237 

A Study on Mud Mass Transport under Waves 
Based on an Empirical Rheology Model 

Masahiko Isobe}     Trien N. Huynh2    and Akira Watanabe1 

Abstract 

The Theological properties of mud play an important role in the motion of bed 
mud due to waves, currents, or combined waves and currents. In this paper, a dy- 
namic rotary shear meter is developed to measure the shear stress in the mud under 
an arbitrary time history of the shear rate. Kaolinite is tested as an example of 
bed material and its rheology model is proposed. Another experiment is performed 
to confirm the predominance of the mud mass transport mode over the suspended 
mud transport mode in the wave-induced transport. Further experiments examine 
the role of pressure as an external force of the motion of the bed mud and measure 
some characteristics of waves on the mud bed. Finally, based on the empirical 
rheology model, a numerical model is developed to predict the motion of the bed 
mud, and resulting mud mass transport and wave damping. The calculated mud 
mass transport velocity and wave height change agree well with measurement. 

1    Introduction 

Muddy coasts represent a type of coastline where the bed material is mainly consists 
of fine grained, cohesive sediment. Typical muddy coasts are found in China, Vietnam, 
Indonesia, Bangladesh, Surinam, Biasil, and the United States. Siltation is a problem 
proper to muddy coasts where the transport mechanism of bed material is quite different 
from that on sandy coasts. Therefore, it is of great importance to study the transport 
phenomenon of mud. 

The mud transport by waves and currents is separated into two modes: suspended 
mud transport in the water layer and mud mass transport in the bed. It is expected 
that the latter mode is quantitatively predominant under a wave action (Shibayama, 
et al, 1990), but further experimental verification is still needed. 

To predict the motion of bed mud and resulting mud mass transport velocity and 
wave damping, the rheological properties of mud should be given. Rheological models 
used so far are, for example, elastic, viscous, visco-elastic, visco-plastic, visco-elastic- 
plastic models (for example, Mei and Liu, 1987; Tsuruya et al, 1987; Sakakiyama and 
Bijker, 1989; Shibayama et a/., 1990). On assuming one of the rheology models, the 
parameters in the model are determined by using a rotary or oscillatory viscometer, or 
other similar apparatuses. However, it is necessary to study the relationship between 
the stress and strain rate under various patterns of motion. 

'Dept. of Civil Eng., Univ. of Tokyo, Tokyo 113, Japan. 
2 Civil Eng. Div., The Ho Chi Minh Polytechnic Univ., Ho Chi Minh City, Vietnam. 
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The pressure gradient and bottom friction can be external forces for the motion of 
bed mud. To develop a numerical model, it is necessary to investigate the dominant 
external force and to select an appropriate theory to estimate it. 

In the following, a series of experiments performed in relation to the above issues 
are described. Especially in the experiment of the rheological properties of mud, a 
dynamic rotary shear meter is developed. Based on an empirical rheology model, a 
one-dimensional numerical model of the motion of bed mud is developed. Calculated 
mud mass transport velocity and wave height change are compared with measurements. 

2    Rheological Properties of Mud 

In the previous studies, either unidirectional rotary viscometers (Tsuruya et a/., 1986; 
Otsubo and Muraoka, 1988) or oscillatory viscometers (Mehta and Maa, 1986) were 
used to determine the parameters included in the assumed rheology models. However, 
it is necessary to examine the general behavior of mud for an arbitrary shear strain or 
shear rate. For this purpose, a dynamic rotary shear meter is developed in this study. 

2.1     Dynamic, rotary shear meter 

Since muds are tested at mean and high water content ratios, samples cannot stand by 
themselves. A new apparatus was designed and made as shown in Fig. 1. It consists 
of two coaxial cylinders of which the outer one is fixed and the inner one can be set 
in predetermined motions by controlling a stepping motor from a personal computer. 
The torque which results from the motion of the inner cylinder is measured by strain 
gages which are attached on an acrylic column supporting the outer cylinder. The gap 
between two cylinders is made small to ensure a uniform shear stress and the clearance 
below the inner cylinder is made large to minimize the end effect of the cylinder. 

The calibration was performed before each test by static and dynamic loadings. The 
dynamic loading is performed by a sinusoidal oscillation of a mass and spring system. 
It was seen that a linear relation is acceptable without a significant error. To check the 

stepping motor 

•HI nipmiiT 

Figure 1: Sketch of the dynamic rotary shear meter. 
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end effect, a series of tests were done for various depths of mud filled in the gap. By a 
linear extrapolation of the immersed depth for a null torque, the end effect was found 
to be equivalent to 1.5 to 2.5 mm which is negligible compared to 70 to 80 mm of the 
immersed depth. 

2.2    Experimental condition 

2.2.1     Patterns of motion 

Tests were done for the following patterns of motion. 

1 ) Pattern S: sinusoidal oscillation which represents wave loading. The amplitude is 
0.5 to 8 deg. and the period 1 to 40 s. 

2 ) Pattern A: linearly varying shear rate in a short duration as shown in Fig. 2. This 
examines mainly the effect of the shear rate on the shear stress. In the figure, T 
= 10 to 200 s, Ts = 0 to 20 s, and the rate of change of the shear rate is 0.05 to 

1.0 deg./s2. 

3 ) Pattern V: linearly varying shear stress in a long duration. Pattern V is similar 
to Pattern A but the vertical axis in Fig. 2 is the position in stead of the velocity. 
The parameter T = 100 to 500 s, Ts = 10 to 200 s, and the rate of change of the 
position, i.e., the velocity, is 0.01 to 0.2 deg./s. 

4 ) Pattern SV: combination of constant velocity and oscillation as shown in Fig. 3. 
This represents the action of combined waves and a current. The velocity is 0.5 
to 2 deg./s, the amplitude 1 to 2 deg., and the wave period 1 to 20 s. 

5 ) Pattern SC: combination of initial shear stress and oscillation as shown in Fig. 4. 
This examines the effect of creeping. 

Time (s) 

Figure 2: Motion of the inner cylinder (Pattern A). 
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Figure 3: Motion of the inner cylinder (Pattern SV). 
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20 "10 
Time (s) 

Figure 4: Motion of the inner cylinder (Pattern SC). 

2.2.2    Mud sample 

Commercial kaolinite mixed with tap water was used in the experiments. The water 
content ratio was 126 to 310 %. By the combination of the motion of the shear meter 
and the water content ratio, the total number of experiments is more than 100. 

2.3     Experimental result 

1 ) Pattern S 

Figure 5 shows the relationship between the shear stress and shear rate for sinu- 
soidal oscillations with various wave periods and a fixed amplitude. Curves are 
not so smooth because the shear rate is obtained by differentiating the displace- 
ment numerically. For long wave periods, the stress increases while the shear rate 
is positive, which implies that the increase of shear strain results in the increase of 
the shear stress for small shear rates. On the other hand, for short wave periods 
and therefore for large shear rates, the stress tends to increase with the shear rate 
but hysteresis loops are formed. 

2 ) Pattern A 

Figure 6 shows the results for linearly varying shear rates. A hysteresis loop is 
formed around the origin and linear relations are found for larger magnitudes of 
shear rates. The path from the maximum to zero shear rate agrees with that for 
the Bingham fluid. This result is considered to represent general characteristics, 

while the results for Patterns S and SV represent parts of this path. 

3 ) Pattern V 

For Pattern V, after the shear rate changes its direction, the shear stress changes 
abruptly and then gradually approaches to a constant value. 

4 ) Pattern SV 

Figures 7(a) to (c) represent the results for Pattern SV in which the constant 
component of shear rate is smaller than, comparative to, and larger than the 
oscillatory component, respectively. These results can be understood as parts of 

Figure 6. 

5 ) Pattern SC 
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Foi Pattern SC, the average stress in one wave period, which is made positive by 
the initial shear strain, tends to disappear because of the creeping. 

/ o T = 2.25 s 
/     ° T = 5. 25 s 
/       ' T * 10.25s 

• T = 20.25s 
 L i  

O 0.  5 
Shear rate (1/s) 

1. O 

0 0.  5 
Shear rate (1/s) 

1. 0 

Figure 5: Relationship between shear rate and shear stress (Pattern S). 
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Figure 6: Relationship between shear rate and shear stress (Pattern A). 
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2.4     An empirical rheology model 

Based on the above experimental results, the following rheology model can be proposed. 
A backbone curve in Fig. 8 is first introduced: 

_ J sign(7)T-i(|7|/7c)B    (M < 7c) 
sign(7)r0 + /ii7       (M > 7c) 

CO 

When the amplitude of the shear rate is larger than fc, the outer path in Fig. 8 is 
applied: 

sign(7)r0 + Mi7       (M < 7c l{dj/dt) < OOI|T| > 7C) 
-sign(7)r0 + /i27    (M < 7c l{dl/dt) > 0) (2) 

where 7C is the critical shear rate, and {i\ and /i2 are viscosities when the magnitude 
of shear rate is decreasing and increasing, respectively. When the amplitude is smaller 
than or equal to 7C, the inner path is applied: 

where 

sign(7)rm0 + nn (f{df/dt) < 0) 
-sign(7)rm0 -f Mm27    (l(d-y/dt) > 0) 

Tml = Ti(7mc/7c)" 

rm0 = Tmi - ^l7mc 

Cm2 = (Tml + Tm0)/7mc 

(3) 

(4) 

(5) 

(6) 

Figure 8: Empirical rheology model. 
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3    Mechanism of Mud Transport 

Experiments are done to confirm the predominance of the mud mass transport mode, 
to measure some properties of waves on mud bed, and to check the importance of the 
pressure as an external force of the mud mass transport. A wave flume which is 1 m 
deep, 80 cm wide and 21 m long was used. As shown in Fig. 9, the mud bed was made 
12 cm deep and 8 m long. 

3.1     Contribution of mud mass transport 

A trench of a trapezoidal shape was made at the center of the mud bed and both 
sides were separated by two walls which prevent the mud mass transport and allow the 
suspended mud transport. Figure 10 shows the change of bottom configuration due to 
wave action. As can be seen, the suspended mud transport across the walls is negligible 
compared to the mud mass transport occurred on seaward and shoreward sides of the 
walls. 

.WAVI ) PADDLE 
L       <5=P                                          WAVE ABSORBER A 
\ V                                                                             fff- 

1 WATER di = 30cm           /$$$? 

1 STEEL FLOOR Jw 
/ ~ 

MUD d= 12cmlT 

200cm 400cm L = 800cm 150cm 

2100cm -^ , ~_*_ 

Figure 9: Wave flume and mud bed. 

20 

0 

-20 

-40 

-60 

-80 

-100 

-120 

1              I     •        1             I ,          , ..,  

——-^^T^s^^rs^O 

.        t» 17hrs.         >.   \ 
    t= 120min.           \   \ 
— tf -60min.                 \^ 

/ 

— t=   lOmin.                     \ / 
-    — t=   05min. ' 

—, t=   OOmin.   , , '                    ' 
1.5     2.0     2.5      3.0     3.5     4.0     4.5     5.0     5.5 

X On) 

Figure 10: Transformation of trench profile. 
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3.2 Wave properties on the mud bed 

3.2.1 wavelength 

Figure 11 compares the measured and calculated wavelengths of waves on mud bed. 
Curves are obtained by the small amplitude wave theory for the depth, d\, of the water 
layer and the total depth, d, including the depth of mud bed. It is seen that the effect 
of mud bed on the wavelength is negligible and it is calculated simply from the depth 
of water. 

3.2.2 Pressure in the bed mud 

Tsuruya et al (1987) measured the pore pressure in the mud bed. Figure 12 compares 
the measured and calculated pore pressure. Curves which represent the amplitude of 
the bottom pressure calculated by the small amplitude wave theory agree well with the 

measured pore pressure. 

3.3 Role of pressure as an external force 

The gradient of the pressure and shear stress on the bed can be external forces for the 
bed mud motion. Comparative experiments were done to check the predominance of 
the pressure. In one experiment, the bed is covered with a nylon sheet which transmits 
the pressure and at least modifies the shear stress on the bed although it may not cut off 
completely. The other experiment was done without the cover. Figure 13 compares the 
wave height decay due to the motion of mud bed with and without the nylon cover. For 
a wide variety of the incident wave height, the wave height distributions are almost the 
same, which implies that the pressure gradient due to the wave motion is the dominant 
external force for the mud motion. 

o-o   Measured (dj = 30cm,d = 12cm) 

.—    Linear wave with dj = 42cm 

—    Linear wave with dj = 30cm 

w = 160% -175% 

0.5 1.0 1.5 2.0 
Wave period T(s) 

2.5 3.0 

Figure 11: Wavelength of waves on mud bed. 
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Figure 12: Pore pressure in mud bed. 
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Figure 13: Effect of nylon cover on wave damping. 

4    Numerical Model of Mud Mass Transport 

4.1     Oscillatory motion of mud 

A numerical model was developed based on the rheology model proposed above. 
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On assuming that the horizontal length scale is much longer than the vertical scale, 
the horizontal motion of the bed mud is analyzed as a one-dimensional problem in which 
the gradient of the pressure is given as the external force. The equation of motion for 
the velocity, u = u(z,t), of the mud is 

du dp     dr , . 

at ox     az 

where p is the pressure, r the shear stress, pm the density of the mud, x and z the 
horizontal and vertical coordinates, and t the time. The pressure is given as the bottom 
pressure predicted by the small amplitude wave theory. By substituting the shear 
rate, 7 = du/dz, into the empirical rheology model proposed above, the shear stress is 
expressed in terms of u. Thus, the above equation becomes a closed governing equation 
for u. The boundary conditions are the non-slip condition at the bottom of the mud 
bed and zero shear stress on the bed: 

w(0,t) = 0 (8) 

r(d,t) = 0 (9) 

Considering the above boundary conditions, the mud layer is divided into (JV+l/2) 
equal-distance sublayers in discretizing the governing equation. The quantity u is de- 
fined at 0 to N levels, while r at 1/2 to JV + l/2 levels. The numerical calculation is 
continued until a periodic solution is obtained. 

4.2     Wave damping 

The wave damping occurs due to the work done through the shear stress in the mud. 
The equation of the wave energy is 

£(ECS) = -D (10) 

where E = pgi72/8 (p: the density of water, g: the gravitational acceleration, H: 
the wave height) is the wave energy density, Cg the group velocity, and D the energy 
dissipation rate which is estimated by 

n-   fd   du 

Jo L rT*dz (11) 

From Eq. (11), the coefficient, DH, of the wave height damping is expressed as 

_.   _     1 dH      1   D 
Dn = -Hlx-=2EC-S 

(12) 

4.3     Mud mass transport 

The total mud mass transport velocity, U, is obtained as the sum of the Eulerian mass 
transport velocity, Us,, and the Stokes drift, Us'- 

U = Uv+Us (13) 
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By introducing the average viscosity, ^ave, in one wave period, the Eulerian mass 
transport velocity is calculated from the average momentum equation: 

(14) 
d2UE      dpmv 

^ve dz*   ~     Sx - = -2JDHPm«2 

for which the boundary conditions are 

tfE = o (* = o) 

^ = 0 
az 

(* = *) 

The Stokes drift can be calculated by 

9u  [    ,       ,    I du        „  ,  f 
udt 

(15) 

(16) 

(17) 

4.4    Comparison between calculation and experiment 

Four series of experiments were done for the water content ratios of 132, 171, 223 and 
379 %. In each series, the mud mass transport velocity was measured for one case 
and the wave height distribution was measured for various incident wave periods and 
heights. The mud mass transport was measured by the same procedure as Sakakiyama 
and Bijker (1989). Figure 14 and 15 show examples of comparison between the calcu- 
lated and measured wave height distribution and vertical profile of the mud mass trans- 
port velocity, respectively. Figure 16 compares the calculated and measured damping 
coefficients as a function of the wave period (frequency). The agreements are generally 
good. 

X    (m) 

Figure 14: Comparison between calculated and measured wave damping. 
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Figure 15: Comparison between calculated and measured vertical profiles of the mud 
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Figure 16: Comparison between calculated and measured damping coefficients 
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5     Conclusion 

The theological properties of mud are studied by a dynamic rotary shear meter which 
was designed and made to measure the shear stress under an arbitrary change of shear 
rate. Experiments are done to confirm the predominance of the mud mass transport 
mode, the validity of the small amplitude wave theory for predicting wave characteristics 
and the predominance of the pressure as an external force of the mud motion. Based 
on the proposed empirical rheology model, a numerical model is developed to simulate 
the motion of bed mud due to wave action. Comparisons with the measurements show 
good agreement both for the vertical profile of the mud mass transport velocity and for 
the wave height damping. 

In the future study, the parameters used in the rheology model should be formulated 
as a function of the water content ratio. In addition, bed materials other than kaolinite 
should be tested. In the present study, the pressure is assumed to be uniform vertically 
throughout the bed since its thickness is small enough. However, the vertical motion 
and consolidation process should be taken into account for analyzing the motion of the 
bed mud of a large depth. 
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CHAPTER 238 

SETTLING PROPERTIES OF COHESIVE SEDIMENTS 

IN A COOLING WATER INTAKE BASIN 

Susumu Kanayama *, Takuzo Shimizu 1   and  Kazuhiro Ueki 2 

ABSTRACT 

In the present study, with the ultimate objective of developing a 

numerical model of siltation in a cooling water intake basin of a power 

plant, the settling velocities of non-uniform sediments are investigated 

using the settling tube tests. The critical shear stress for deposition 

of suspended silt and the vertical concentration profile of suspended 

sediments are investigated on the basis of field data. The depositon 

rate as well as the grain size distribution of deposited sediments were 

reproduced satisfactorily by a one-dimensional model. 

INTRODUCTION 

In a power plant basin used for both the intake of cooling water and the 

navigation channel, siltation usually occurs and a silty area is created inside the 

harbor, even if the basin is sited in a sandy coast. Cohesive fine sediments are 

suspended by the wave action outside the harbor under the severe wave condi- 

tions and transported by the intake flows through the entrance into the harbor. 

Most of the inflow fine sediments are settled and deposited on the bottom in a 

tranquil area inside the harbor. 

Figure 1 shows the location map and the layout of the investigation site. The 

1PentarOcean Construction Co. Ltd. , 2-2-8 Koraku, Bunkyo-ku, Tokyo, 112 Japan. 
2Tokyo Electric Power Co. Inc. , 1-1-3 Uchisaiwaicho, Chiyoda-ku, Tokyo, 100 Japan. 
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investigation site is the harbor basin of Fukushima No.2 Nuclear Power Plant and 

is located in Fukushima Prefecture, Japan, facing directly the Pacific Ocean. The 

spatial distribution of the median grain diameters of deposited sediments in the 

basin is also shown in this figure. A large portion of the basin is occupied by fine 

sediments with the median diameter below 100 fj,m, although the surrounding 

coast consists of fine sands with the median diameter of approximately 200 pm. 

The median grain diameters decrease along the streamline of the intake flow. In 

the course of transportation and deposition, sediment sorting due to difference of 

settling velocities occurs because the suspended fine sediments are composed of 

a wide range of grain sizes approximately from 1 to 100 /j,m. Consequently, the 

median grain sizes of deposited sediments show a wide range of spatial distribu- 

tion from about 200 /jm in the sandy area around the entrance to 20 /im in the 

tranquil area near the intake channel. 

In developing a numerical model for simulating siltation in such a cooling 

water intake basin, detail understanding of the depositional properties of non- 

uniform cohesive sediments is the first subject to be solved. In this study, we aim 

to discuss about a proper method for estimating the deposition rate by taking 

into account the effects of flocculation and nonuniformity of the grain size on the 

basis of the laboratory experimental data and the field measurement data. 

N- 

Discharge of 

Cooling Water 

Intake of 

g Water 
cfeo = 200/^ m 

50 fm 

Intake Head 
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DEPOSITION RATE 

One of the well-known expressions for the deposition rate D is described as 

follows (e.g. Nicholson and O'Conner, 1987) : 

D=Chwb{ 1--), for   r<Td (1) 
U 

where Cj, is the near bottom concentration, wb the near bottom settling velocity, 

T the bottom shear stress, and Td the critical shear stress for deposition. Ac- 

cording to this expression, the deposition rate is regarded as the product of three 

factors; l)the suspended sediment concentration near the bottom, 2)its settling 

velocitiy and 3)the probability of particles sticking to the bed which is described 

as ( 1 - r/rd ) in eq. (1). 

It is well recognized that the settling velocity of cohesive fine sediments is in- 

fluenced sensitively by the suspended sediment concentration owing to the effect 

of flocculation. In the present study, the laboratory experiments in a settling 

tube were carried out in still water to examine the influence of concentration on 

the settling velocity of non-uniform sediments. 

In depth-integrated models which are widely used for simulating the behavior 

of suspended particles, the near bottom concentration is to be evalueted from 

the depth-averaged concentration. Therefore, the vertical concentration profile 

should be determined for numerical calculation. Also the critical shear stress for 

deposition T<J is a very important parameter for estimating the depositional rate. 

In this study, the vertical concentration profiles for different grain sizes and the 

critical depositional shear stress are evaluated through comparisons between the 

calculated results and the field data. 

SETTLING VELOCITY 

The settling velocities of non-uniform sediments were investigated by the set- 

tling tube tests. The sediments used in the tests were sampled from the seabed 

in the tranquil area of the investigation site. The median grain diameter was 23 

/im after passing through a sieve with 106 /JIE openings. The cation exchange 

capacity was 27 (meq/lOOg), and a large portion of absorbed cation was occupied 

by Ca2+ and Mg2+. 

The inner diameter of the settling tube was 27 cm, and the available water 

depth was 95 cm. Saline water with a temparature of 20°C was used as the set- 

tling medium. Sediments were initially stirred to create a state of homogeneous 

susupended sediment concentration in the tube.   The water samplings and the 
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concentration measurements were conducted six times after 3, 8, 25, 90, 180 and 

420 minuites from the start of the test, and the sampling mouth was set at the 

water depth of 60 cm. 

The time series of concentration were transformed to the settling velocity 

curve. The grain-size distributions were also analyzed by the laser diffraction 

method after breaking the floes. Then, the settling velocity curves were obtained 

for every grain-size class. 

Figure 2 shows the relationships between the median settling velocity wso of 

each grain-size class and the initial total concentration. It is recognized that in 

the case of low concentration, C < 200 nig//, the settling velocity is independent 

of concentration and can be evaluated by the Stokes law. In the case of 200 

< C < 2000 mg//, the settling velocity increases exponentialy with concentra- 

tion and the following generall formula can be used : w = kCm ( k : empirical 

constant, m : empirical exponent ). The settling velocity reaches the equilibrium 

value of 0.19 (cm/s) for each grain-size class at a concentration of approximately 

2000 mg//. 

These tendencies are observed only for the grain-size classes with the median 

diameter below 48 /j,m. For the larger grain-size classes, dependence of settling 

velocities on concentration can not be observed. According to these results, the 

settling velocity of suspended sediments is formulated as a function of grain size 

and total concentration as shown in Figure 3. The critical median diameter, 48 

jum, above which flocculation is negligible, corresponds to the equilibrium settling 

velocity of 0.19 cm/s. It should be noticed that these quantities are regarded as 

local factors which are inherent in the sediment properties of the investigation 

site. The range of concentration for flocculated settling obtained in this study 

corresponds to the results of the previous studies (e.g. Ross and Mehta, 1989). 

VERTICAL CONCENTRATION PROFILE AND PROBABILITY 

OF DEPOSITION 

The vertical concentration profile and the probability of deposition were inves- 

tigated on the basis of field data. The critical shear stress for deposition and the 

reference level at which the near bottom concentration was defined were evalu- 

ated through comparisons between the cummulated depositional fluxes calculated 

from the measured time histories of concentration and the measured weights of 

the deposited sediments in the traps. 
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Fig. 2.     Relationships between settling velocity of each grain-size 

class and concentration. 
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grain diameter and total concentration. 
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Outline of Field Data 

An intensive field investigation was carried out in the harbor basin of Fukushima 

No.2 Nuclear Power Plant over a peroid of approximately two months from July 

to September in 1989 (Shimizu et al., 1990). Figure 4 shows the arrangement of 

observation points. Among them, three points are concerned in the discussion 

here. They are point A-2 in the sandy area at the harbor entrance with a median 

grain diameter of about 150 fj,m, point A-6 in sand-silt coexisting area with a 

median grain diameter slightly below 100 ^m and point A-8 in the silty area with 

a median grain diameter of approximately 50 /jin. 

A synchronized combination of an ultrasonic wave gauge and an electro- 

magnetic current meter with a pressure gauge and a turbidity meter were placed 

at each of the above three obserbation points. Hourly time histories of suspended 

sediment concentration at 1.5 m above the bottom together with the wave height 

and near-bottom flow velocity were measured simultaneously. At point A-8, an- 

other turbidity meter was set at 3.0 m above the bottom in addition to the one at 

1.5 m, so that the ratio of concentrations measured at these two elevations could 

provide the information about the vertical concentration profile. 

dsa — 5 O/'rrw 

2 0 Om 
=1 

Ultra-sonic Wave Gauge and Electro-Magnetic Current Meter with Pressure G 

Ultra-sonic Have Gauge and Electro-Magnetic Current Meter 

Electro-Magnetic Current Meter with Pressure Gauge 

Turbidity Meter 

Surface Elevation Meter 

Silt Trap 

Fig. 4.     Location of observation points. 
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Two types of silt traps were set at points A-6 and A-8, to obtain direct 

measurements of the weight and the grain-size distribution of newly deposited 

silt. The photograph of silt traps are shown in Figure 5. Type-A has a trapping 

mouth at almost the same elevation as the sea bottom, and Type-B has its mouth 

at 0.3 m above the bottom. The traps were set in pipe lattices so as to trap only 

the suspended silt falling down into the bed. 

Fig. 5.     Photograph of silt traps ( Type A and Type B 

Fig. 6.     Photograph of remote water sampling system. 
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At point A-2, remote water samplings were conducted during severe wave con- 

ditions by a newly developed apparatus shown in Figure 6. Figure 7 shows the 

grain size distribution of suspended silt measured at point A-2 by this apparatus. 

This will be used as the boundary condition for simulation of grain size sorting, 

to be discussed later. 

23% om 

8% 
12% 12% 10%   m 

8% 
1 

0      10     20    30     40    50     60    70 100//m 

Grain size d in /'i 

Fig. 7.     Grain size distribution of suspended silt at harbor entrance. 

Vertical Concentration Profile 

The vertical concentration profile should be determined in order to evaluate 

the bottom concentration Cb from the measured concentration at 1.5 m above 

the bed. In the present study, the vertical concentration profile is assumed to 

have an exponential form as shown in Figure 8: 

(2) <?(*) = 0«P(-^(*-*) 

where C(z) is the concentration at elevation z above the bed, C( is the concen- 

tration at the reference level 8, w the settling velocity of suspended sediment 

corresponding to the depth averaged concentration, and K the Karman constant. 

The bottom concentration is assumed to be equal to C$. In this expression, the 

eddy viscosity U„K8 is regarded as vertically constant and proportional to the 

friction velocity. 

By assuming this profile, the concentration related to each grain-size class at 

1.5 m above the bed can be estimated using the corresponding settling velocity, 

and the total concentration at this elevation can be also estimated as the sum of 

the contributing components. Then, Cg can be determined by comparing the es- 

timated total concentration with the measured one at 1.5 m elevation. However, 

in estimating the total concentration, the information is needed about the grain 

size distribution of the susupended sediments at the point of interest. 
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C(z)=C exp(- 
u* K 8 

(z-*)) 

Settling velocity 

u* : Friction velocity 

K : Karman's constant 

S  : reference elevation 

* C 

Fig. 8.     Assumption of vertical concentration profile. 

In the present study, the grain size distributions at points A-6 and A-8 were 

estimated by a simple numerical model of sediment sorting along the streamline 
as introduced in the following section. It should be mentioned that in the above 

calculations, the measured concentration at 1.5 m above the bed has been used 

as the depth-averaged concentration for estimating the settling velocity in eq.2). 

Sediment Sorting Simulation by One-dimensional Model 

In this study, a one-dimensional depth-integrated model is employed for calcu- 

lation of sediment sorting. The harbor is regarded as a simple channel along the 

streamline of intake flow as shown in Figure 9. The channel is divided into 23 grids 

with an interval of 50 m on the main streamline. Assuming the quasi-equilibrium 

state and neglecting the diffusion term, the mass conservation of suspended silt 

for a certain grain-size class is described as follows. 

dC wbC6 

Td •ax        h   i-   - <3> 

where C is the depth-averaged concentration, h is the water depth and u is the 

current velocity. 
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Fig. 9.     One-dimnsional modelling of harbor along streamline. 

The near bottom concentration Cs is evaluated from the depth-aver aged con- 

centration C by using eq. (2). At each grid, the value of Cs calculated for its 

preceeding grid is used. The settling velocity u>b on the bottom ( exactly at the 

elevation 6 ) is evaluated by the relationship between the diameter of each grain- 

size class and the total concentration as indicated in Figure 3. 

The wave height at each grid is computed by multiplying the diffraction coef- 

ficient, calculated in advance, by the measured incident wave height at the harbor 

entrance. The depth-averaged current velocity is estimated by dividing the in- 

take discharge by the cross-sectional area of each grid. The bottom shear stress 

at each grid is then evaluated by the friction law for the wave-current coexistent 

field proposed by Tanaka and Shuto(1981). The measured time history of con- 

centration is given as the boundary condition at the grid No. 3 which corresponds 

to point A-2. The concentration for each grain-size class at the boundary is given 

according to its ratio based on the grain size distribution measured at point A-2 

during the severe wave conditions as shown in Figure 7. 

Determination of Critical Shear Stress and Reference Level 

According to the above procedure, the deposited weights and their grain size 

distributions at points A-6 and A-8 can be estimated by using the assumed values 

of Ti and 5. The objective here is to find the appropriate values for these paraniv 

eters which provide the best agreement between calculations and measurements. 
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However, the effects of these parameters on calculation results are not so simple. 

The increase of r^ has both effects of increasing the deposition rate owing to the 

increase in probability of deposition and of decreasing it because of the increase 

in the deposition rate in the upstream region. The decrease of 6 has the same 

effects as those caused by the increase of r^. 

Table 1 shows the measured and the calculated results of deposited weights in 

the traps at points A-6 and A-8. Three couples of T& and 5 listed in the table were 

selected in order to reproduce the deposited weight at point A-8. By using two 

of these couples, the deposited weight at point A-6 could also be well reproduced 

at point A-6. 

Figure 10 shows the comparisons between the measured and calculated grain 

size distributions of trapped silt at points A-6 and A-8. The grain size distribu- 

tion at point A-6 is reproduced well by setting T& and 5 equal 0.4 (Pa) and 3.0 

(cm), respectively. At point A-8, on the other hand, the grain size distribution 

could not be reproduced satisfactorily. In general, judging from these results, it 

is concluded that the most appropriate values for r<j and 6 are respectively 0.4 

(Pa) and 3.0 (cm). 

Figure 11 shows the time histories of the measured significant wave height, the 

estimated bottom shear stress, the measured concentration, the vertical ratio of 

concentration, the calculated mean grain diameter and the calculated weights of 

trapped silt at points A-6 and A-8 with Td = 0.4 (Pa) and 5 = 3 (cm). During the 

observation period, storm waves attacked twice, with the peak significant wave 

heights of 5.0 m and 3.8 m, respectively. During these stormy periods, consider- 

able deposition occurred. As shown in this figure, the trapped weight of Type-B 

which has the mouth at 0.3m above the bed could be also reproduced by consid- 

ering the concentration at 0.3 m above the bottom as the bottom concentration. 

It is also observed that the calculted time history of the ratio of concentration at 

3m above the bottom to that of 1.5 m at point A-8 agrees reasonably well with 

the measurements. 
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Table 1.     Comparison between measured and calculated weights 

of trapped silt. 

r , (Pa) S (cm) 
Trapped Weight(kg) 

A-6 A-8 
0.7 

0.4 

0.2 

2.0 

3.0 

2.5 

2.6 

3.5 

5.4 

4.0 

4.3 

4.0 

Measurement 3.0 4.2 

100 

50 

£=3cm 

\\\\\¥•     I     l   l  I III! 
10 100 

Grain size d in  M<« 

(a)Point A-6 

100 

10 100 
Grain size d in  /<m 

(b)Point A-8 

Fig. 10.      Comparison between measured and calculated grain size 

distributions of trapped silt. 
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23 27 23 29 33 31    I   2   3   4  5   6  7   8  9 10 II  12 13 M 6 16 17 18 19 23 21 
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(a)Point A-6 

33 27 23 29 33 31    1   2   3   <l  5  6  7  8  9 10 II 12 13 14 15 1G 17 18 19 29 2! 

Jul. («. 

(b)Point A-8 

Fig. 11.     Time histories of bottom shear stress, significant wave height, 

observed and calculated concentrations, calculated mean diameter 

of suspended silt and calculated weight of trapped silt. 

CONCLUDING REMARKS 

The settling process of nonuniform cohesive sediments in a cooling water in- 

take basin was investigated on the basis of laboratory experiments and field mea- 

surements. The settling velocity was formulated empirically as a function of the 

grain-size and the total concentration by taking into account the effect of floc- 

culation. The critical shear stress for deposition and the vertical concentration 

profile were also evaluated through comparisons with field measurements. A nu- 

merical model was developed to simulate the transportation and deposition of 

nonuniform sediments in the basin. The deposition rate as well as the grain size 

distribution of deposited sediments were reproduced satisfactorily by this model. 
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CHAPTER 239 

Sediment Transport Modelling in a Macrotidal Estuary : do we 
need to account for Consolidation Processes ? 

Pierre Le Hir and Nancy Karlikowl 

Abstract 

In order to investigate the role of consolidation processes on the 
sediment transport in a macrotidal estuary, a simple vertical model of fluid 
mud consolidation has been coupled to a cross-averaged sediment 
transport model in the Loire estuary. Simulations show that sediment 
patterns (turbidity maximum and fluid mud location) are few dependent 
on consolidation. On the other hand, the consolidation influences the 
residual deposition after a spring/neap tidal cycle and thus the net 
transport of sediment through the estuary. It is pointed out that 
consolidation is in competition with turbulence damping so that both 
processes have to be considered when predictive simulations are wanted. 

Introduction 

The transport of cohesive suspended sediment in a macrotidal estuary 
is dominated by the occurrence of a turbidity maximum, either due to tidal 
asymmetry or to density gradients, which partly traps material flowing 
through the estuary (Allen et ah, 1980 ; Nichols and Biggs, 1985). 

Besides, many large estuaries are known for their patterns of fluid 
mud constituted by the deposition of suspended sediment after spring 
tides, where the turbidity maximum lies. This fluid mud consolidates more 
or less and then can either be resuspended during the increasing tidal 

1 Ifremer, Centre de Brest, B.P. 70, 29280 Plouzane, France. 

3121 



3122 COASTAL ENGINEERING 1992 

amplitude or remain as consolidated mud until a larger hydrodynamical 
forcing occurs. Even if the process is well known, it has rarely been 
quantified and/or modelled. 

The aim of this study is to see how consolidation processes affect the 
results of suspended sediment transport in order to get tracks of whether 
and how much one should account for it. More precisely, by means of a 
mathematical model, we would try to answer the following questions : 

- Are the sediment patterns (turbidity maximum and fluid mud) 
affected by consolidation processes ? 

- Is the (long term) sediment transport dependent on consolidation ? 

- How accurate should be the consolidation modelling, when 
computing the transport of cohesive sediment in a macrotidal estuary ? 

Consolidation modelling 

Many factors can influence the erosive behaviour of a sediment and 
its consolidation. In particular, the role of biological processes as 
bioturbation or surficial protection by mucilage have been pointed out 
(Montague, 1986 ; Paterson et al. 1990). Also waves can induce some 
fluidization of the mud, and thus modify its erodibility without changing 
its concentration. But in the area of a turbidity maximum within an 
estuary, these processes are weak : waves are small if compared with the 
water depth and biota are poor, due to high turbidities. Thus the sediment 
concentration remains a good parameter to represent the degree of 
consolidation providing an empirical relationship with the shear strength 
xc, the usual parameter for mud erosion (see Mehta et al, 1989). 

Brief review 

Previous mathematical models for consolidation where mostly 
empirical when coupled with sediment transport models, for saving 
computing costs. In first models (Ariathurai and Krone, 1976 ; Onishi, 
1982) the soil was discretized in layers of   given thicknesses, with 
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characteristic shear strengthes.  The exchanges between layers were 
forced by the deposition rate. 

For Teisson and Latteux (1986) the layers were characterized by a 
given residence time of sediment and naturally a specific shear strength. 
Hayter (1986) developed a more sophisticated model and considered the 
time variations of bed density and shear strength according to typical 
measured profiles. Le Hir et al. (1989) introduced a differential law for 
the bed density variations, allowing any empirical formulation. 

All these models could not directly fit the consolidation theories 
because of the discretization in thick layers. But the performance of new 
computing facilities allows the required refinement to account for these 
theories. 

Consolidation theories 

Two types of conceptual models have been developed (see Alexis 
et al, 1992). 

- The "sedimentation" models express the mass conservation of the 
solid particles, with vertical exchanges represented by the settling fluxes. 
A common assumption of this approach is the unique dependence of the 
settling velocity vs on the local suspension density (Kynch, 1952). The 
usual state variable of these models is the dry density or concentration c, 
and the equation can be written : 

| + V(o)| = 0 (1) 

where V ( c) = vs + c-j-5- 

C,:     vertical coordinate 
t:      time 

- The so-called "consolidation" models account for the mass 
conservation of pore water and relate its expulsion between particles to 
the pressure vertical gradient by means of the permeability k, assuming 
Darcy's law. From the dynamics point of view, the stress within the soil 
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can be split into the effective stress (a1) on the grains and the pore 
pressure on the fluid: only the latter forces the water movement. This 
concept is the basis of geotechnicians' approach for which the void ratio e 
is the state variable. When combined with water mass conservation, it 
leads to Gibson's equation (Gibson et al., 1967), assuming constitutive 
relationships for permeability and effective stress as a function of the void 
ratio: 

|e    Y^|e+J_af krd^ = 0 (2) 
dt    yw de dz    ywdzV.     de dzj v y 

where   kr = k / (1 + e) : relative permeability 
y's:     immersed unit weight of particles 
Yw:    unit weight of pore water 
z:       material coordinate, representing the thickness of 

solid particles. 

Recently, several authors (Been, 1980, Tan et al., 1990 in Alexis 
et al, 1992; Toorman and Berlamont, 1991) have pointed out the analogy 
of these models and proposed unifying theories where the settling velocity 
can be expressed as a function of the permeability and the effective stress. 

The main problem of these theories is the validation of the involved 
constitutive relationships (vs (c), k(e) or o'(e)), to which models are very 
sensitive (see Alexis et al, 1992). Besides, in the present study, the role 
of effective stresses has a minor importance, as we are mainly dealing 
with fluid mud and fresh deposit. Thus we choose the sedimentation 
concept, with the formalism of consolidation models, that is material 
coordinate z and void ratio e. The continuity equation, which can be 
deduced from (2) with a' = 0, is written : 

The use of discretized material coordinates prevents the exchanges of 
material between layers during the consolidation, which is interesting to 
avoid spurious numerical diffusion, especially when we look for the 
becoming of marked fractions of sediment. 
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The fundamental assumption of this simple model is the dependence 
of the settling velocity on the void ratio, which is equivalent to the 
Kynch's hypothesis. Nevertheless, such a model can fit rather well many 
settling tests after appropriate calibrations. In particular it can reproduce 
steps in density profiles (lutoclines) just by means of strong variations of 
the derivative dvs/de, which are likely to correspond to changes of the soil 
structure. 

Modelling the Loire estuary 

The summer configuration of the Loire estuary, on the Atlantic coast 
of France has been chosen to test the effects of consolidation. This 
estuary is about 100 km long (fig. 1), with a tidal range of 5 m on spring 
tides and a fresh water flow varying from 80 to 5 000 m3^-1 (average : 
800 rn^s-1). In the case of low river flow (100-400 m3.s-!) a 1-D cross- 
averaged advection/dispersion model has proved its efficiency in 
simulating a realistic turbidity maximum, induced by tidal propagation 
only (Le Hir and Karlikow, 1991). In particular the settling of the turbidity 
maximum as fluid mud on neap tides and the resuspension of this fluid 
mud when the tidal range increases was quite well reproduced. 

Figure 1: Location of the Loire estuary. 

However, consolidation was very crudely accounted for : only two 
sediment classes (a little concentrated "fluid" mud and a more 
concentrated mud) where considered, and consolidation was represented 
as periodic exchangesbetween these classes. 
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In the present study, consolidation is computed by means of the 
previously described sedimentation model, coupled with the horizontal 
transport model through the deposition and erosion terms. The latter is 
empirically related to a shear strength which is deduced from the surficial 
mud concentration according to a power law (Owen in Mehta et al., 
1989): 

:<XCf (4) 

tCe : 

Cs: 

oc,p: 

critical shear stress for erosion (N.nr2). 
surficial    sediment    concentration,    computed    by    the 
sedimentation model (kg.nr3). 
coefficients to be calibrated. 

Actually the results are very sensitive to this relationship which is part 
of the consolidation modelling ; moreover, there can be some 
compensation between the uncertainty on the computed concentration 
(however easier to validate) and the lack of knowledge related to the 
shear strength, especially for fluid mud. Last but not least, the bottom 
shear stress itself is poorly determined, as the effects of turbulence 
damping by high suspensions (Teisson et al, 1992) are not accounted for. 

Salinity : 

0S< /DO 

— after 15' 

— after 1 h 

,— after 10 h 

after 1 d 

after 10 d -t 

1,5        1 

bulk density  (kg/m3) 

Figure 2:   Evolution of sediment density profiles 
(initial height :2m; initial concentration : 20 g/1) 
a) laboratory settling tests with sediment from Loire 

(after Gallenne, 1974). 
b) Simulation with a sedimentation model. 
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Nevertheless, the sedimentation model has been briefly calibrated 
with laboratory settling tests made by Gallenne (1974) on the Loire 
sediment. Although the observations proved the dependence of the 
sedimentation on the salinity, which is not accounted for by the model, the 
simulated results are in relative agreement with the experiments (fig. 2). 
Settling velocities at the beginning of the settling tests have been reduced, 
in order to maintain low densities (very fluid mud) during the neap tide in 
the simulations of the Loire system. The resulting relationship vs (e or c) 
is plotted on figure 3 : one can see some continuity with known values of 
settling velocities for flocculated suspensions (e.g. in Metha et al, 1989). 
settling velocity (m.s1) 

10        20X        JO        50 SO 70 SO 90        100       HO       120T»       MO 

iko 
I 300 

500 
concentration (kg. nr3) 20 

Figure 3 : relationship vs (e) used in the sedimentation model of the Loire 
estuary. The relation between e and c is based on a grain density 
of 2,65. 

In the following, four runs will be compared to show the effect of 
consolidation on sediment transport in the Loire estuary. 

- Run 1 : no consolidation, any deposited sediment has a fixed low 
shear strength (0,8 N.nr2). 

- Run 2 : schematic consolidation : two sediment classes with low and 
high shear strengthes (respectively 0,8 and 1,6 N.nr2). 

- Run 3 and 4 : full consolidation modelling, as previously described. 
The difference between run 3 and run 4 is a change in   the relationship 
xce (Cs) :     - run 3 : xce =0,14 Cs°>4 for which resuspension is easy. 

- run 4 : xce = 0,2 Cs°>4 leading to hard resuspension . 



3128 COASTAL ENGINEERING 1992 

For each run the tide conditions and river flow are identical, and 
presented on figure 4. 

water elevation 
m < Q = 500m3.s-i 

Q = 200 nP.s1 

O    200   400   600   800   1000   1200   U00   1600   1800  2000  2200  2400  2600 

time (hours) 

Figure 4 :      Tidal forcing and riverflow regime during the simulation of 
sediment transport in the Loire estuary. 

Note : a test with no shear strength of the (fluid !) mud has been run. 
In this case the turbidity patterns are completely unrealistic, with a 
turbidity maximum at the sea boundary and no stable mud deposit on neap 
tide. In fact such a result can be induced by the absence of turbulence 
damping in the model. In reality the latter process could maintain a fluid 
mud in the estuary. This comment has little impact on the following tests : 
in fact we are dealing with the consolidation process, that is a change in 
space and time of sediment characteristics, rather than the rheological 
behaviour of the mud. Besides, the low value of the exponent in the 
relation (4) partly accounts for the turbulence damping, as it reduces the 
large resuspension that would occur for low surficial sediment densities. 

Effects of consolidation processes on the sediment transport in the 
Loire estuary 

On figure 5, the average distribution of suspended sediment during a 
spring tide for a low river flow is presented for each run. The analogy 
between the simulated turbidity maxima is obvious. Differences only 
appear in the extension of the turbidity structure which is more spread 
when consolidation is badly accounted for, especially in the upper part of 
the estuary ; this is due to the fact that in such cases, just after deposition, 
the sediment get instantaneously some shear strength, whereas in a more 



MACROTIDAL ESTUARY SEDIMENT 3129 

realistic scenario, it should not have time to consolidate before the flow is 
strong enough to resuspend it. The same observation can be made for the 
total deposited mud (fluid mud and partially consolidated mud) on the 
following neap tide (fig. 6) : locations are similar but the deposition in the 
upper estuary is higher for run 4 (consolidation is more effective). 

6.o r SPM (kg. m-3) 

10 20 

downstream •*- 
SO 60 

DISTANCE  (km) upstream 

Figure 5 :      Computed turbidity maximum (tidally averaged) after 46 days 
simulation (spring tide ; low river flow = 200 m^.s"*). 

too mud deposit (kg. nr2) 

downstream DISTANCE (km) upstream 

Figure 6:      Computed  mud  deposits   (tidally   averaged)   after  52   days 
simulation (neap tide ; low river flow). 

Considering the time variation of suspended particulate matter (SPM) 
and mud deposit in the middle of the estuary during a fortnightly tidal 
cycle (fig. 7), we still notice a similitude between the four runs, but the 
phase of resuspension is strongly dependent on the consolidation 
modelling. In particular, in run 4, consolidation is quick enough to prevent 
the total resuspension, and a net deposition after the neap/spring tidal 
cycle is observed. However the range of mud deposition as well as 



3130 COASTAL ENGINEERING 1992 

suspended particulate matter are very similar. It should be noticed that the 
maximum of SPM does not occur on spring tide but during the mean tides, 
when exchanges with bottom are maximum. The differences between the 
minima of SPM at high water during spring tides can be related to the 
variations of turbidity spreading we mentioned before, as the observation 
is located on the upstream edge of the turbidity maximum at high water. 

water elevation 
spring spring 

too 

80 

CO 

40 

20 

mud deposit (kg. nr2) 

time (hours) 

Figure 7:      Time  evolution of suspended particulate    matter and mud 
deposit, computed at station "Le Pellerin" (low river flow). 

When the river flow is increased, all sediment patterns are shifted 
downstream (fig. 8 ; Le Hir and Karlikow, 1991). Turbidity maxima still 
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look like each other, but the ranges can differ, due to possible previous 
consolidation. This is pointed out on figure 9 : when consolidation effects 
are more effective (run 4) some sediment previously deposited during the 
period of low river flow remains in the upper estuary, which notably 
reduces the seaward transport of material, at least for mean river flow. 
Thus the consolidation can affect the residual flux of sediment within the 
estuary during the seasonal changes. 

6.0 

6.0 

4.0 

5.0 

2.0 

f.O 

SPM (kg. m-3) 

upstream 

0 10 20 

downstream .«- 
40 50 60 

DISTANCE   (km) 

Figure 8 : 

Computed turbidity maximum (tidally averaged) after 104 days simulation 
(spring tide ; mean river flow = 500 m^.s"!) 
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Run 3 
Run 4 

downstream 
10 20 50 40 BO 60 70 80 90 

DISTANCE  (W) 
—•-upstream 

Figure 9 : 
Computed mud deposits (tidally averaged) after 110 days simulation (neap 
tide ; mean river flow). 
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Discussion and conclusions 

The simulation of sediment transport in the Loire estuary shows that 
both turbidity maximum and fluid mud patterns are few dependent on 
consolidation processes. 

However the consolidation influences the time lags between 
hydrodynamical forcings and sediment processes : for instance within the 
fortnightly cycle, for the sediment resuspension by tidal currents, or 
within the seasonal cycle, for the longitudinal transport through the 
estuary. Thus the consolidation forces the residual deposition or erosion 
of mud. Naturally these results are specific to a macrotidal estuary and 
should not be generalized to all cohesive sediment areas. 

But this study has also pointed out the sensitivity of simulations to the 
relationship between the sediment density and its erodibility : our 
knowledge on this subject is so poor that a sophisticated model for the 
prediction of mud density would be useless. In addition the required 
constitutive relationships that any consolidation model involves are still 
hypothetical. For theses reasons we should recommend to use simple 
consolidation models until the knowledge on soil behaviour progresses 
substantially. 

Lastly, we mentioned the competition between the strengthening of 
sediment by consolidation and the bottom stress reduction related to the 
turbulence damping in highly concentrated suspensions. This means that 
the use of any sophisticated - and presumed realistic - consolidation 
model should be completed by a bottom stress computation with the same 
accuracy. Many field validation measurements are required to manage it. 
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CHAPTER 240 

WAVE-INDUCED PORE PRESSURE ACTING 

ON A BURIED SUBMARINE PIPELINE 

Waldemar MAGDA * 

ABSTRACT 

The response of a sandy seabed to surface water waves, with a special 
emphasis to wave-induced excess pore water pressure oscillations is studied here 
in relation to the vertical stability of submarine buried pipelines. The main 
object of the peper is to present a study of the distribution patern of the pore 
water pressure acting around the pipeline, and to calculate the seepage force, the 
up-lift force particularly, affecting the pipelne stability, under the assumption 
of compressible both the pore fluid and soil skeleton, for the case of an arbitrary 
seabed depth as well as for the infinite thickness of the subsoil. 

INTRODUCTION 

Generally, the problem associated with buried submarine pipelines de- 
pends, on the water and wave conditions. The wave climat plays a very im- 
portant role and can influence the interaction between the submarine buried 
pipeline and the surrounding soil significantly. In practice, pipeline located in 
water depths up to 60 m are buried, whilst the cover must have a thickness 
ranging from 0.5 to 1.0 m, depending upon the water depth and the covering 
material. 

Submarine pipelines buried in a seabed are an engineering means of trans- 
port for crude oil and natural gas from "off-shore" oil fields onto a land. When 
waves pass over a permeable sandy seabed, pore water pressure is continuously 
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induced within it. Among all environmental loads usually considered in "off- 
shore " pipelines design, the wave-induced pore water pressure plays one of the 
most important role. The most critical problem in determining the stability 
of a pipeline buried in permeable soils under wave loading is the prediction of 
the pore water pressures in the soil in a vicinity of a pipeline (Dursthoff and 
Mazurkiewicz, 1985). An excess of the pore water pressure can cause instability 
of a seabed, liquefaction of the upper sand layer and then floatation which can 
even lead to a failure of a submarine pipeline. The wave-induced excess pore 
water pressure developed in a vicinity of a buried pipeline is considered as a one 
of the main parts in a design procedure. The wave-induced uplift force acting 
on the pipeline is comparable to the displaced water weight if the pipeline is 
located in the pore water pressure boundary layer and an inadequate design 
can cause flotation of pipeline and, subsequently, can lead to costly failures. 
Therefore, it is essential to improve our knowledge on the interaction among 
waves, seabed and a submarine pipeline. 

-ft 0 Po 

Figure 1   Definition sketch for the uplift force analysis. 

It is a very complex and challenging task to define properly the wave- 
induced excess pore water pressure field around a submarine pipeline buried 
in a porous seabed. Many researches simplyfied the problem assuming both 
the porous medium and pore water incompressible. Under this assumption Lai 
et al.  (1974), Liu and O'Donnell (1979) and Lennon (1985) investigated this 
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problem using a numerical analysis. Liu and O'Donnell (1979) considered two 
different types of waves acting on the seabed, namely, monochromatic and soli- 
tary, and introduced the integral equation method to solve the resulting integral 
equation. In a numerical solution procedure developed by Lennon (1985) the 
pressure distribution on the pipeline was calculated using also the boundary 
integral equation method (BIEM). Employing conformal mapping techniques, 
MacPherson (1978) and McDougal et al. (1988) presented analytical solutions 
for the case of an infinite depth of the seabed, whereas Monkmeyer et al. (1983) 
developed a solution using so-called 'image pipe" method which, comparing to 
the former, can be applicable also to a soil layer of a finite thickness. 

The common feature in the studies mentioned above is that the effect of 
compressibility of both the pore water and porous medium was neglected. More- 
over, some researchers showed that there is a difference between theoretically 
computed values of pore water pressure and those observed in experiments. In 
laboratory studies on the stability of buried pipelines, Philips et al. (1979) con- 
cluded that potential theory did not generally give an accurate representation of 
the transmission of wave-induced pressures through the sand, when comparing 
to the test results. 

Reported differences between theoretical and experimental results can have 
three main reasons, namely: 

- the theories are based on the Darcy model and therefore they do not con- 
tain all important soil/water parameters (incompressible pore water and 
nondeformable soil skeleton are assumed), 

- boundary conditions applied into computation are not realistic, specially 
when comparing with laboratory tests environment (seabed layer of a finite 
thickness), 

- values of parameters used in calculations are not exactly the same like these 
'in-situ' which accompany laboratory investigations. 

The proposed method of calculation is based on: 

- the pore water pressure theory where the main soil and pore fluid pa- 
rameters are considered and a finite sand bed layer system is taken into 
account, 

- the 'image pipe' theory which is able to solve both the upper (at the sea 
bottom) and the lower (at finite depth of the seabed layer) boundary con- 
ditions, and also the boundary condition induced by presence of a pipeline 
(perturbation or scattering effect). 

An implementation of certain soil and pore water parameters, e.g. com- 
pressibility and permeability, leads not to the Laplace equation, which depends 
only on a geometry of the problem, but to the storage equation, which is much 
more complex in form. Using Madsen's (1978) general solution of this equation, 
an analytical solution for a finite thickness of the seabed layer has been derived 
and verified qualitatively in numerous large-scale laboratory experiments in a 
big wave-flume, and quantitatively in small-scale laboratory tests (Magda, 1989, 
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1991). These tests enabled to study influences of single soil/water parameter 
changes on the character of the pore water pressure damping within a porous 
medium. A great attention has been put to modelling and controlling different 
degrees of saturation which is of a special interest for coastal and tidal areas 
where, because of a continuous water table movement and wave-breaking zones, 
the sediment is not and cannot be treated as a saturated medium. 

MATHEMATICAL FORMULATION OF THE PROBLEM 

Introducing a pipeline-like structure into a soil body, it is not so easy to 
derive a solution to the governing equation for flow of a compressible pore fluid 
in a compressible porous medium (e.g. given by: Madsen, 1978; Yamamoto et 
al., 1978). Therefore, after some mathematical manipulations, and presenting 
the solution in terms of the pore-water pressure and effective stresses, a new 
form of the governing equation can be obtained (Okusa, 1985): 

v!(vJ-^)'=° <" 
where p is the wave-induced excess pore water pressure, c„ is the coefficient of 
consolidation, t is the time, and V is the Laplacian operator. The coefficient of 
consolidation, c„, can be defined for the unsaturated soil as 

n 1 — 2u 
+ 

K  '  2G(l-fx) ^ 

where 7 is the unit weight of the pore fluid, k is the isotropic coefficient of soil 
permeability, n is the porosity of the porous bed, \i is the Poisson's ratio, K, is 
the bulk modulus of water, and G is the shear modulus of soil. From this it is 
easily seen that the solution of Eq. (1) can be formulated as a mixed solution 
of both the Laplace equation 

V2p = 0 (3) 

and the consolidation (diffusion) equation 

V,-I|- (4, 

in two dimensions. It has to be pointed that sometimes (e.g. Qiu and Sun, 
1987) the simplification of the solution to the governing flow equation is going 
too far and, due to the total elimination of the soil displacements, the problem 
is reduced only to the consolidation equation. However, the correct solution 
has to be treated as a sum of the general solutions to the last two differential 
equations of the second order. 
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SOLUTION METHOD 

Assuming that the wave-induced hydrodynamic pressure at the seabed is 
described by the periodic function 

p = Pg exp[i(ax — ut)] (5) 

where a = 2ir/L is the wave number, L is the wave length, u> = 2TT/T is the 
angular velocity, T is the wave period, and PQ is the pressure amplitude at the 
seabed, and due to linearity of the above mentioned component equations, all 
the unknowns in the problem considered (among others: the wave-induced pore 
pressure) are periodic with a and w. Then, the wave-induced pore pressure p is 
represented by 

P — f(z) exp[i(ax — cot)] (6) 

where f(z) is a function of z only. Introducing this into Eqs. (3) and (4), 
the general solution is represented by the sum of the solutions from the two 
following differential equations 

%-{?-$)'-> <•' 
Because the governing equations are linear, the wave-induced stresses can 

be obtained by superposing, as previously indicated by Yarnamoto (1981) and 
Okusa (1985a). The general solutions fi of Eq. (7) and f% of Eq. (8) are 

/i = CL exp(az) + DL exp(-az) (9) 

ft — Cc exp(nz) + Do exp(-Kz) (10) 

where CL,CC,DL,DC are integral constants depending on the boundary con- 
ditions and 

/   2 W 
a? i (11) 

For the case of infinitely thick homogeneous sediment, the wave-induced pore 
pressures, stresses, and displacements must tend to zero as z —> oo. Therefore 
(Okusa, 1985): 

CL + Cc = 1 (12) 
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_    2(l + /i)B _     3(1 - g) 
CL " 3 + 2/i*-JB C° - 3 + 2/iB-B (13) 

where the Skempton's pore pressure coefficient B is defined as 

*-' + ¥ (») 
where a is the volume compressibility of the sediment, (3 is the volume com- 
pressibility of the pore fluid. 

Now, using a complementary wave loading method, i.e. two waves having 
the same phase and different amplitudes (Cx, and Cc) are assumed for solving 
the Laplace equation and consolidation equation separately, one can write 

p = CLxL + G0xC (15) 

where L and C denote values obtained from the solutions of Laplace equation 
and consolidation (diffusion) equation, respectively, assuming for both of them 
a unit amplitude of the inducing hydrodynamic pressure wave at the seabed. 

A contribution of the particular components, supplied by the solutions 
of Laplace equation and consolidation equation, to the total solution of the 
problem is illustrated in Tab. 1. 

Degree of Saturation CL Go 

S = 1.00 0.998 0.002 
S = 0.99 0.855 0.145 
S = 0.98 0.748 0.252 

S = 0.97 0.665 0.335 

S = 0.96 0.598 0.402 
S = 0.95 0.544 0.456 

Table 1   Contribution of single components (from the Laplace equation 
and consolidation equation) in the total solution, with regard 
to different saturation conditions. 

It has to be stressed once more that the influence of partly saturated seabed 
conditions is predominant for the investigated case of the uplift force acting on 
a buried submarine pipeline. Therefore, the both solutions to the Laplace equa- 
tion and consolidation equation have to be always taken into account simulta- 
neously. To confirm an existence of partly saturated conditions in a natural 
environment, a measuring campaign was conducted on Norderney Island (Ger- 
many). After sampling and statistical analysis of the measured and calculated 
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results, the mean value of the degree of saturation was found to be 0.975 (Magda 
and Davidov, 1990). 

Fig. 2 shows a set of pore pressure profiles with depth calculated for the 
singular solutions, e.g. the Laplace and consolidation problems, considered 
separately, comparing them with a solution for the compounded problem of the 
compressible fluid flow through compressible media. 

v 
Q 

Degree of saturation, S = 0.97 

-0,2 0,2 0,4 0,6 

Pore pressure, p/Po [-] 

0,8 

Figure 2   Comparison of different solutions for the pore pressure 
distribution with depth. 

A similar analysis can also be performed for the case of a finite thickness 
of the seabed layer. The formulas describing coefficients CL,CD,DI,,DD are, 
however, much more complicated. 

The solution to the Laplace equation, Eq. (3), for the boundary conditions 
problem created by a finite thickness of the seabed layer and a pipe-like structure 
embeded in the soil sediment, is not trivial but does not bring any troubles. As 
documented in the introduction, it is possible to obtain this solution using, for 
example, one of the reported conformal mapping techniques. 

It is not an easy task to solve the consolidation partial differential equation, 
Eq. (4), in the Cartesian coordinate system for the identical to the above men- 
tioned boundary conditions problem. Therefore, to overcome the difficulties, the 
solution method presented below is based on the cylindrical (circular-cylinder) 
coordinate system. 

The consolidation equation, also known as diffusion or heat conduction 
equation, is considered. It can be presented in general form as 
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VV = ^ (16) 

The solution of any of the scalar equations tike: the Laplace equation, the 
Poisson equation, the diffusion equation, the wave equation, the damped wave 
equation, transmission line equation, and the vecotr wave equation may be 
reduced to a solution of the scalar Helmholtz equation, or its special case - the 
Laplace equation (Moon and Spencer, 1971). For the consolidation equation 
(16), let 

U(ui)T(i) (17) 

where U is a function of the space coordinates and T is a function of time only. 
Substitution into the consolidation equation allows the separation of the time 
part, giving 

Y
2
U + KU = 0 (18a) 

^ + K2h2T = 0 (186) 
at 

where K is the separation constant. 
The solution of the Helmholtz equation (18a) depends on the space vari- 

ables and the boundary conditions, and will be different for each problem. The 
equation in time (18b), however, is independent of the coordinate system. Thus 
the solution of the consolidation equation is always 

<p = U(u1,u2,us)e-K2hh (19) 

Geometry of the problem, i.e. circular pipe buried in a seabed (see Fig. 1), 
advices to use the circular-cylinder coordinates 

u\ = r 0 < r < oo x — r cos 6 

u2 = e 0 < 9 < 2TT , y = r sin 9 

u3 = z — oo < z < +oo z = z 

(20) 

Rewriting the Helmholtz equation (18a), U must satisfy, in polar coordi- 
nates, 

Separation of the Helmholtz equation (21), in two-dimensional polar coor- 
dinate system (in a plane problem 9 is independent of z and the circular-cylinder 
coordinate system is simplified and becomes the polar coordinate system), leads 
to (Moon and Spencer, 1971): 
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a It      1 dit      .   o      A   x _       _ /_ _   . 

Y+;*+{K-*)R=0 (22a) 

^ + A20 = O (226) 

where R, 0 are functions of r, 0, respectively, and A and c are separation 
constants. These equations are solved for R and 0, and the solution of the 
Helmholtz equation has a following form 

U(r,0) = R(r)Q(0) (23) 

Differential equation (22b) has a following general solution 

0(0) = acosA0 + /3sinA0 (24) 

For the governing problem, U is a harmonic function of 0 with a period 27r, 
therefore, 0 must have the same feature. It is possible only when A is rep- 
resented by an integer number. By limiting the range of values of A only to 
positive ones (A = 0,1,2, ...,n,...) both functions Q{0) and R{r) can be written 
accordingly as 

Qo(0),®i(0),@2(0),...,en(0),...    ;    R0(r),R1(r),R2(r),...,Rn(r),...      (25) 

In this way, an infinite system of solutions for Eq. (23) is obtained which now 
can be written as 

oo 

U(r,0) = ^T[an cosn0 +/3n sinn0]Rn(r) (26) 
re=0 

Eq. (22a) can be considered as the Bessel equation which in general form 
can be written 

d2W      1 dW     ,  ,   ,       ,       , ,   ,,„,     „ .„_. 
-TT + --J- + (ji •2+q2-s2w2)W = 0 (27) 
aw*      w aw 

The general series solution of Eq. (27) may be written, for s ^ integer, 

W = AJ,(ti,q,w) + BJ-s(n,q,w) (28) 

These series are valid everywhere in the finite complex plane. If s = n, an 
integer, J-s is no longer independent of J, and the general solution of Eq. (27) 
is 

W = AJn(ii,,q,w) + Byn(n,q,w) (29) 
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where Jn and yn are the Bessel wave functions of the first and second kind 
(also called the Weber function), respectively. If fi = 0 (this is the case) it can 
be concluded that the Bessel functions degenerate and Eq. (29) becomes 

W = AJn(qw) + Byn(qw) (30) 

Introducing the Hankel functions (i.e. the Bessel functions of the third 
kind, which are linear combinations of the Bessel functions of the first and 
second kinds) 

H^\qw) = Jn{qw) + iyn{qw) (31) 

H^\qw) = Jn(qw) - iyn{qw) (32) 

where: W„ , W„ are the Hankel functions of the first and second kind, re- 
spectively, and of order n, the general solution of Eq. (27) may be also written 
(Moon and Spencer, 1971): 

W = AH%\qw) + BH(Z\qw) (33) 

Comparing now Eq. (22a) and Eq. (27), and replacing W by R and qw by rer, 
one has 

R = AH^(KT) + BH^(KT) (34) 

Two-dimensional Helmholtz equation (18a), describing diffraction, after 
transformation into the polar coordinates system gets a form which is known 
as the Bessel equation, the solution of which, in two-dimensional scattering by 
localized objects in a sea of constant depth can be constructed by superposition 
of the following terms (Mei, 1989): 

(35) 
^'Hj      { sm.nO 
H^\KT))     \ cosn0 

Because of the asymptotic behaviour of the Hankel functions 

{K:!}"(=)V*<-S-T)]   m 
7vn' must be discared when re is complex with a positive real part (Mei, 1989). 

Assuming the hydrodynamic bottom pressure oscillations of a unit ampli- 
tude, expressed by harmonic solution 

p = e~iut (37) 
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where i denotes the imaginary unit, and comparing it with Eq. (6), the separa- 
tion constant can be expressed by 

K=M (38) 
V  ^v 

In fact, K is a complex number and can be presented in a general form as 

K = va + ib        where        a = 0    and    6 = — > 0 (39) 

This can also be written 

K = a1 + ib' (40) 

Comparison of the last two expresions shows that 

a',b' >1    when    6>1        and        0<a',fe'<l    when    0<6<1     (41) 

So, b' is always positive without any respect to the positive value of b (b > 0). 
And thus, the general solution for the scattered (radiated) waves, also pore 

water pressure waves, may be written as 

oo 

U = ^2(an cosnO + 0n sinn0)H^\kr) (42) 
n=0 

An implementation of the "image pipe" theory (Monkmeyer et al., 1983) 
allowed to fulfil all requirements concerning the boundary conditions of the 
problem. 

RESULTS OF CALCULATION 

An application of the method is illustrated by some calculation examples 
where the meaning of the seabed saturation problem is specially emphased. 
For a certain geometry (depth of burial, pipeline outside diameter) the pipeline 
uplift force is computed, taking into account values of the degree of saturation 
from the range between 0.85 and 1.00, for which the soil can be considered as 
a saturated soil but with the pore fluid having some degree of compressibility 
(higher than a pure water) due to the presence of the air bubbles (Esrig and 
Kirby, 1977). 

The solution to Eq. (1) enables to investigate the problem of pore pressure 
gradient, especially in a vicinity of the seabed surface. Performing series of 
calculation, the most unfavourable (from the pressure gradient point of view) 
phase of the pore pressure oscillations can be detected and then, it becomes 
feasible to calculate the most critical value of the pipeline uplift force.   And 
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Figure 3    Definition sketch for the uplift force analysis (influence of 
different saturation conditions). 
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Figure 4    Pipeline uplift force versus different saturation conditions of 
seabed sediments. 
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thus, Fig. 3 shows the governing problem and Fig. 4 illustrates the results of 
calculations for a certain set of data where the uplift force is influenced by 
different values of the degree of saturation. 

It can be easily recognized that the pipeline uplift force depends very 
strongly on the degree of saturation and has a maximum value for the degree 
of saturation very close to 1.00. 

Changing a value of the degree of saturation with a step of 0.01 (i.e., 
1 %), for example, the most critical situation can be easily omitted. Therefore, 
looking for an absolute maximum value of the pipeline uplift force, it is required 
to apply even smaller increment of the degree of saturation when performing a 
parameter study by means of numerical calculations to obtain a precise picture 
of possible variations in the pipeline uplift force. 

The elaborated method seems to be very useful in a optimalization design 
procedure and gives the result which reflects, among others, the most inconve- 
nient case for the pipeline stability with respect to saturation conditions of the 
seabed which are, on the other hand, extremely difficult and almost impossible 
to determine 'in-situ', using engineering methods of testing, with the exactness 
which is comparable to the necessary step of calculation. 

The calculation procedure, presented in the paper and based on the ad- 
vanced pore water pressure theory, make it feasible to incorporate important 
soil/water parameters into the pipeline uplift force analysis. Obtained values 
of the uplift force appear to be greater than these computed from the potential 
theory; this finding is in accordance with some observations from laboratory 
tests reported in the literature. 
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CHAPTER 241 

Hydraulic Approach to Determining Optimum Interval of 
Discharge Sites of Barge in Constructing 

Rubble Foundation of Deep Water breakwater 

Yoshiharu Matsumi l       Akira Kimura 3 

Abstract 

This study aims to establish the effective and economical construction scheme of 
the rubble mounds which are constructed by discharging a large amount of rubble 
from hopper barge. Since the plane scatter of the landing rubble on the sea floor 
directly depends on the random drift force exerted on the settling rubble, the 
statistical properties for the scattering range of the settling rubble in the still 
water are fully investigated in experiments. On the basic of the experiments 
and the discrete block method which equipped to cope with the steeper slope 
of rubble mound than the angle of repose for rubble, a numerical technique to 
simulate the spatial geometry of the discharged rubble on the sea floor taking the 
angle of repose for the rubble into account is developed. An optimum interval of 
the discharge sites of the barge which makes the uneven property of the mound's 
surface minimum is discussed in connection with the change in the the design 
water depth of breakwater and the discharge times. 

1    Introduction 

Caisson type breakwater is usually placed on a rubble mound foundation. In 
general the foundations are constructed by discharging a large amount of rub- 
ble from hopper barges. An adavntage of this construction method exists in its 
rapid "executability", since barges can carry a large volume of rubble at one 
time. However the mounds by individual discharge from the barge tend to form 
uneven surface, since the rubble landing on sea floor distributes widely. This is 
a drawback of this construction method. Since the design water depth of break- 
waters has become deeper and the size of the rubble mound has become greater, 

1Associate Prof. Dept. of Social Systems Engg., Faculty of Engg., Tottori Unversity. 
4-101 Koyama-Minami, Tottori, 680, Japan. 

2Professor, Dept. of Social Systems Engg., Faculty of Engg., Tottori Unversity. 
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Figure 1: Definition of the fluctuation of the settling rubble. 

the portion of the rubble foundation work to the total process of breakwater con- 
struction has been increasing. Therefore, the technique to construct a mound 
for breakwaters effectively and economically has become very important. This 
study aims to establish the effective construction scheme of the rubble mound 
by using a hopper barge, firstly the statistical properties of the landing rubble 
distributions on the sea floor are investigated with the experiments, secondly a 
numerical technique to simulate the spatial geometry of the discharged rubble 
mound from hopper barges by taking the angle of repose for the rubble into 
acount is developed. Finally, the effective interval of the discharge points of the 
barges which minimizes the uneven property of the mound's surface is discussed 
in connection with the spatial geometry of the rubble mound by multi-discharge 
and the water depth. 

2    Stochastic properties for scattering position of settling rubble in 
still water 

In the experiments, the representative sizes of rubble d = 2.8 cm, 3.7 cm and 
4.3 cm are employed. Experiments have been carried out in a laboratory settling 
tank with 2 m depth and 1.1m x 1.1m cross-section. Every piece of rubble is 
dropped from same position on the water surface. The total amount of settled 
rubbles is 3000 for each rubble diameter. At six different water depths, the x and 
y positions of the settling rubble are measured by two video cameras (Figure 1, 
x, y; horizontal axes, z; vertical axis). O is the discharge point of rubble, dx 
and dy are the displacements between specified depths in x and y direction. The 
stochastic properties for dx and dy at every water depth are investigated. 

Figure 2 shows the distributions for dx and dy at six different water depths. 
These experiments are the case for the average diameter d = 2.8 cm. The shapes 
of distributions are similar to each other except for the case of z/d = 7.1 . The 
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Figure 2: Distributions for rfa;/rf and dy/d at six different water depth. 

cases for other diameters are the same properties to this case. Therefore, it may 
be considered that the stochastic property for the displacement of the settling 
rubble at every section is identical. 

Figure 3 shows the change in the mean values (dxm/d,dym/d) and the standard 
deviations (ax,cry) with respect to the relative water depth from the still water 
surface. Though the values of dxm/d and dym/d at every section show a random 
fluctuation with changing z/d, the fluctuation range is less than about 10% of 
rubble diameter. On the other hand, no practical difference in standard devia- 
tions <7X and <7y at every section except for z/d = 7.1 is observed. From these 
investigations, the stochastic properties for the displacement of the settling rub- 
ble at every section may be assumed to be identical. In this study, the means 
for dx and dy at every section are assumed to be zero, ax and ay are assumed to 
be equal at every section. 

3     Stochastic simulation technique for spatial geometry of rubble 
mound discharged from hopper barge 

3.1     Probability distribution for settling position of rubble 

In this study, the distribution for the displacement of the settling rubble at every 
section is assumed to be estimated by the Gaussian distribution with zero mean 
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where a = (er^ + crv)/2, a;* = z/d, »/* = y/d. In Figure 2, the solid lines are 
the calculations of Eq. (1), (2). The calculations and the experiments except 
for z/d = 7.1 agree reasonably well. The other cases for the rubble diameter 
were same results also. From these investigations, it may be considered that 
the stochastic properties for the displacement of the settling rubble at every 
section are identical and stationary process. Therefore, applying the Markov 
chain theory to the stochastic process for the displacement of the settling rubble, 
the stochastic model to estimate the distribution for the settling position of 
rubble is developed In this study. 

vector S for the settling position of one piece of rubble in The situation space 
this stochastic model is defined as 

5 = {-r,-r + l,...,0,...,r-l,r} (3) 

where r(= x/d = y/d) is the relative longest distance of the plane scatter of the 
landing rubble on the sea floor in the x and y direction, and r is the positive 
integral constant. Then, the transition probability matrix P is given by 

P=[p(i,j) -r ~ r,  j = — r • (4) 

where 
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Figure 4: Probability distribution for the settling position of rubble 
at different water depth. 

i-j = 0 p(i,j) = Po 
i-j = -k p(i,j)=pt 
i-j = k p(i,J) = Pk 
\i-j\>k p{i,j) = 0 

(* = 1,2 6) 

in which p(i,j) is a transition probability that the rubble settles from the i-th 
position at the m-th section to the j-th position at the ra+l-th section, p0 and 
Pk are the probabilities for the cases in which the displacement of the settling 
rubble at a section is 0 and k respectively, these values can be calculated from 
Eq. (1) and (2). Then the probability distribution for the settling position of 
rubble is given by 

IT(m)   =   n(m-l)-P 

n(o) = [ o,..., 0,1,0,..., q; 
(5) 

where IT(0) is the probability vector for the initial position of rubble at dropping. 
Figure 4 shows examples of the experimental distributions and the calculated 
results for the setlling position of rubble (solid line). The present stochastic 
model can simulate the shape of distributions regardless of the relative water 
depth with sufficient accuracy. 

Table 1 shows the correlation coefficient of dx/d and dy/d at every sections. The 
values of correlation coefficient except for z/d =7.1 may be approximately zero 
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Table 1: Correlation coefficient between dx/d and dy/d. 

Section d — 2.8 cm d = 3.7 cm d = 4.3 cm 

z/d =   7.1 0.176 0.129 0.136 
z/d = 14.3 0.019 0.006 -0.012 
z/d = 21.4 -0.002 J 0.013 -0.021 
z/d = 28.5 0.017 0.003 -0.047 
z/d = 35.7 -0.008 0.025 -0.044 
z/d = 42.8 0.032 0.023 -0.058 

regardless of the sections and the case. Therefore, it may be considered that the 
stochastic properties for the displacements of the settling rubble in the x and y 
direction are indepentent. Then the probability distribution of the plane scatter 
for the settling position of rubble is given by 

pr{x*,y*) = Ux-Uy (6) 

where Hx and IIj, can be calculated from Eq. (6). 

3.2    Spatial geometry of rubble mound discharged from hopper barge 

The spatial geometry of individual rubble mound discharged from a hopper barge 
can be evaluated by combining the volume of rubble at discharge with a prob- 
ability distribution of the plane scatter for the landing rubble on the sea floor. 
This probability distribution of can be evaluated as 

PrU) = \EPnU)\/N (7) 

where N is the number of the panels which divid the hopper mouth into the d x d 
plane size in the numerical calculations (Matsumi Y.;1990), pri{j) is a probability 
that the rubble which is fallen from the i-th discrete portion in the hopper mouth 
lands to the j'-th discrete portion on the sea floor. The probability pri{j) can 
be calculated from the probability distribution for the settling position of rubble 
(Eq. (6)). Finally, the spatial geometry of rubble mound which is discharged 
from a barge can be simulated by 

H(j) = V-Pr(j)/d" (8) 

where H(j) is the mound height in the j-th discrete portion on the sea floor, V 
is the volume of rubble at discharge. 

Figure 5 shows the comparison of heights of the calculated rubble mounds by the 
present stochastic simulation technique and experimental data by Okude et al. 
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Figure 5: Comparison bwteen height of calculated rubble 
mounds and experiments. 

(1982), in case for the rubble mound which is formed by an single discharge. In 
the experiments of Okude et al, a 1/20 scale model hopper barge with 100 m3 

hopper volume was employed. It may be concluded that the spatial geometry 
of rubble mounds formed by an single discharge can be evaluated with sufficient 
accuracy by the present stochastic simulation technique. 

4     Simulation technique for rubble mound at multi-discharge 

In the case for rubble mound formed by multi-times discharge from the same 
position, the slope of rubble mound approaches the angle of repose for the rubble 
with increasing discharge times. Then, the rolling rubbles and the sliding those 
on the slope may occur. The present stochastic simulation technique cannot cope 
with those phenomena which are recognized in the experiments. Therefore, to 
cope with the steeper slope of rubble mound than the angle of repose for rubble, 
the correctional model for the stochastic technique is investigated through the 
experiments and the numerical calculations. 

Experiments have been carried out in a laboratory settling tank with 1.5m depth 
and 2m x 2m cross-section. The hopper barge model used was a 1/20 scale model 
with 100 m3 hopper volume. The representative sizes of rubble d = 2.8 cm, 
3.7 cm and 4.3 cm are employed in the experiments. The height and width of 
the rubble mound formed by multi-times discharge from the same position were 
measured by two video cameras which were allocated in the directions of barge 
width and length. Furthermore, the change in the shape of cross section of the 
discharged mound with respect to the discharge time was investigated. From 
the experiments, it has been found that the shape of cross section of the rubble 
mound formed by multi-times discharge can be classified into three patterns, 
namely, as the discharge time increases, the sectional shape of rubble mound 
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Figure 6: Correctional model for cross section of simulated rubble mound. 
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Figure 7: Comparison of calculations for width and height 
of mound with experiments 

transforms from a trapezoidal shape into a pentagonal shape and further into a 
triangular shape with slope of the angle of repose for the rubble. 

From these shape properties of cross section of the rubble mound, a correctional 
model for the shape of cross section of the simulated mound by the present 
stochastic technique is devised as shown in Figure 6. In this figure, the dotted 
line is the cross section of the simulated mound, the solid line is the corrected 
shape, Hn and Bn are the height and width of the corrected mound respectively, 
6 is the angle of repose for rubble. In the case for Hn > L„ • sin#, the shape 
of cross section of the simulated mound is corrected to the trapezoidal shape or 
the pentagonal shape such that the areas of shadowed portions A and B become 
equal. On the other hand, in the case for Hn < Ln • sin 0, the shape of cross 
section of the simulated mound is corrected to the triangular shape with the 
angle of repose for rubble. 
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Figure 8: Change in measured 6 with respect to n. 

The values of Hn and Bn in Figure 6 have been given by comparing the cal- 
culations for the height and width of the mound at every time discharge with 
the experiments as shown in Figure 7, in which the abscissa n is the number of 
discharge time. Bnx and Bny are the measured width in the barge length and 
width directions respectively, Bmnx and Bmny are the calculated those, Hn and 
Hmn are the measured height and the calculated that. This Figure is the case 
for the water depth h = 60 cm. It is found that the calculations for the width of 
the mound at every time discharge agree with the experiments reasonably well. 
However, since the present stochastic simulation technique cannot cope with the 
sliding rubbles and the rolling those on the slope of mound, the calculations for 
the height and the experiments markedly become to disagree with increasing the 
discharge time. Then, from the investigation on the relationship between the 
simulated heights of the mound at every discharge and the measurements, it has 
been found that a linear relationship between Hmn and Hn is established and Hn 

is given by 
Hn = 0.6Hmn (9) 

Figure 8 shows the change in the angle of slope of the measured mound with 
respect to the number of discharge time n. The values of 9 show a tendency 
to approache to about 40° with increasing n. However, since the measured data 
vary widely, when reading a value of the angle of repose for the rubble from these 
results, the error of reading becomes very large. Then, the discrete block method 
(Cundall P.A.,1971, 1976) are applyed to analyze the angle of repose for rubble 
numerically. 

In the discrete block method, the rubble is approximately replaced by a circular 
element as shown in Figure 9. The elastic and inelastic characteristics of rubble 
are modeled by an elastic spring (spring coefficient; K), a viscous dashpot (vis- 
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Model in the tangential direction 

Model in the normal direction 

Figure 9: Dynamic system in the discrete block method. 

cous coefficient; r]) and a frictional slider (friction coefficient; p,). The behaviours 
of the rolling and sliding rubbles on the slope of mound can be numerically sim- 
ulated by solving the simultaneous common differential eqautions which are set 
up for the translational and rotational motions for every rubble element. The 
equations of the translational and rotational motion for every rubble element are 
given as following difference equations including unknown variables u, v and <j> 
explicitly. 

{m + CMPwVs)[u}t = 

~r][u]t-At - K[u]t-At - 0-5pwCDd\[u}t-At\[u}t-At 

+ (ps - pw)Vg 

{m + CMpwVs)[v}t = (10) 

-y[v}t-At - K[v\t-At - 0.5pwCDd\[v]t-At\[v]t-At 

I[$\t = -{ri[i]t-*t + K{ct>}t-At)d
2/i 

where u and v are the displacements of rubble element in the vertical and hor- 
izontal motions, <f> is the angle of element in the rotational motion, m and Vs 
are the mass and volume of it, / is the inertia moment of it, ps and pw are the 
density of rubble and fluid, Co and CM are the drag coefficient (= 1.0) and the 
added-mass coefficient (= 2.0) of rubble and At is the time interval of numerical 
calculation. Since the rubble is modeled by a circular element in this study, to 
prevent the modeled rubble after landing on the sea floor from the rolling mo- 
tion in the horizontal direction, the sea floor is replaced by the ripples with the 
diameter of rubble element. In the numerical calculations, the spring coefficients 
(Kn,Ka), the viscous coefficients {r/n-,ris) and the frictional slider coefficient (n) 
adopt values listed in Table 2 which contains both cases for the rubble to rubble 
and the rubble to sea floor respectively.   The difference between the values of 
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Table 2: Values of K,r],)j, and At. 

Coefficient Rubble to rubble Rubble to sea floor 

Knipsg {cm) 
Ks/p,g {cm) 

3.64 x 104 

9.48 x 103 
(1/5)3.64 x 104 

(1/5)9.48 x 103 

rjn/psg {cm/s) 
Vn/Ps9 {cm/s) 

2.18 x 10 
2.18 x 10 

(1/5)2.18 x 10 
(1/5)2.18 x 10 

P tan 30° tan 10° 

!timedischargc   ftffiXgWn    , 

3 times discharge 

Figure 10: Simulated cross section of rubble mound formed 
by 1, 3 and 8 times discharge. 

coefficients in the case for rubble to rubble and those for rubble to sea floor is to 
deal successfully with a buffer action effect due to the sand bed in the sea floor. 
The time interval of the numerical calculation At is 1.0 x 10~4s. The initial po- 
sitions of rubble elements in the numerical calculations are densely arranged in 
the simulated cross section by the present stochastic simulation technique. The 
initial settling velocity of every element in the vertical direction adopts the sink- 
ing velocity of rubble (60 cm/s) which has been clarified from the experiments. 
The calculations in the case for the multi-times discharge were carried out by 
such method that the rubble elements at the following discharge are fallen on 
the simulated mound at the previous discharge. 

Figure 10 shows the simulated cross section of rubble mound formed by one, 
three and eight times discharge from the same discharge point. As the number 
of discharge time increses, the shape of the cross section of rubble mound trans- 
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forms from the trapezoidal shape into the pentagonal shape and further into 
the triangular shape. Therefore, it can be concluded that the present technique 
simulates the dominant features which are recognized in the experiments with 
reasonable well. The angles of the slope of mound at every discharge which are 
read from the cross section of the rubble mound calculated through the discrete 
block method are shown in Figure 11. It is found that $ approaches to about 
40° with increasing n. Therefore, the angle of repose for the rubble is estimated 
to be 40° in this study, this value is adopted in the present correctional model. 

To investigate the application of the present correctional technique, the width 
and height of the corrected cross section of rubble mound are copmared with the 
experiments in the case for h = 120 cm as shown in Figure 12, in which the white 
and black symbols indicate the experiments and the calculations respectively. 
Firstly, though the calculated width Bnxc/d of the mound in the barge length 
direction can evaluate the change in the experiments Bnx/d with respect to n, 
the calculations overestimate the experiments. Secondly, in the case for the 
mound width in the barge width direction, Bny/d and Bnyc/d agree with sufficient 
accuracy. Finally, the calculations Hnc/d for the height of the mound agree well 
with the experiments Hn/d. Therefore, it may be concluded that the shape of 
the cross section of rubble mound formed by multi-times discharge from the same 
point can be evaluated by combining the stocahstic simulation technique with 
the present correctional technique. However, the applicable limitation of this 
correctional technique for the case of the barge length direction is not sufficiently 
made clear in this study. 
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Figure 12: Comparison of calculations for width and height 
of mound with experiments. 

5 Optimal Interval of Discharge Sites of Barge 

In this study, the optimal interval of discharge sites of barge is defined as a dis- 
tance between discharge points from barges which minimizes the uneven property 
of the mound's surface. Figure 13 shows the change in the size of the gap be- 
tween mounds with respect to the relative interval of the discharge sites of the 
barge, in which S is the gap size between individual mounds, H is the repre- 
sentative height of mound and a is the distance between the discharge sites of 
barges. These calculations are the case for 2, 6 and 10 times discharge at two 
kinds of relative water depths h/d = 42.8 and 71.4. The effective interval of 
the discharge sites of the barge can be determeined by this figure. Comparing 
the case for h/d = 42.8 with h/d = 71.4, when the water depth is deeper, the 
interval of the discharge points of the barge which makes the uneven property of 
the mound's surface minimum becomes longer. Therefore, it may be concluded 
that when deciding the interval of the discharge sites of the barge, the design 
water depth of breakwater becomes the important parameter. 

6 Conclusion 

Concluding remarks are as follows: 
(1) The stochastic properties for the displacement of the settling rubble at every 
section are identical and the stationary process. The stochastic simulation tech- 
inque which is developed by applying the Markov chain model can estimate the 
distribution for the settling posiotion of rubble regardless of the relative water 
with sufficient accuracy. 
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Figure 13: Change in the gap size between mounds with respect to 
the relative interval of discharge point of barges. 

(2) The angle of repose for the rubble can be numerically calculated by applying 
the discrete block method. The spatial geometry of the multi-times discharged 
rubble mound from the same point can be successfully simulated by combining 
the present stochastic technique with the present correctional technique. How- 
ever, applying this combined simulation technique for the case of the barge length 
direction, the problem of how to deal with the width of the mound remains still. 
(3) The effective interval of the discharge points from barges which makes the 
uneven property of the mound's surface minimum in the case for the barge width 
direction is clarifyed in connection with the design water depth of breakwater 
and the number of discharge times. 
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CHAPTER 242 

Vortex Train in an Offshore Zone 

Nobuhiro   Matsunaga*    and Kosei Takehara^ 

Abstract 
A row of vortices forms in an offshore zone when two- 

dimensional regular surface waves run up on a sloping flat bed. 
It  is  called  the  offshore  vortex  train. The  vortices  begin  to 
appear near a breaking point. Moving in the offshore direction, 
they develop and increase their horizontal length scale through 
the  vortex  merging. The  vortex  train  forms  due  to  the  shear 
instability   between   onshore   and  offshore   drift-currents. After 
reaching a location of the offshore side, however, they decay 
rapidly because of the decrease of shear strain rate between the 
drift-currents. The formation region has been investigated on 
the   basis   of  visual   experiments   for  three   bed   slopes. The 
formation does not depend on the type of wave breaking but is 
observed when the steepness of deep water waves is smaller 
than 4.2x 10"2. The horizontal length scale of the vortices and 
the velocity of the vortex movement have also been evaluated 
empirically. 

Introduction 
A coastal region has attracted considerable research 

attention because of the central role which it plays in the budget 
of sediment, the generation of nearshore currents, the diffusion 
of   pollutant,   etc. This   region   is   usually   divided   into   the 
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2 Research   Associate,   Department  of  Civil   Engineering,   Kinki 
University,  Osaka 577, Japan. 
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nearshore zone and the offshore zone (e. g. Komar 1976). 
Typical features of the nearshore zone are breaking waves and 
turbulent fluid motion. Miller (1976) pointed out the formation 
of breaker vortices from the behavior of air bubbles entrained 
due to wave breaking. Since his work, the turbulence structure 
in this zone has been investigated vigorously through field 
observations   and   laboratory   experiments. Most   of   these 
studies, which have been reviewed in detail by Peregrine (1983) 
and Battjes (1988), are mainly concerned with coherent 
structures near the free surface. Matsunaga & Honji (1980) and 
Matsunaga et. al. (1988) showed that the Stokes layer separates 
periodically near a breaking point when two-dimensional regular 
waves climb up a sloping flat bed, and that the separated flow 
forms a vortical pattern and lifts up a large amount of sediment. 

On the other hand, the fluid motion is considered usually to 
be   irrotational   in   the   offshore   zone. The   Lagrangian   mass 
transport of fluid in waves is one of interesting problems in this 
zone. Bagnold  (1947)  carried  out  the  experiments  in   which 
two-dimensional, regular waves propagated on a horizontal 
smooth bed. He found a strong, forward drift-current along the 
bed, and a weak, backward one induced under the water 
surface. The difference between  Bagnold's observation  and the 
well-known   'Stokes drift'  created a  sensation. Longuet-Higgins 
(1953) solved it theoretically by taking into account the 
existence of the Stokes layer. Russell & Osorio (1958) measured 
the velocities of the forward drift-currents at the outside edge of 
the Stokes layer for horizontal, up-sloping and down-sloping 
beds. Their data collapse well on the theoretical curve obtained 
by   Longuet-Higgins. The   authors   (1988)   also   carried   out 
laboratory experiments to investigate the drift-currents for the 
case   when   two-dimensional   regular   waves   climb   up   a   sloping 

Figure 1.       Offshore vortex train. 
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bed. At that time, they found a row of vortices forming under 
the  waves. As  mentioned  previously,  the  fluid  motion  in  the 
offshore zone has been treated generally as irrotational one. 
Therefore, this is a fresh phenomenon in the fluid dynamics as 
well   as   the   coastal   engineering. It  was   called  the  offshore 
vortex  train. Figure   1   shows  one  example  of the  offshore 
vortices  visualized by  using  dye  of aniline  blue. The  arrow 
indicates   the   direction   of   wave   propagation. The   interval 
between B and C was 0.5 m. The mean water depth was  14.0 
cm at position B. The bed slope was   1/23.5 and the breaking 
point was 2.68 m shoreward from position C. The vortices with 
the clockwise rotation are seen obviously. They move slowly 
in the offshore direction along the water surface and increase 
their   intervals   by   the   vortex   merging. After   reaching   a 
location of the offshore side, however, they decay rapidly. 

In this paper, universal expressions about the formation 
region of the offshore vortices, the horizontal length scale of the 
vortices and the velocity of the vortex movement are given 
through  visual  experiments  for three  bed  slopes. 

Experimental   set-up   and   procedure 
Figure 2 shows schematically an experimental apparatus. 

The wave tank was 12 m long, 0.4 m deep and 0.15 m wide. It 
was made of transparent acrylic plates and equipped with a 
sloping  flat bed. The  grades  of tan  9 = 1/37.0,    1/23.5    and 
1/12.3   were   used   as   a   bed   slope. Two-dimensional   regular 
waves were made by oscillating a flap. The wave period T was 
varied from 0.517 s to 2.59 s. The wavelength in deep water 
Lo, being calculated from gT2/27t, was in the range from 0.417 m 
to  10.5 m, where g is the gravitational acceleration. The local 
wave height H was measured by using a capacitance-type wave 
gauge, and the local wave velocity C by putting a measuring 
point   between   two   wave   gauges. The   wave   height   in   deep 

12.0 

Figure 2.       Schematic diagram of experimental set-up 
(dimensions in m).    (a) water tank;  (b) wave 
generator; (c) sloping bed;  (d) wave gauges. 
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water Ho was evaluated by dividing the shoaling coefficient into 
H. The value of Ho ranged from 0.93 cm to 6.58 cm. The local 
wavelength L was calculated from L = C T. 

Drift-currents induced in the offshore side from the breaking 
point were investigated by means of flow visualization. Dye of 
water-soluble aniline blue was used as a tracer. Granules of the 
dye were scattered on the water surface of the offshore zone. 
Whether the vortex train formed or not was confirmed through 
visual  experiments. The behavior of vortices was videotaped to 
evaluate their characteristic quantities, i. e., the horizontal length 
scale of the vortices / and the velocity of vortex movement u. 
The length scale, which is defined by the horizontal distance 
from center to center, was determined by sampling some dozen 
of pictures in which the vortices arrange well over a distance of 
0.5 m, and by averaging the read vortex intervals over the 
number of the samples. About ten sampled pictures were used 
for the evaluation of each value of u. The value of u was 
obtained by dividing a given distance by the time elapsed while 
a vortex moved through the distance, and by averaging the 
velocities  measured in this  way  over the  sampling number. 

Universal  expression  for  vortex  formation 
Figure 3 shows a relation between the formation of the 

offshore vortex train and the types of breaking waves. The 
open circles and solid ones indicate its formation and non- 
formation, respectively. The two solid lines are border lines 
between three types of breakers, which are given by Gaughan 
and Komar (1975). It is seen from this figure that the division 
of the formation region is given by the dash-dot line, i. e., Ho/Lo 

= 4.2 x   10"2 , and that it is independent of the breaker types. 
The formation conditions for the offshore vortices can be 

determined by using the variables of h, L, H, T, C, g and tanG, 
where   h   is   the   mean   water   depth. Two   variables   can   be 
eliminated by considering into account the dispersion relation of 
water waves and the relation of C = L/T. If C and g are chosen 
as the two variables and the dimensional consideration is 
performed, a non-dimensional expression for the formation 
region is given by 

/ ( H/L, h/L, tanG ). (1) 

In  figures  4(a)  to   (c),  the  regions  of the  vortex  formation  and 
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Figure 3.      Relation between the formation of offshore vortex 
train  and the types  of breaking waves. 

non-formation are indicated by the open circles and solid ones, 
respectively. The    solid   curves    mean    the    limiting   wave 
steepness. These   figures   make   it   clear   that   the   offshore 
vortices form in a shallow region offshoreward from the 
breaking point in the case when the wave steepness is relatively 
small. 

Let us try to represent the three formation regions shown in 
figures  4(a)  to  (c)  universally. For  this  purpose,  at  least,  a 
coordinate system should be chosen to give an universal 
expression  for  the  limiting  wave  steepness. Various  empirical 
relations between the wavelength Lb, wave height Hb and water 
depth hb at the breaking point have been proposed by many 
researchers   (e.g.   McCowan   1894   and   Miche   1944). Galvin 
(1972) gives a relation including the bed slope, 

Hb/Lb = 0.72 (1 +6.4 tan9 ) hb/Lb . (2) 

In figure 5, the data obtained in this study are plotted to confirm 
the validity of Galvin's relation. The measured values for tan9 = 
1/10  are  also  included  in  this  figure. The  linear line  shows 
Galvin's relation and the curved line is obtained by applying the 
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Figure 4.      Formation regions of vortices for three bed slopes. 



OFFSHORE ZONE VORTEX TRAIN 3169 

Hb/Lb 

10      (l + 6.4tan9)hb/Lb 

Figure 5.       Universal expression for characteristic quantities of 
breaking  waves  on  various  bed slopes. 

(b) 

X'J^\ s 

0.1 0.2 
(l+6.4tanG)h/L 

0.3 

Figure 6.      Universal expression for the vortex formation. 
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least squares method to these data. Though the data agree well 
with relation (2) at HD/Lb ^ 0.05, the disagreement between 
them becomes remarkable in the range of Hb/Lb > 0.05. 
However, it is seen that the use of this coordinate system can 
express universally the limit of wave steepness over the wide 
range of Hb/Lb. 

In figure 6, the data shown in figure 4 are rearranged in 
Galvin's  coordinate  system. The  three  formation  regions   are 
unified in the region bounded by three solid lines (a), (b) and 
(c). The offshore vortices form when waves with Ho/Lo ^ 4.2 
x 10"2 propagate on a sloping bed. The condition is expressed 
by the region under line (b). The onshore border of the vortex 
formation is the breaking point, and that of the offshore side is 
given by line (c). 

Quantitative   properties 
1. Horizontal length scale of offshore vortices 

The horizontal interval between offshore vortices / can be 
described completely by using the seven characteristic quantities 
of h, L, H, C, T, g and tanG. As discussed in the previous section, 
however, two dimensional quantities can be removed from these 
seven  quantities. If C  and  g  are  eliminated,   a  dimensionless 
form of / is given by 

//h =/ (H/L, h/L, tanG). (3) 

Figures 7(a) to (c) show relations between //h and H/L for 
each value of tanG. It is seen that //h is proportional to (H/L)"l. 
Though the value of h/L was varied from 0.015 to 0.15 in this 
study, no systematic dependence of l/h on h/L was recognized. 
By approximating these data with the solid lines and plotting the 
values of (l/h) / (H/L)"l   against tanG, the relation 

l/h = 1.2 x 10-2  (tanG)-l/3   (H/L)-l (4) 

is  obtained empirically from figure  8. The comparison of the 
experimental  data  and  equation  (4)  is  shown  by  figure  9. It 
gives a good agreement. Another important thing is that l/h is 
of order unity. This means that the length scale of the offshore 
vortices is  controlled mainly by the  local water depth. 
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2. Velocity of vortex movement 
The offshore vortices move slowly in the offshore direction. 

As discussed above, their velocities u  also depend on h, L, H, T 
and tanG.        The dimensional consideration deduces 

u/(L/T) =/ (h/L, H/L, tanG). (5) 

Since u and L/T are of order 10"! cm/s and 10^ cm/s, 
respectively, the value of u/(L/T) becomes extremely small. 
Therefore, L/T seems to be unsuitable as a quantity to non- 
dimenisonalyze  u. Another  representative  quantity  is  the 
velocity of offshore drift-current in the offshore zone. Longuet- 
Higgins derived its velocity profile induced by the wave 
propagation on a horizontal bed, i, e., 

kh = 0.5 

F(H) 

Figure 10.    Longuet-Higgins' solution at kh = 0.5 

Figure 11.    Dependence of Fmax on kh. 
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U(Z) = (TCH/L)2 C F(z/h), (6) 

where 

F(ji) =  1 \l cosh J2kh(M- - l)) + 3 + kh sinh (2 kh (3U2 - 4(i + l)) 
4 sinh2kh L 

+ 3(sinh_2kh+i|(|x2.1)l (7) 

I    2kh        2/ J' 

z-axis is taken in the direction downward from the mean water 
level and k is the wave number. Figure 10 shows the profile of 
F(u) at kh = 0.5. The positive value of F(u) means that U(z) has 
the  velocity  in  the  offshore  direction. The   profile  given  by 
equation (7) takes a positive maximum value Fmax as shown in 
figure 10. Figure 11 shows the relation between Fmax and kh 
which was obtained numerically. Here, let us use the maximum 
offshore  velocity  calculated  from 

Umax = (« H/L)2 C Fmax (8) 

as a characteristic quantity controlling u, though it is obtained 
for a horizontal flat bed. In this case, a dimensionless form is 
given  by 

u/Umax =/ (h/L, H/L, tanG). (9) 

Figures 12 (a) to (c) show the relations between u/Umax and h/L 
for three bed slopes. The tendency that u/Umax   increases  in 
proportion to h/L is recognized from these figures, but no 
systematic dependence of u/Umax on H/L is seen. The relation 
between the proportional factors, which are obtained by 
approximating the data with the solid lines, and tanG is shown in 
figure   13. It is  seen that the proportional factors depend on 
(tan9)2/3. From these  results,  an  empirical  relation  for  the 
velocity  of vortex  movement, 

u/Umax = 3.6 x 10* (tan8)2/3 (h/L) (10) 

is   obtained. The   comparison   of  the   experimental   data   and 
equation   (10)   is   made   in   figure   14. A   good   agreement   is 
recognized. 
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Conclusions 
It was found that a row of vortices, which was called the 

offshore vortex train, forms along the water surface of an 
offshore zone when two-dimensional regular waves whose 
steepness in deep water is smaller than 4.2 x 10*2 run up on a 
sloping bed. It  seems  to  occur owing  to the  shear instability 
between   the   onshore   drift-current   and  the   offshore  one. The 
instability   starts   near   the   breaking   point. Moving   in   the 
offshore direction, the vortices merge each other and increase 
their  intervals  in  the  size  of water  depth. After  reaching  a 
location of the offshore side, they begin to decay because of the 
decrease of the strain rate between the two drift-currents. The 
universal expressions were also obtained empirically for the 
formation of the offshore vortices, their horizontal length scales 
and the velocities of vortex movement. 
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CHAPTER 243 

The Variation of Floe sizes within a turbidity maximum 
at spring and neap tides 

J C McCabe1, K R Dyer2, D A Huntley2, A J Bale3 

Abstract 

The variation of floe size has been measured during 
spring and neap tides at a height of 0.5 m above the 
bed in the turbidity maximum of the Tamar Estuary, UK. 
Two size populations were present. Small floes were 
eroded from the bed during spring flood tides and were 
transported up estuary. Large floes were dominant at 
other times, particularly just after high water when 
differential settling concentrated large floes near the 
tip of the salt intrusion. 

Introduction 

Many studies have shown that the size of floes of 
cohesive sediment are functions of salinity, temperature, 
concentration (Owen, 1970), turbulent shearing (Burban 
et al, 1989) and other factors, such as surface ionic 
charge (Hunter & Liss, 1982). Most of these studies 
have been carried out in the laboratory, and the results 
interpreted in terms of known field situations.   How- 
ever, many of the floes are fragile and floe sizes and 
size distributions obtained from samples are not good 
representations of those present in-situ (Gibbs & 
Konwar, 1983). There have been few studies where the 
undisturbed floe sizes have been measured in-situ. 
Gibbs et al (1989), Eisma et al (1990), Wells (1989), 
have used an underwater camera;  Bale and Morris (1987) 
a marinized Malvern laser particle sizer, and van 
Leussen & Cornelisse (1992) an underwater video system. 
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2     • .... 
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Despite use of these techniques, it is still not clear 
what is the spatial and temporal distribution of floe 
sizes within a turbidity maximum, and what are the 
controlling processes. 

This paper describes an in-situ study of the floe size 
distribution in the turbidity maximum of a partially 
mixed estuary carried out over spring and neap tides. 
The objectives were to consider the question of whether 
turbulence affects floe sizes in estuaries, but 
initially a description of the tidal variation of floe 
size was necessary. 

Methods 

A Malvern laser sizer was mounted on a bed frame at a 
height of 50 cm above the bed. This instrument, 
described by Bale & Morris (1987) , measures the diffrac- 
tion of a laser beam by suspended particles in a 
sampling volume of approximately 1 cm-^. The sizer 
produces a percentage size distribution in sixteen bands 
for diameters from 564 |j.m to less than 5.8 nm. Two 
distribution samples were recorded every 20 minutes. 

Also mounted at a height of 50 cm were two Valeport 
annular electromagnetic flowmeters. These were mounted 
orthogonally at 45° to the flow direction so that the 
longitudinal and lateral components of the flow could 
be resolved, together with two estimates of the vertical 
component. Downing Optical Backscatter Gauges (OBS) were 
mounted at 23 and 50 cm height. 

Through depth profiles were carried out every 2 0 mins 
to obtain profiles of salinity, temperature, velocity 
and suspended solids. This paper will concentrate on 
the results from the vertical profiles and the floe 
sizer. 

Measurements were carried out over two spring tides (4, 
5 July 19 89) when the tidal range was 4.3 to 4.2 m, and 
two neap tidal cycles (28, 29 June 1989) with tidal 
range of 2.9 to 3.0 m at a position near Calstock on the 
Tamar Estuary (Fig 1). This position, 8 km from the head 
of the estuary, was within the tidal trajectory of the 
turbidity maximum and in the area where significant 
variations of concentration were likely during the tide, 
together with erosion and settling. 

Results 

General Structure 

During the neap tide (Fig 2) the rig was located within 
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the river water at low water, with the turbidity 
maximum to seaward. As the tide flooded, the turbidity 
maximum was pushed landwards, with concentrations of 
500 mgl"-* being measured near the bed. Maximum veloci- 
ties at this point coincided with the peak of the 
concentrations in the turbidity maximum. Once the peak 
of the turbidity maximum had passed, the saline 
intrusion appeared as a well mixed water column, rather 
like a piston pushing up the estuary. At HW there was 
a period of almost 2 hours of low velocities and 
salinities of >12°/oo near the bed. The surface outflow 
started before high water and the almost stationary 
salt intrusion was gradually eroded down to the bed 
over a period of about 2 hours with intense shearing at 
a rate of about 0.2s--'- at the interface. Once the salt 
intrusion had been eroded, and the ebb current penetra- 
ted to the bed, the turbidity maximum was carried back 
on the ebb tide, but with peak concentrations about 
half and peak velocities about two-thirds those on the 
flood. 

The pattern of change over a spring tidal cycle was 
remarkably similar, but with somewhat enhanced veloci- 
ties and concentrations (Figure 3). On the flood tide 
concentrations in the turbidity maximum reached 1000 
mgl--'- with velocities of 1 ms-l. On the ebb tide 
concentrations were again about half that on the flood, 
but with velocities the same as that on neaps. The 
other two tidal cycles gave almost identical information 
for spring and neap tides. 

Floe Sizes 

The size distributions show that there were two 
predominent modes in the floe distribution, floes of 
less than 5.8 urn and floes of 100 urn and larger.   The 
relative proportions of these varied consistently 
through the tide. The smallest particles are thought to 
be individual grains and microflocs with small settling 
velocities and with stable structure. The largest floes 
are likely to have been prone to break-up during 
shearing, and to rapid settling at times of low currents. 
Consequently their reltive numbers were related to 
current speed. 

During the first part of the flood tide in the water 
upstream of the turbidity maximum, the floes were 
predominently in the fine sizes. Within the turbidity 
maximum on the flood tide, there was a significant 
difference between spring and neap tides (Fig 4). 
On neap tides there was a broad peak of large floes 
centred at about 200 urn, and with very few small floes. 
During spring tides, however, there was a predominence 
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of fine floes, with no large floes. There were more 
floes in the size range 10-100 |im at spring tides, and 
these may be the result of turbulent breakup of the 
larger floes present at neap tides. 

At the seaward end of the turbidity maximum, encountered 
a little later in the flood tide the proportion of fine 
floes diminished rapidly, and large floes predominated. 
This period extended over high water and into the 
beginning of the ebb tide. The peak of the distribution 
became more and more sharp (better sorted), until during 
the time when the salt intrusion was being eroded, there 
were relatively few floes of less than 100 nm (Figure 5). 
There is a remarkable similarity between the size 
distributions at this phase of the tide between neap 
and spring tides. It is also likely at this time that 
there were larger floes still within the water that were 
beyond the resolution of the instrument. 

Within the turbidity maximum on the ebb the proportion 
of large floes diminished and the proportion of floes 
in the size range 30-200 (im increased (Figure 6) . The 
differences between spring and neap tides in the frac- 
tion greater than 10 |J.m in the ebb turbidity maximum is 
small in comparison with those in the turbidity maximum 
on the flood tide. This may reflect the similarity in 
current velocities and in concentrations on neap and 
spring ebb tides, and the contrast on the respective 
flood tides. 

Consequently there appears to be a significant variation 
in floe sizes through the turbidity maximum, with large 
floes predominating at the downstream end of the 
maximum. The fine sizes are present at spring tides and 
particularly during the maximum flood current. 

Discussion 

The most striking feature is that the spring flood 
turbidity maximum consisted almost entirely of particles 
less than 6 nm in diameter. The neap flood turbidity 
maximum consisted mostly of larger particles. The active 
event seemed to be the spring flood tide when new primary 
particles were eroded off the bed. These were carried 
upstream past the rig, but did not all return on the 
ebb. The distribution of larger particles remained 
remarkably similar on each ebb and was also similar to 
that of the neap flood. These observations suggest that 
there are two populations of particles present, with 
different characteristics. 

It is surprising that the two populations of floes can 
be so distinctive especially in the energetic spring 
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tide situation. The dramatic change in the floe size 
distribution was associated with the erosion and retreat 
of the salt intrusion prior to the passage of the main 
part of the turbidity maximum on the ebb tide. As the 
salt intrustion was entrained into the upper layer and 
the interface was eroded down to the height of the 
instrument, the particle size became steadily larger 
and better sorted. When the interface was below the 
level of the sensors, and they were in the upper sea- 
ward flowing brackish layer, the sizes abruptly 
decreased. The size variation during this period may be 
explained by comparing the rate of entrainment with the 
particle settling velocity.   The entrainment rate of 
~ 1. 5m hr--'' or the rate of descent of the interface, is 
comparable with the settling velocity, measured in-situ, 
of about 200 |im (Fennessy, pers comm) . Thus floes of 
this size would tend through settling to accumulate at 
the interface. Larger particles would settle through 
into the lower layer and reach the bed, though the 
larger floes may have an effective density low enough to 
become neutrally buoyant at the interface. Fine particles 
would be sheared off downstream in the brackish water 
layer. Thus, as the thickness of the lower layer reduced, 
the larger particles became concentrated at the tip of 
the salt intrusion. This process will enhance the effects 
of differential settling which will cause larger par- 
ticles to accumulate near the bed. Differential settling 
will also take place throughout the turbidity maxima, 
but redispersion will occur during the maximum currents. 
In this case some breakup of the floes is likely to 
broaden the peak of large floes and reduce the modal 
diameter. Thus largest floes are retained at the down- 
stream end of the turbidity maximum.   Gibbs et al (1989) 
have found in the Gironde Estuary that the maximum of 
floe size is 30 km seaward of the turbidity maximum, 
and there are indications of similar floe size distribu- 
tions within the turbidity maximum of other estuaries 
(Eisma et al, 1991) . 

On the flood the maximum is advected upriver picking up 
any large floes that settled out during the ebb. On 
spring tides primary particles are also eroded from 
the bed to form the bulk of the floes. The turbidity 
maximum passes upstream and, since less particulate 
matter is carried downstream on the ebb, deposition 
occurs. Differential settling takes place and those 
settling into the salt intrusion are separated by the 
velocity shear from the finer floes. The larger floes 
are then re-eroded on the following flood tide. 
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Figure 1.  Tamar estuary, Devon, S. England  showing 

location of measurements ( Station 1) and 

distances in Km from the tidal limit. 
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CHAPTER 244 

DISPERSION OF HEAVY SUSPENSIONS 
IN WAVE BOUNDARY LAYERS 

Chiang C. Mei & Chimin Chian 
Department of Civil Engineering 

Massachusetts Institute of Technology 

1. Introduction 

The transport of suspended particles is of interest to the coastal engineer 
because it affects the distribution of sediments and the evolution of shorelines. 
It is also important to pollutant disposal in the sea, and to the transport of 
nutrients needed for sustaining marine life. Planktonic larvae depend on waves 
and currents to carry them from offshore to the rock stratum for reproduction 
and growth. External fertilization of sperms and eggs of marine organisms are 
further affected by the convection and diffusion processes in the sea. 

Taylor's pioneer work in a steady flow through a tube has shown that diffu- 
sion, whether molecular or turbulent, is greatly enhanced by transverse shear in 
the flow. Since in the sea the bottom boundary layer is the zone where shear is 
the strongest, dispersion must be the most prominent there. For wave-induced 
boundary layers only the flow field has been studied extensively. For example 
Stokes laminar boundary layer theory has been extended to turbulent bound- 
ary layers by Kajiura(1968), Jonnson & Carlsen(1976), Grant & Madsen(1979) 
and others. The mean circulation induced in the oscillating boundary layer by 
Reynolds stresses has been studied under pseudo-laminar model by Longuet- 
Higgins(1958), Hunt & Johns(1963), Carter, Liu & Mei(1973) etc. Trowbridge 
& Madsen(1984a,b) further extended it to turbulent flows. So far there has 
been little theoretical work for predicting dispersion in wave boundary layers. 

What is needed is a theory for diffusion of particles in such a transient and 
nonuniform field of shear. In this paper we outline our recent work obtained 
by employing the theory of homogenization, which is a systematic technique 
of taking averages over the period of microscale to obtain the slow variations 
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over the microscale. The central tool is the method of multiple scales which has 
been recently applied to disperison through spatially periodic porous media. 
The same technique is shown here to be effective for wave problems where there 
is periodicity in time. Specifically we consider here the dispersion of a cloud 
of suspension with a prescribed initial distribution in the boundary layer. At- 
tention will be focussed on small amplitude waves without ambient current so 
that the flow field including the first order oscillations and second order mean 
can be worked out by a perturbation method, and use will be made of the 
fact the a the boundary layer is much thinner than the horizontal length scale 
so that the vertical variation can be decoupled from the horizontal problem. 
Starting with a convective diffusion equation for a heavy suspension for one 
particle size, we expand the concentration as a perturbation series in powers 
of the wave steepness. At the leading order the concentration is expected to 
vary only slowly in time and does not oscillate with the wave because of its 
weak velocity field. The vertical distribution is due to the balance between 
vertical diffusion and gravity, but the horizontal distribution is undetermined. 
The corresponding mathematical problem is a homogeneous boundary value 
problem in the vertical direction. At the next two orders the fluctuation from 
the mean is caused by the oscillatory velocity field and consists of both oscil- 
lating and slowly varying parts. Their time averages over a wave period are 
governed by two inhomogeneous boundary value problems in the vertical direc- 
tion. The solvability condition which imposes constraints on the horizontal and 
temporal variation of the leading order concentration, leads to the the effective 
diffusion equation. The effective horizontal velocity of convection is shown to 
be a weighted average of the induced streaming velocity in the boundary layer. 
For the special model of constant eddy visocity, the convective velocity and 
dispersivity tensors are found explicitly in terms of the oscillatory velocity field 
outside the boundary layer. Specific intitial value problems for a prescribed 
initial concentration cloud will be solved for the following cases, with emphasis 
on the effects of the initial position of the cloud on its final destiny. 

2. Perturbation analysis of diffusion in the boundary layer 

We assume that the particles are so small that its velocity is nearly equal 
to the mean velocity of the local fluid, and that the volume concentration is so 
small that the suspension cloud does not alter the dynamics of the fluid motion. 

Let C denote the volume concentration, — w0 the fall velocity of the sus- 
pended particles, and DH,DV the eddy mass diffusivities. The diffusion equa- 
tion for the concentration C of a very dilute sediment cloud can be approximated 

by 

dC     dujC      d „ .„       d   /      dC\      d  /     dC\     ,n A. 
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where j = 1,2 and UJ represent the horizontal components of the fluid velocity 
and w the vertical component. The crucial boundary condition on the seabed is 
a matter of considerable uncertainty. For example in steady unifom flows there 
should not be any net exchange of particles, hence 

dC 
flv-r- + woC = 01 (2.5) 

oz 

This leads to the profile of C(z)/C(0) but leaves the value of C(0) undetermined. 
For spatially nonuniform flows Sayre (1969) proposed the following empirical 
relation 

dC 
Dvlr- + (l-a)woC + W = 0, 

oz 

where a is the bed absorbency coefficient representing the probability that a 
particle settling to the bed is deposited there, W the average rate of local 
entrainment. Direct measurements of a and W are obviously difficult and none 
is known to have been made. To simulate resuspension in wave boundary layers 
it has been proposed that the rate of concentration flux is an empirical function 
of time. Others have suggested that the bed concentration is proportional to 
the excess shear stress over the critical stress to initate the bed load movement. 
These empirical consideration are necessary practical measures when local scour 
is an integral part of the sediment process. However, there are situations where 
the sediments or contaminants are dumped from ships, or released from a sewage 
outfall, and not supplied locally from the seabed. Then as long as they can be 
kept in suspension, the no-flux condition is still appropriate. We shall confine 
our attention to such cases where the bed is non-erodible bed and particles so 
small that they are kept in suspension for almost any bed shear. It is reasonable 
to take a = W = 0 so that 

dC 
Dv—+woC = 0,    z = 0 (2.6) 

oz 

suffices. 

At the upper edge of the boundary layer we assume 

C = 0, z -> oo. (2.8) 

In addition, the initial horizontal distribution of the depth averaged concentra- 
tion is prescribed in some source area. Thus the physical problem is to seek the 
long-time diffusion of a sediment cloud from a localized source. 

In oceanic flows, momentum eddy diffusivities in horizontal and vertical 
directions may be quite different (see e.g., Pedlosky, 1979), but the value of 
the horizontal diffusivity is difficult to estimate reliably. In past theories on 
dispersion, two assumptions are common. One is the equality of momentum and 
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mass diffusivities (Reynolds analogy, Taylor, 1953). The second is the equality 
of the longitudinal and transverse diffusivities (Taylor, 1953; Sayre, 1969 and 
Sumer, 1974). In wave boundary layers, there is the added complexity that the 
eddy viscosity may depend on time. However, for coastal applications, most 
models of eddy viscosity are time-independent (see Sleath 1992 for survey); this 
simplifying assumption is also adopted here. 

In the present problem there are several characteristic length scales in 
the vertical direction. The first is the thickness of a steady concentration 
layer due to the balance of downward sedimentation by gravity and vertical 
diffusion, d ~ Dv/w0. Associated with fluid oscillations there are two ad- 
ditional vertical length scales, i.e., the oscillatory boundary layer thicknesses 
8 ~ yj2vel<jj and Sp ~ ^j2D\r/w, For generality, all three scales are as- 
sumed to be comparable, i.e., implying that 

/   JT   \ 2 

Sc=i~teJ=0(1)' (2-9) 

where 5c is the Schmidt number. 

We now consider small amplitude oscillations of high enough frequency so 
that both the wave steepness, kA, and the ratio of the oscillatory boundary 
layer thickness to the wave length, kS, are small,   i.e. 

e = kA<l, (2.10a) 

p = k6<[2£<l. (2.106) 
V uv 

Let us expand the velocity field («j, w) in powers of e, 

ui = u(
i
1) + u(2) + ...,    i = l,2;        w = w{1) + w{2) + ..., (2.11) 

where the superscripts indicate the order in powers of e, i.e., u\ , w^ = 0{en). 
Clearly there are two distinct time scales in the diffusion process, one for the 
vertical diffusion across the boundary layer, 0(82/Dy), and the other for the 
horizontal diffusion across a wave length, 0(l/fc2Z?H). The ratio between the 
two is 0(k282DnlDv) — 0(fi2). It is therefore natural to introduce multiple 
scale coordinates for time, t and t' = /32t. Assume for generality e = 0(/?) so 
that we may use 

T = e2t (2.12) 

instead of t', and expand C as a perturbation series 

C = C(0) + C(1) + C(2) + . • •, (2.13) 
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where C^ is independent of the fast time scale and C^n\n = 1,2,... dependent 
on t and T. At the leading order in e, C^ satisfies the homogeneous ordinary 
differential equation 

-W°^J- = & (Dv-dT)'     °< *< °°' (2'14) 

with the homogeneous boundary conditions 

a* 
C(o)=0,        *-+oo. (2.16) 

iK.CC'+fly^- =0,        2 = 0; (2.15) 

The nontrivial solution is 

where 

C(0) = CF, (2.17a) 

w„ 
F = exp(- / jf-dz] (2.176) 

(-/• 

gives the vertical structure and 

C = 6(xi,T), i = 1,2 (2.17c) 

gives the horizontal variation of C^°\ As in the steady uniform flow C^0' is so 
far unknown. At 0(e), the period-average of C^'(x, y, t, T) can be shown to be 
zero. Assuming the first order fluid velocity in the boundary layer to be simple 
harmonic, the time-harmonic part of C^ is forced by various products of ir1' 
and C'0' and their derivatives. Therefore C'1' can be solved in terms of C^0' 
and its horizontal gradient. At 0(e2), the period-average of C^1' satisfies an 
inhomogeous differential equation similar to (2.6). Its solution implies that the 
depth average of th forcing terms must vanish. This leads to 

'<"+ k^F)&\' -£<"• 'c">) + ^"i]<?"> (2'I8) 

Once a specific choice of Dy and Du is made, the right hand side of (2.18) can 

be found in terms of C^°\ hence C. This then gives the effective convection- 

diffusion equation for C. As will be identified later, u\ on the left is Eulerian 
streaming in the boundary layer. The first term on the right represents the 
dispersion due to oscillatory shear in the boundary layer and the last term the 
horizontal turbulent diffusion. 

Though the form is entirely expected, every term in (2.18) has been deduced 
here without additional closure hypotheses. 
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In the rest of the paper the simplifying assumption DH = Dy — D = 
constant will be made to enable explicit analytical results. 

3. The Stokes effective coefficients 

For constant eddy diffusivities the first order velocityu is the well known 
solution of Stokes the second order mean is the Eulerian streaming inferable 
from Hunt and Jonhns (see Mei 1983). Details of C^1' is described elsewhere. 
After considerable algebra we get the effective diffusion equation for C: 

dC_     _9 
dT + dx 7 K) 

d2C        d_ 
dxjdxj     dx{ 

Vi 
&c 
dxi 

where 
1     / dV* dU* dV* 

W = -» f H.Uo^ + H2V0^ + H3U0^ 
UJ    \ ox ay ay 

1    /        dV* dV* dU* 
V = -»( HXV0^- + H2U0^ + H3V0^- 

to     \ ay ox ox 

*^xx  — ^ 

£>„* = & 

L^xy — J^ —(u:v0) 

l^vv — ^ £iv.,» 

(3.1) 

(3.2) 

(3.3) 

The coefficients H1,H2,H$ and H^ are functions of M and Sc. 

Equation (3.1) may be normalized by defining V0 to be the maximum of 
the first order velocity (U„ + V2)1!2 and letting 

ul, KJ/^j t'= (3.4) 

where primes denote dimensionless quantities. Then 

DC 
dt> 

d d 

i+M«s)-M« 
PC 

(3.5) 

wher 
/ 377'* dU'* dV* 

/ dV* dV* dU'* 
V = »(H^^r + H2U'0^r + H3V!     ° 

dy> dx' ° dx 

Ky = v'xy = u(HAu'0*v:), 

D' = D/(U*J«>), 
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in which K\- are components of the total dispersivity tensor. 

In steady flows in a channel or a tube the longitudinal dispersion coefficient 
is usually much greater than diffusivity (molecular or eddy). It can be shown 
that the shear-enhanced dispersion can be much greater than the eddy diffusiv- 
ity if the ambient oscillation is sufficiently intense or the frequency sufficiently 
low. Otherwise the two can be comparable. 

We now examine the spatial variations of the dispersion phenomenon by 
specific examples. For brevity, primes on dimensionless quantities will be drop- 
ped for convenience in later discussions. The values of Hi, J?2, H3, JJ4 are for 
M = Sc=l. 

4. Two-dimensional diffusion of a localized cloud in bidirectional 
waves 

We consider a system of short-crested waves whose inviscid velocity ampli- 
tudes near the seabed are described in dimensional variables by 

U„ = 2zC/ocos!9sin(yh:cos0)e^sin(\ 
(4 1) 

V0 = 2U0 sin 6 cos(kx cos 0)e'ky sin e 

This corresponds to a plane wave incident towards and reflected by a sea wall 
along the y axis. The angle of incidence is 8. In normalized variables (with 
primes omitted), we have 

U0 = 2i cos 6 sin(a; cos d)eiys'm e, 
•   •   .   • (4-2) 

V0 = 2 sin 6 cos(;r cos 6yy sme 

It is easy to calculate the following dimensionless coefficients, 

U = [23£(.fl"i)cos3<? + (3fc(#3) - 9t(H2))sinesin28] sin(2:r;cos6>), 

V = [23(#i) sin3 9 + S(H3) cos 6 sin 26] 2 cos2 (x cos $), 

Kxx = 4SR(jff4) cos2 6 sin2(;r cos 6) + D, 

Kyy = 45R(if4) sin2 0 cos2(a; cos 6) + D, (4.3) 

Kxy — —Kyx = 9:(ff4)sin2#sin(2:Ecos0). 

Note that the tensor {Kij} is not symmetric. 

Let us examine the diffusion due to the impulsive release from a localized 
Gaussian cloud 

C(x,y,0) = CoexP{-[(x-xcf+(y-yc)
2]/L2}. (4.4) 
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The assumption of Sc = M = 1 is still kept, for which 3£(-ffi) = —0.122 
$(#!) = 5t(H3) = 0.659, 3?(#2) = 0.033, 5ft(#3) = -0.155, 3J(#4) = 0.024 and 
3=(il4) = 0.234. Choosing D = 10~3 and L2 = 0.1, the initial value problem is 
solved numerically by a Peaceman-Rachford ADI (alternating-direction) finite 
difference method. Three angles of incidence and various positions of the initial 
source center have been considered. 

As a sample we consider oblique incidence 0 = 7r/4, then 

U = 4=S(ffi + H3~ H2) sin V2x = -0.219 sin y/2x, 
v2 

V = V23(H! + #3)cos2 4= = 1.864cos2 -?=, 
v2 y2 

(4.5) 

and 
Kxx = 2&(#4) sin2 -^= + D = 0.048 sin2 -?= + D, 

v2 v2 
Kyy = 2%{Hi) cos2 4= + D = 0.048 cos2 -^= + D, (4-6) 

v2 v2 
KX!, = -Kyx = a(ff4)sin(V2a;) = 0.234 sin(V2cc). 

Thus for xc = 0, V is dominant; the cloud is convected along the line x = 0 
and diffused faster in the y than in a; as shown in figure 1. For £ccos0 = 
Xc/y/2 — T/2, iT„ > Kyy, the nonuniform convection velocity causes the cloud 

to bifurcate towards the lines xc/\/2 = 0,7r where Kyy > Kxx, as in figure 2. 
For a:ccos# = 7r/4, most of the pulse is convected to the left, with the front 
leading the rest in the shape of an eel, as shown in figure 3. 

We have also considered a sustained source and solved the inhomogeneous 
diffusion equation 

+iM = i{K^+s^^ t>0-     w 
The source function 5 is chosen to be a cosine-shaped distribution centered 
around (xc,yc) and maintained at a steady rate after t =• 0. A plume is formed 
with the front evolving in the same way as the impulsively released cloud, but 
the plume is always connected back to the steady source. We shall, therefore, 
omit the results here. 

5. Concluding remarks 

In this paper we have given general formulas for convections and diffusion 
in a wave boundary layer. As an example we have examined a localized cloud 
in a bidirectional wave system which may represent an obliquely incident and 
reflected wave system near a sea wall. The cloud drifts to the nodal line close 
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to its initial position. When the particle cloud is initially midway between two 
nodal lines along the y axis. The cloud then bifurcates towards the two nodal 
lines on each side while the peaks diminish. 

Future improvments must include better models of turbulence, deposition 
and resuspension. For fine cohesive sediments possible coagulation is worth 
studying. Finally it is interesting to examine dispersion in the surf zone where 
breaking waves induce longshore currents. 
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Figure 1: Evolution of a concentration released in a bidirectional wave. Initial 
position at xc = 0. 
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Figure 2: Evolution of a concentration released in a bidirectional wave. Initial 
position at xc/\/2 — 7r/2. 
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Figure 3: Evolution of a concentration released in a bidirectional wave. Initial 
position at xc/y/2 = 7i"/4. 



CHAPTER 245 

COMBINED CONVECTION-DIFFUSION MODELLING 

OF SEDIMENT ENTRAINMENT 
by 

Peter Nielsen 

Abstract 
A new, quantitative framework is presented for the modelling of suspended 
sediment concentration distributions. It accounts for large scale mixing 
(convection) as well as small scale mixing. The small scale mixing is modelled 
in terms of gradient diffusion as usual. It is shown how the new, combined 
convection-diffusion model can explain the different c(z)-distributions of 
different sediment sizes in the same flow. Also, the dependence of the 
c(z)-distribution shape on wave period and sediment settling velocity is 
explained for oscillatory flow over ripples. It is shown that individual Fourier 
components of cn{z,i) behave differently in diffusion dominated and in 
convection dominated flows. This makes it possible to determine the dominant 
entrainment mechanism (convection or diffusion) on the basis of concentration 
time series taken simultaneously at different levels. 

1. Introduction 
Experimental data calls for a new description of the distribution of suspended 
sediment. That is, the traditional gradient diffusion model is inadequate as a 
description of many natural suspension processes. 

Gradient diffusion is suited only as a description for processes where the 
mixing length lm is small compared to the overall scale. It cannot describe 
details on a scale comparable or smaller than lm, see Figure 1. 

Some of the natural processes which involve large scale mixing 
mechanisms are: Entrainment of sand from rippled beds, lifting of sand straight 
from the bed to the surface behind plunging breakers, entrainment by turbulent 
bursts in sheet flow, entrainment by the obliquely decending vortices of 
Nadaoka et al (1988), and from steady streams, entrainment by the vortices 
which are formed behind dunes and subsequently carry sand to the surface. 

Depeartment of Civil Engineering, The University of Queensland, St Lucia, 
Australia 4072, fax +61 7 365 4599. 

3202 



SEDIMENT ENTRAINMENT MODELLING 3203 

2 

Sediment 
concentration Diffusion: lm~L Convection -tm~L 

Figure 1: A concentration profile with overall scale L may be generated by 
either gradient diffusion ( lm<< L) or convective entrainment (Im ~ L) , but 
usually it will be due to a mixture of both. 

These processes require a different modelling framework than gradient 
diffusion. 

The quantitative framework for the combined convection-diffusion 
process is briefly derived in Sections 3 and 4. The main new ingredient here is 
the expression for the convective upward flux proposed by Nielsen (1991). 

Section 5 then discusses the shape of the distributions of time-averaged 
concentrations c(z). A single shape parameter S is defined with which 
variation in shape of the c(z)-profiles with wave period andsediment settling 
velocity can be explained. 

The behaviour of the time dependent (harmonic) components cn(z,t) of 
the concentration is discussed in Section 6. It is shown how the relative 
importance of convective versus diffusive mixing is indicated by simultaneous 
concentration time series from different elevations. 

3. Quantification of the convective entrainment flux 
Most natural suspension processes involve mixing on different scales, see 
Figure 1, and mechanisms with large mixing lengths lm compared with the 
overall scale, require a different mathematical framework than gradient 
diffusion. A quantitative description for the large scale (lm ~ L) mixing 
mechanisms is suggested as outlined in Figure 2. 
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Figure 2: Sand which is entrained from the bed at time t0 is assumed to travel 
upwards with speed wc. Not all of the sand will reach the same level. The 
distribution of entrainment levels ze is given by F(z) = P{ze>z}. After reaching 
its entrainment level ze at time to + ze/wc, a sand particle is assumed to settle 
out with its still water settling velocity w0. During the settling process it may be 
affected by small scale mixing (diffusion). 

A quantitative description of the convective, upward sediment flux q (z,f) 

in accordance with Figure 2, has been derived by Nielsen (1991,1992). He 
suggested the form 

q{z,t)   =  p(t-~-)F(z) (1) 

where p(t) is the amount of sand which is picked up from the bed at time t. 

4. Continuity equation for the combined process 
The continuity equation for the combined process, i e, the equation which 
expresses the conservation of sand in the combined convection diffusion 
process is 

dc dc 
—   =   w0 — 
dt dz dz dz (2) 

which with the expression (1) inserted for the convective upward flux, and with 
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dc 
the upward diffusive flux q   = - e^ —- becomes 

D dz 

dc dc       1    ,,      z , „, . ,      z s „,, .       d  ,    dc.      ,,,. 
—  -   w0— + — p\t-—)F(z) - p(t-—)F'(z) + —(es—)     (3) 
dt dz      wc wc wc dz       dz 

or 

ft - w° £ - i(e* f > - ^ - ^ F(2) -p{t ~ ^ F{z)  (4) 
dt dz       dz        dz Wc wc wc 

from which we see that the homogeneous equation is the usual diffusion 
equation, while the convective flux enters only through the forcing terms. 

4. The shape of the dz)-profiles 
The inadequacy of pure gradient diffusion as a universal model for sediment 
suspension becomes particularly evident when one considers the distributions 
of different grain sizes in the same flow. An example is shown in Figure 3. 
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Figure 3: Normalised distributions of different sand sizes in the same flow 
(oscillatory flow over ripples). The data was obtained by sieving suction samples 
from each elevation. Data from Nielsen (1983). 
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The interesting thing about these profiles is that they do not have the same 
shape. In this case, the fine sand shows typically upward convex profiles while 
the coarse sand shows upward concave profiles. Such differences between 
different sand sizes (different settling velocities w0) cannot be explained within 
the gradient diffusion framework. If the concentration profiles had been a result 
of pure gradient diffusion with diffusivity ES(Z), they would have had the 
mathematical form 

In 
c rdz 

—   =   -wo) — 
Co J   Es 

(5) 

where Co = c(o). 
This shows that the profiles for different sand sizes would have similar 

shapes when plotted as in Figure 3, the role of the settling velocity w0 would 
be only to tilt the profiles towards the left. 

The same picture as Figure 3 was presented by the natural-ripple-data 
from a subsequent laboratory study of McFetridge & Nielsen (1985). 

Another observation which underlines the need for a new distribution 
model is that time averaged concentration profiles over rippled beds under 
waves tend to change shape from upward convex to upward concave with 
increasing wave period. Examples of this are shown in Figure 4. 

10-1 

1E-05 6:6001 6.601 0.01 
Figure 4: Time averaged concentration profiles over rippled beds in an 
oscillating water tunnel. For the shortest periods, the .c-profiles arc upward 
convex (at least for the first 4 ripple heights). With increasing T, they become 
more and more upward concave. dso=0.21mm in all of the experiments.* : T=ls, 
Um3X=0.5m/s, + : T=2s, £/max= 0.5s, * : T=4s, Umax= 0.3mls, x : T = 10s, 
Umax= 0.3m/s. Data from Bosnian (1982) and Ribberink & Al-Salem (1989). 
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This change of shape of the c(z)-profiles with wave period is difficult to 
explain within the gradient diffusion framework. The different shapes for c(z) 
would, in that framework, indicate different distributions of the diffusivity 
£S(z). That is however an unlikely explanation, in so far as £j(z) should be 
closely related to the eddy viscosity and hence similar from experiment to 
experiment, because the flow conditions were rather similar. 

Furthermore, a similar set of concentration profiles measured over flat 
beds (Horikawa et al 1982) show the same gradual change of shape with 
increasing period, see Nielsen (1992) p271. 

We shall see that both the change from upward convex to upward concave 
for sediments with increasing settling velocity in the same flow and the 
analogous change for the same sand in flows with increasing periods can be 
modelled by the combined convection diffusion model. The shape differences 
are shown to be consequences of different relative importance of diffusive 
(small scale) and convective (large scale) mixing, and this is quantified in terms 
of the shape parameter S. The shape parameter is found to follow the rough, 
general rule 

'-% <6> 

where A is the wave induced particle semi excursion just above the boundary 
layer and r is the bed roughness. 

When S is small, the c-profiles tend to be upward convex, for large S 
they tend to be upward concave. 

The derivation of the form of the shape parameter (Nielsen 1992, p 249) is 
based on the solution to the time-averaged version 

w0c + e5—   =  pF(z) (7) 
a z 

of the continuity equation (3) in the simple case where es is a constant and 
F(z) = exp[-z/L]. In that case the time averaged concentration is given by 

c(z) = 3-lj-~VTe~Z/L + (l-T—l-7~r)e-WoZ/Zs\    zs/wjL4 1. Wo 11 - e-s/woL 1 - Zs/woL f 

(8) 

This solution shows that the relative importance of the diffusion solution 
(the last term) and the convection solution (the first term) is measured by the 
ratio £s/woL which may be seen as the ratio between the vertical scale zslw0 

of the pure diffusion solution and that (L) of the pure convection solution. The 
inverse of this ratio is the shape parameter : 
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S   =  ^k (9) 

To express the shape parameter in terms of basic flow parameters it is 
then noted that oscillatory boundary layers over rippled beds usually have a 
structure which is analogous to that of laminar oscillatory flow over a flat plate. 
That is, the eddy viscosity is constant, and its value is vt = 0.5 co z\ where 
z\ = 0.09 VrA , cf Nielsen (1992) p 40. Hence, assuming that es is 
proportional to vt and that the convective lengt scale L is proportional to z\ 
we are lead to the formula (6) which agrees with the observations in Figures 3 
and 4. That is, in both cases, the transition from upward convex to upward 
concave profiles happens with increasing values of S. 

It is interesting to note that experiments with suspensions of limited 
amounts of sand over artificial, fixed ripples give less pronounced c(z)-shape 
differences between coarse and fine sand fractions. Such experiments were 
reported by McFetridge & Nielsen (1985) and by van de Graff (1988). In the 
fixed-ripple-experiments, the c(z)-profiles agree more closely with the gradient 
diffusion model in the sense of Equation (5). It is believed to be due to the fact 
that when the sand supply at the bed is limited, the convective entrainment 
mechanism is less important. Most of the sand stays in suspension rather than 
being continually picked up and resuspended by the travelling lee vortices. The 
limiting case in this respect is pure wash load which is hence expected to obey 
the diffusion equation very closely. 

5. Time dependent concentrations in pure diffusion 
The time dependent diffusion equation 

dc dc       d  ,    dc. n nm 

dt dz       dz       dz 

which emerges from Equation (4) when the convective entrainment flux is zero, 
with the boundary conditions 

~esfe=/?W     forz = 0 (U) 
c(z,t) -* 0 for z -* oo 

was solved by Nielsen et al (1978). The solution is in the form of a Fourier 
series and based on separation of the variables. Each concentration component 

cn(z,t)  which is generated by the corresponding component pn{t) = Pn e""0 

of the pickup function was found to have the form 

c„(z,t) = J-^~e-a"-^eW(S>t (12) 
w0an 
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where 

1        A       .mass 
an   =        + V- + i—y 

*< "> Wo 
(13) 

Alternatively Equation (12) may be written 

WoZ 

Cn 
WoZ 

(z,t)   =    {~e~Re{an}~Trcos(nwt-Arg{an}-Im{an}~)    (14) 
Wo |CC«| £s 

or with a slight rearrangement of the phase of the cosine function 

cnizjt)   =   -^-r e-^'W V cos [no, (t - 7w^ w* 2 )- Arg{*n} ] 

which   shows   that   in  a   diffusion  process   with   constant   diffusivity,   a 
concentration wave with radian frequency   «co   travels upwards with speed 

n co £s Wn =  r—7—r The behaviour of the solution (14) is illustrated in Figure 5 
w0 lm{a.nf 

for the case of p{t) ~ w0 cos6(co?/2). 

Figure  5:     Sediment  concentrations  at  different  levels  (0, „       and —) 
2 w0 w0' 

generated by the shown, periodic pickup function and pure gradient diffusion 
with constant diffusivity and we^/vvo = 1 
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6. Time dependent concentrations in pure convection 
For the case of purely convective entrainment we set  ES = 0  in Equation (4) 
and get 

dt dz 

For the simple case of F(z) = exp(-z/L)  this equation has a Fourier series 
solution, which corresponds to (12), with 

cn(z,t) = c„e-^/Lein(0t 
(.16) 

where 

Cn = 
Pn P/i 

w0 n      . noiL 
Pn + i  

W0 

and     pn   =   1 + i 
. noiL 

wc 

(17) 

cf Nielsen (1992) p 240. In analogy with (14) this solution can be written as 

-z/L cn(z,t)   -   \Cn\ e Z/L cos[nu(t-z/wc) + Arg{C„}] (18) 

4" 

3.5- p(t)/Wo 

3- 

2.5- 

2- c(0,t) 

1.5- 
c(L/2, t) 

1- 
c(L,t) 

0.5- 

O-l 
2               -1 6 \ 2 3 4 time   £ 

Figure 6: Sediment concentrations at different levels generated by the shown 
pickup function and purely convective entrainment. F(z) = exp(-z/L) and 
u>L/wc = 1. 
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This expression illustrates that all the harmonics of the pure convection 
solution decay at the same rate (as F(z) in general, and as exp(-z/L) in this 
particular case), and that all time lags grow at the same rate with z. Compared 
with the diffusion case, this corresponds to a greater shape similarity between 
time series at different elevations for the convective case. The nature of the 
convection solution is illustrated in Figure 6 for the case of 
p(t) ~ w0 cos (oit/2) (same as for the diffusion solution in Figure 5). 

7. Comparison with measured time series 
Consider the situation where simultaneous time series c(zt,t) have been 
measured at a number of levels, and one wishes to infer the nature of the 
sediment entrainment process. 

Before such an analysis is undertaken using the framework above one 
should note, that what has been measured by a point (or line) sensor and what is 
modelled above as c(zi,t) are not conceptually identical. The model assumes 
horizontal uniformity while the sensor samples from a spotted carpet of 
concentrations c(x,y,zi,t) which move back and forth with the waves. Thus, 
some of the time variation seen by the sensor is not modelled, and is indeed, not 
a feature of the horizontally averaged concentration c(zi,t). If the measurements 
have been taken close to a bed with strong topographical features the difference 
may be very significant. The problem may be amended (at least in part) by 
averaging over several sensors in the same horizontal plane or by using line 
sensors which average over one or more bedform lengths. 

Assume now that concentration time series c{zi,t) have been measured by 
such an array of sensors that the abovementioned "spotted carpet effect" is 
neutralised, and that that the corresponding Fourier series have been obtained 

00 oo 

c(zi,t)   =    \cn(zi,t)    =    c(zi) + 2Ai/i cosnat + Bi>n sinncot 

00 

=    c(zi) + y Ri,n cos(n(ot - cpi>n) (19) 
1 

where RyX = y/AJ,n + B\n   and   (pi;„ = tan l {—•). 

First consider the possibilities of deriving information about 
£S, p and F{z) from the time averaged concentrations. The time-averaged 
continuity equation (7) can, if c(z) and w0 are known, be seen as having two 
unknowns namely £s(z) and p F(z) . Thus, ts(z) and p F{z) cannot be 
determined from this equation alone. Additional information is needed. Such 
information can be sought along different lines. 

Firstly, it may be that   es(z)   can be inferred from knowledge about the 
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eddy viscosity vt. Indeed, one of the benefits of the combined convection 
diffusion model is that one should be able to assume identity between 
diffusivity and eddy viscosity. 

Alternatively, if concentration profiles ~c\(z) and ~cz(z) of two different 
sand sizes with settling velocities w\ and n>2 are known, we have at each level 
two equations (two versions of (7)) for finding the two unknowns es(z) and 
p F(z). Unfortunately, such detailed datasets are rare at present. 

Thirdly, as pointed out by Nielsen (1992) p 248, p F(z) may be inferred 
from the shape of c(z) alone for very coarse sand fractions. This is done 
simply by neglecting the second term in Equation (7). 

Most of the available data on suspended sediment concentrations contain 
too little detail for the analysis outlined above. Usually, the measured 
concentrations are compounded by a fairly wide distribution of grain sizes and 
no information is available about the contributions from individual, narrow size 
fractions. Furthermore, much of the time series data obtained with optical or 
acoustical instruments suffer from uncertainty about the absolute magnitude of 
the concentrations. 

However, some information can be extracted about the nature of the 
entrainment process even from such data. Assume that Fourier series of the 
form (19) have been obtained from at least two different levels and that the 
settling velocity distribution of the suspended material is narrow. Then the 
phase shifts and magnitudes of different Fourier components will show quite 
different developments in the two cases of pure gradient diffusion and purely 
convective entrainment. 

It may be seen from the expressions (12) and (13) that the magnitudes of 
different Fourier components decay at different rates in a pure diffusion process 
with constant diffusivity. The decay rates are given by 

d ln\Cn\ or    iw° nn\ —    =   -Re{a„}— (20) 
dz E.s 

which is an increasing function of the frequency na>. In contrast, in the case of 
purely convective entrainment, all components decay at the same rate, 
namely as F(z). For F(z)= exp (-z/L)   this means 

^  =   -l/L     for all „ (21) 
dz 

The growth of the phase lags cpn(z) are also different for the two types of 
processes. For the gradient diffusion process with constant diffusivity, Equation 
(14) tells us that 

d(Pn Wo . 
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while Equation (16) for the convection process with F(z)= exp (-z/L) gives 

d(pn 1 «co 
~dz~ - ~Im^L " "^ (23) 

corresponding to the same time lag for all components as was also indicated by 
Equation (18). 

If relative increments 

Y =     <p»(zj) - <p«(zj) 
/« c(Zj) - /n c(z,) 

of the phase shifts cp« are plotted against the relative increments 

„  _   ln\cn(zj)\ - ln\cn(zj)\   _    lnRj,n - InRj^ 
In c(zj) - In c(zi) In c(zj) - In c(zi) 

(24) 

(25) 

of In \cn\ as in Figure 7, the result for a pure diffusion process will trace the 
hyperbola branch Y = VZZ - 1 , x> 0 which is the locus for an in the 
complex plane. For the pure convection case, the points will trace the vertical 
lineZ= 1, y>0, which is the locus of p«. 
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)                0l5 1               V.5 2 2.5 3 

Figure 7: The relative decay rates (X) and phase lag increments (Y) defined by 
(25) and (24) correspond respectively to the parameters a„ in pure diffusion 
with constant es and, to P„ for purely convective entrainment with F{z) = 
exp (-z/L). For details about   a„ see Nielsen (1979), p 131. 
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Finally, we note that information about the convective entrainment 
velocity wc may be found simply by considering the time differenc between 
the occurrence of identifiable peaks at different levels, cf Equation (18). If a 
peak arrives at zi at time tj and at zj at time tj, the corresponding wc in a 
purely convective entrainment process is given by 

wc tj - n 
(26) 

In contrast to the convective entraiment process considered above, the 
upward propagation speed of a concentration wave in a diffusive medium is 
frequency dependent as mentioned in connection with Equation (14). For 
constant diffusivity, the speed wn of a concentration wave with frequency noo 
is given by 

wn   = 
nco£s/Wo 
Im{an} 

(27) 

wn 

w0 

nu>Es/w0 

Im{an} 
n(i3Es/w0 

Im 
.A       . wooes 

+ V7 + 1—5- 
4 wl 

(28) 

the behaviour of which is illustrated in Figure 8. In the limit of w0 -* 0 i e 
for neutrally bouyant sediments or momentum, the value of wn is simply 
V2 n oj es. 

10a 

Figure 8: Dependence 

of w„ on niats/wo in 
a pure gradient 
diffusion process with 
constant diffusivity. 
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CHAPTER 246 

MOVEMENTS OF MOORED SHIPS IN HARBOURS 

Th. Elzinga1, J.R. Iribarren2, O.J. Jensen3 

ABSTRACT 

The paper discusses criteria for safe working and safe mooring 
conditions for various types of seagoing vessels. These criteria are based 
on acceptable movements for moored ships in harbours and have been 
established by a working group under the Permanent International 
Association of Navigation Congresses (PIANC). 

INTRODUCTION 

Modern maritime transport requires minimum time for loading and 
unloading in ports and at maritime terminals, a requirement often restricted 
by ship movements at quays. If the ship movements experienced are too 
large, cargo handling operations will slow down or even cease and 
ultimately damage to the ship and port installations may occur. In recent 
years changes in cargo handling methods have resulted in changes of both 
ship and port installations, changes which may have large economic 
consequences. Requirements for fast cargo handling operations without 
delays due to ship motions are increasing. 
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The Permanent International Association of Navigation Congresses 
(PIANC) therefore commissioned a special Working Group to study the 
movements of moored ships in harbours with the aim to establish new 
criteria for acceptable ship motions in safe working conditions (i.e. when 
cargo handling operations have to be reduced or even ceased), as well as 
for safe mooring conditions (i.e. when ships have to leave the berths). 
Further, it was the aim to assess measures for improving safe working and 
safe mooring conditions. The main objective in establishing criteria was to 
provide guidelines for port designers and port operators to minimize 
downtime for ships in harbours. 

The Working Group comprised 14 international members (see 
Appendix A) and commenced in June 1990. The final report will be 
published by PIANC in spring 1993. This paper summarises the main 
findings and conclusions of the Working Group. 

METHODOLOGY 

The world fleet of ships is divided into the following categories, each 
category having its own typical characteristics in view of ship motions and 
cargo handling operations and safe mooring conditions: 

Small craft and pleasure boats. 
Fishing vessels. 
Freighters and coasters. 
Ferries and RO-RO vessels. 
General cargo vessels. 
Container vessels. 
Bulk carriers. 
Oil tankers. 
Gas tankers 

For each category the following aspects have been assessed by the 
Working Group: 

i. Description of the vessels, typical sizes, composition of world 
fleet, future trends and provisions for mooring outfits on 
board (positions of winches and fairleads, composition of 
mooring lines:   number, type, diameter). 

ii.        Description of typical berths and cargo handling equipment 
(e.g. types of cranes, ramps, loading arms). 
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iii. Description of governing parameters for ship motions, cargo 
handling operations, efficiency and safety. 

iv. Review and assessment of available literature, including 
recent test results and prototype measurements. 

v. Recommendations for acceptable ship motions, mooring and 
fender line forces at berths in safe working and safe mooring 
conditions, taking into account a reduced efficiency in cargo 
handling in case of worsening weather. 

vi. Recommendations for improvement of operation and 
efficiency with respect to berth location and orientation, 
application of operational criteria for wind and waves, 
implementation of dedicated berths and modification of 
mooring arrangements. 

SHIP MOVEMENTS 

Movements of moored ships can be caused by various external 
influences such as: winds, currents, waves, seiches, tides, passing ships 
and cargo handling operations. The report of the Working Group addresses 
the effects of these parameters on the behaviour of a moored ship. One 
chapter in particular deals with the physics of ships moored in waves and 
discusses the use of mathematical and physical models in  this respect. 

The movements of a moored ship at a berth can be either horizontal 
(surge, sway and yaw) or vertical (roll, pitch and heave). Vertical ship 
motions are almost independent of the mooring system, but horizontal 
motions are typically dependent on the loading conditions of a ship, the 
mooring arrangements, i.e. geometry and stiffness of mooring lines and 
fenders, and the type of berth. 

When ship movements are too large safe working limits and 
ultimately safe mooring limits are exceeded. This is illustrated in Figure 1 
where the cargo handling efficiency is plotted against the ship motions. 
When ship motions are between A and B the cargo handling efficiency is 
100%. Between B and C cargo handling rates are reduced due to increased 
ship motions. When the motions exceed level C cargo handling operations 
are stopped: the safe working limits are reached- Between C and D the 
vessel can still stay at the berth. Once ship motions exceed level D the 
vessel has to leave the berth in order to prevent damage to ship and/or 
quay: safe mooring limits are exceeded. 
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CARGO HANDLING 
EFFICIENCY 

(%) 

100 

SHIP MOTIONS 

Figure 1. Relation Cargo Handling Efficiency and Ship Motions. 

It should be noted that ship motion is one parameter affecting the 
efficiency of cargo handling operations. Other parameters are, amongst 
others, cargo handling equipment, skill of crane operators, and operational 
conditions such as wind, rain, ice, day- and nighttime (light conditions). 

MOORING ARRANGEMENTS 

The mooring arrangements for ships moored at berths may comprise 
the following elements: 

Mooring lines connecting ships to berths 
Bollards and storm bitts on shore. 
Mooring hooks or quick release mooring hooks on mooring and 
breasting dolphins. 
Fenders between ship and berth. 
Mooring winches and bollards on board the ships. 
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The report of the Working Group contains a brief description of type 
and characteristics of mooring lines and fenders, mooring arrangement 
principles and operational considerations for mooring lines. Further, the 
report discusses the guidelines as issued by various classification societies 
concerning the number and type of mooring lines to be carried on board. 
It was felt that an update of these guidelines would be useful. Such new 
guidelines should reflect that a moored ship is a dynamic system having 
special requirements with respect to safe working as well as safe mooring 
conditions. 

SMALL CRAFT AND PLEASURE BOATS 

Small craft and pleasure boats may be defined as boats with lengths 
up to 20m. Moored boats are particularly sensitive to short period waves 
coming from abeam or quartering directions. Their berths require a 
sheltered location to prevent damage to ships and quays as well as to 
increase the comfort of passengers on board. In designing harbours for 
pleasure boats and small craft due attention should be given to the effect 
of locally generated wind waves having short fetch lengths. 

The Working Group has defined acceptable ship motion criteria in 
terms of wave height and period, because it was felt that these parameters 
would reflect sufficiently the comfortability criteria for these boats. The 
criteria are reported in Table 1 and correspond to an acceptable exceedance 
frequency of once to a few times per year. 

FISHING VESSELS 

Fishing vessels range from small ships of 10-100 GRT up to large 
trawlers liners and net boats of 3,000 GRT. These vessels are mainly 
berthing in their home ports and the berths and mooring arrangements 
should meet the criteria for safe working as well as safe mooring 
conditions. 

Fishing vessels are typically moored with polypropylene lines against 
truck tire fenders or rubber fenders. Cranes, elevators and suction pumps 
are used for unloading the fish. Acceptable ship motion criteria for safe 
working conditions are determined by sizes of hatches and the dimensions 
of boxes and tubs handled. 
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Table 1:        Recommended wave criteria small craft and pleasure boats. 

Ship Length 
(m) 

Beam/Quartering 
Seas 

Head Seas 

Period 
(s) 

Height H8 

(m) 
Period 

(s) 
Height Hs 

(m) 

4- 10 < 2 0.20 < 2.5 0.20 

2-4 0.10 2.5 -4 0.15 

> 4 0.15 > 4 0.20 

10 - 16 < 3 0.25 < 3.5 0.30 

3 - 5 0.15 3.5 - 5.5 0.20 

> 5 0.20 > 5.5 0.30 

20 m < 4 0.30 < 4.5 0.30 

4- 6 0.15 4.5 - 7.0 0.25 

> 6 0.25 > 7.0 0.30 

An extensive research program was carried out by the Nordic 
countries to establish acceptable criteria of moored fishing vessels. Motions 
of moored ships were measured at a number of ports for various ships 
being unloaded by different gear. Acceptable motions were determined 
based on interviews with ship crews and port operators ( Jensen et al, 
1990) and are shown in Table 2. 

Requirements for safe mooring conditions for these home port fleets 
are rather high. In many cases there is no other alternative than to stay in 
the port once a storm has reached the site. The recommended criteria 
comprise ship motions as well as velocities and are presented in Table 3 for 
various ship sizes. Velocities and ship sizes represent the dynamic impact 
of a moored ship on a berth and are considered adequate parameters 
regarding safe mooring conditions. 
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Table 2. Recommended motion criteria1 for safe working conditions. 

Ship Type Cargo Handling Surge Sway Heave Yaw Pitch Roll 
Equipment <m) (m) (m) (°) (°) (°) 

Fishing vessels Elevator crane 0.15 0.15 
Lift-on-Lift-off 1.0 1.0 0.4 3 3 3 
Suction pump 2.0 1.0 

Freighters, Ship's gear 1.0 1.2 0.6 1 1 2 
coasters Quay Cranes 1.0 1.2 0.8 2 1 3 

Ferries, RO-RO Side ramp2 0.6 0.6 0.6 1 1 2 
Bow/stern ramp 0.8 0.6 0.8 1 1 4 
Linkspan 0.4 0.6 0.8 3 2 4 
Rail ramp 0.1 0.1 0.4 - 1 1 

General cargo - 2.0 1.5 1.0 3 2 5 

Container 100% efficiency 1.0 0.6 0.8 1 1 3 
vessels 50% efficiency 2.0 1.2 1.2 1.5 2 6 

Bulk carriers Cranes 2.0 1.0 1.0 2 2 6 
Elevator/bucket-wheel 1.0 0.5 1.0 2 2 2 
Conveyor belt 5.0 2.5 3 

Oil tankers Loading arms 3.03 3.0 

Gas tankers Loading arms 2.0 2.0 2 2 2 

Remarks: Motions refer to peak-peak values (except for sway: 
zero - peak ). 
Ramps equipped with rollers. 
For exposed locations 5.0 m  (regular loading arms 
allow large movements). 

Table 3. Recommended velocity criteria1 for safe mooring conditions. 

Ship size Surge Sway Heave Yaw Pitch Roll 
(DWT) (m/s) (m/s) (m/s) (°/s) (°/s) (°/s) 

1,000 0.6 0.6 - 2.0 - 2.0 

2,000 0.4 0.4 - 1.5 - 1.5 

8,000 0.3 0.3 - 1.0 - 1.0 

1  These criteria are applicable for fishing vessels, coasters, 
freighters, ferries and RO-RO vessels. 
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A unique system of berth and port classifications has been developed 
in Iceland, which is based on various exceedance frequencies for critical 
ship motions as presented in Table 2. 

COASTERS AND FREIGHTERS 

Coasters and freighters are ships of less than 10,000 DWT sailing 
on short sea and domestic routes. These vessels are generally moored with 
polypropylene lines against rubber fenders. 

Cargoes can be handled by quay cranes or ship's own gear. Safe 
working conditions are determined by hatch openings and cargo parcel 
sizes. The criteria recommended by the Working Group are based on the 
studies carried out by the Nordic countries as discussed earlier and are 
shown in Table 2. 

FERRIES AND RO-RO VESSELS 

Vessel types considered comprise car and rail ferries, and RO-RO 
vessels. These vessels are characterised by loading and unloading 
operations taking place horizontally via ramps and walkways. Ramps may 
be shore ramps, bridge ramps (including link-spans) and ship ramps. 

The main function of the mooring arrangements for these ships is to 
reduce the horizontal ship motions as much as possible, in particular at the 
position of the ramps or walkways. This can be achieved by tensioning the 
mooring lines, sometimes up to 40 tonnes. 

Recommended criteria for allowable ship motions for safe working 
conditions are presented in Table 2. In addition, for movable rail ramps and 
for walkways, the vertical velocity is recommended not to exceed 0.2 m/s 
and the vertical accelerations should be less than 0.5 m/s2. 

The governing parameter for safe mooring conditions, defined as the 
limiting conditions for damage to ship and/or quay, is the kinetic energy, 
which is characterised by the ship size and velocities. The recommended 
velocity  criteria are presented in Table 3. 
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GENERAL CARGO VESSELS 

General cargo vessels range typically from 5,000 to 10,000 DWT 
and may carry a wide variety of cargo. Ships are most often moored with 
polypropylene lines, while large vessels are equipped with nylon ropes 
and/or steel wires.  Generally these vessels are moored with 8 to 10 lines. 

The cargo is handled by ship's gear or quay cranes. Acceptable ship 
motions in safe working conditions are determined by the sizes of the 
hatches, sizes of boxes and units handled, and by the type of unloading 
gear. The criteria recommended by the Working Group are based on an 
extensive Japanese research program (Ueda, 1987; Ueda and Shiraishi, 
1988). These criteria have been established based on interviews with port 
and ship operators in various ports along the Japanese coast. Numerical 
simulations were applied to correlate identified critical wind speeds and 
wave heights with acceptable ship motion limits. Provisional limits were 
then discussed with various operators and authorities to arrive at the final 
criteria for safe working conditions as presented in Table 2. 

In situations where large general cargo ships are exposed to long 
period waves, it is recommended to use soft mooring systems, i.e. 
synthetic lines or steel wires with nylon tails and soft fenders. Smaller 
vessels should preferably be moored in protected port basins (inner 
harbour) to reduce wave influences on moored ships. 

CONTAINER VESSELS 

The world fleet of container vessels has increased considerably 
during the last decades and comprises nowadays small feeders, second and 
third generation container vessels as well as Post Panamax vessels, which 
came into operation recently. 

Container vessels are generally moored with steel spring lines, to 
reduce surge motions, and polypropylene mooring lines. All lines are 
connected to bollards positioned at the front side of the quay wall. Rails for 
container cranes extend along the whole quay and prevent the use of 
typical breasting lines. 

Containers are handled by shore based gantry cranes and ship 
motions should be kept to a minimum to provide uninterrupted container 
handling conditions. Positioning and picking-up of containers for example 
are hampered and containers can become stuck in their guides in the case 
of strong roll motions. Maximum container handling rates are an essential 
requirement for these ships sailing on tight time schedules. 
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Two levels of safe-working criteria are established by the Working 
Group for this special category of ships. One level is representing an 
uninterrupted container handling at an efficiency rate of 90 to 100%, 
whereas the second level reflects a 50% handling efficiency rate (see Table 
2). It should be noted that besides ship motions the skill of the container 
crane drivers plays an important role for the overall efficiency of handling 
containers in a port. 

DRY BULK CARRIERS 

Dry bulk carriers have been developed to transport cargoes such as 
ore, coal, grain and fertilizer in bulk and mostly in large quantities. Some 
typical sizes for bulk carriers are the Handy size (30,000-40,000 DWT), 
Panamax size (70,000-80,000 DWT) and CAPE size (120,000-150,000 
DWT). 

Bulk carriers are mainly moored with 8 to 10 synthetic lines and 4 
steel spring lines. Mooring lines are attached to bollards located at the 
front side of the quay walls for the same reasons as for the container 
vessels. Loading operations are generally carried out using conveyors and 
hoses (grains). For unloading operations cranes, bucket-wheel unloaders, 
elevators and suction devices are used. A special category of bulk carriers 
is nowadays the so-called self-unloading bulk carrier. Horizontal ship 
motions are mainly induced by low frequency waves (and winds). Vertical 
ship motions are mainly caused by first order wave effects. 

Operational criteria for cargo handling are determined by the risk of 
cargo handling equipment hitting the hatches or ship's bottom. This is of 
particular importance for unloading operations. The safe working criteria for 
bulk carriers recommended by the Working Group are based on practical 
experiences of port and ship operators (Bruun 1987, Moes 1992), 
supported by numerical simulations (Ueda and Shiraishi 1988). These 
criteria are presented in Table 2. Safe mooring conditions are determined 
by acceptable mooring line and fender forces (BSRA 1969 and OCIMF 
1978). 

Cargo handling operations may be improved by the application of 
softer springs and by the use of shore based mooring equipment, 
particularly when moored ships are exposed to long period wave actions. 
Further, pretensioning of mooring lines will result in an increase of fender 
friction and will contribute in reducing surge motions. Particular attention 
should be paid to the resonance of long waves in harbours (seiches) when 
designing basins for dry bulk vessels. 



3226 

OIL TANKERS 
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Oil tankers are used to transport oil and oil products. Oil products are 
generally transported in tankers under 70,000 DWT, while crude oil is 
transported in high capacity tankers up to 420,000 DWT. Tankers are 
loaded and unloaded through the manifold located in the middle and close 
to the side of the ships. The manifold is connected to the pipelines onshore 
by loading arms and sometimes by flexible hoses. 

A typical berth lay-out for an oil tanker is shown in Figure 2 and 
comprises breasting and mooring dolphins, and a loading platform. Tankers 
are moored with spring lines, breast lines and (optionally) head and stern 
lines. The mooring lines for large tankers are in general steel wires and steel 
wires with nylon tails. The OCIMF (OCIMF, 1978) has issued guidelines for 
jetties and mooring arrangements of oil tankers, as well as for the design 
and operation of loading arms (OCIMF, 1980). 

MOORING DOLPHINS 
BREASTING 
DOLPHIN 

BREASTING 
DOLPHIN 

MOORING DOLPHINS 

FIGURE 2. TYPICAL BERTH LAY-OUT FOR TANKERS 

The motions of moored tankers are characterised by low frequency 
horizontal motions (with typical periods of 1 to 2 minutes) caused by long 
period wave effects, and relative high frequency vertical motions with 
periods ranging from 5 to 20 s. 

Operational cargo handling criteria are determined by the allowable 
reach of the loading arms in the surge (longitudinal) and sway (transversal) 
direction. Other tanker motions are generally well within the design motion 
envelopes of the loading arms. The criteria recommended for safe working 
conditions are shown in Table 2. 
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Berths for large tankers are generally located in deep water and at 
more exposed locations. Due attention should be given to align a berth with 
predominant wave and current conditions. Tanker motions may be reduced 
by pretensioning the breast lines in order to maintain sufficient friction 
between the ship's hull and fenders. 

GAS TANKERS 

Gas tankers may range from refrigerated ships of over 100,000 m3 

for the transportation of LNG and LPG to small tankers of up to 5,000 m3 

for the shipment of propane, butane and chemical gases in pressure 
tankers. The number of gastankers in the world fleet is relatively small; 
some 780 in 1991. 

Berths for LNG and LPG tankers are generally designed for dedicated 
ships and trades, whereas berths of small gas tankers are multi- functional. 
The berths and mooring arrangements for gastankers are similar to the ones 
for oil tankers (Figure 2). Comprehensive guidelines for berths and gas 
tanker moorings are issued by OCIMF/SIGTTO (1985). 

Motions of moored gastankers are in particular induced by currents 
and low frequency wind and wave effects. Wind effects on gastankers are 
more important compared to oil tankers because of higher freeboard and 
the presence of spherical tanks. Acceptable motions are determined by 
restrictions in the cargo handling systems (i.e. loading arms) and mooring 
line and fender forces (hull pressure). Recommended values for tanker 
motions are presented in Table 2. 

Particularly for gas and oil tanker berths it is important to establish 
Operational Manuals including, amongst others, guidelines for mooring 
arrangements and safety operations as well as checklists to improve the 
safety of cargo handling operations. 
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Denmark 0. J. Jensen 
(Chairman) 

Danish Hydraulic 
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J. M. Thompson Comar Engineers A/S, Virum 

Faroe Islands S. Heinesen Landsverkfrodingurin, 
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France P. Hebert Port Autonome du Havre, Le 
Havre 

Iceland G. Viggdsson Icelandic Harbour Authority, 
Reykjavik 

Italy L. Bolatti Guzzo Estramed S.P.A., Rome 

Japan S. Ueda Port and Harbour Research 
Institute, Min. of Transport 

The Netherlands Th. Elzinga Frederic R. Harris B.V., The 
Hague 

S.Th. 
Schuurmans 

Delft Hydraulics, Delft 

Norway S. Bjordal Norsk Hydroteknisk 
Laboratorium, Trondheim 

South Africa H. Moes Counsel for Scientific and 
Indus- trial Research (CSIR), 
Stellenbosch 

Spain J.R. Iribarren Centro de Estudios y 
Experimentacipn de Obras 
Publicas (CEDEX), Madrid 

United Kingdom E. Bowers Hydraulics Research, 
Wallingford 
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WAVE AGITATION CRITERIA FOR FISHING HARBOURS 
IN ATLANTIC CANADA 

Charles P. Fournier1, Michael W. Mulcahy2, K. Ander Chow1, Otavio J. Sayao1, M.ASCE 

ABSTRACT: The existing criteria for defining allowable levels of wave 
agitation in Canadian harbours are outlined in the Guidelines of Harbour 
Accommodation (Fisheries and Oceans). These criteria were developed based 
on a previous study which concentrated primarily on recreational harbours. 
However, it was realized that fishing vessels, when berthed or moored, may 
be able to tolerate a greater degree of wave agitation than pleasure craft 
because of the different characteristics and functions of the two types of 
vessels. Furthermore, fishermen tend to have more liberal tolerance limits to 
wave agitation than pleasure craft owners, and have more rugged craft. To 
develop new allowable wave agitation criteria for commercial fishing harbours 
in Atlantic Canada, a field measurement programme was conducted in selected 
harbours. The objective was to determine the threshold values at which the 
wave climate at both the service/offloading area and mooring area creates 
either dangerous, difficult or unacceptable working conditions. This was 
determined to be the point at which operations must cease or the vessel had 
to be removed to a more protected area. Wave measurement gauges were 
installed at two locations within two study harbours, and a wave rider buoy 
was used to measure nearshore waves for each harbour site. A procedure was 
also developed whereby daily field observations were taken and recorded by 
the harbour master. Particular emphasis was given to the wave climate events 
which rendered the facilities less than adequate, unsafe or unusable. By 
correlating the harbour masters field observations with the measured wave 
data, the threshold values for unacceptable wave agitation were determined, 
and new wave agitation criteria for fishing harbours recommended. 

INTRODUCTION 

The criteria (and practice) for defining allowable levels of wave agitation in Canadian harbours 
prior to 1991 were developed by the Small Craft Harbours Directorate (SCHD), and are 

1 Atria Engineering Hydraulics Inc., 8 Stavebank Rd. N., Suite 301, Mississauga, Ontario, Canada, L5G 2T4. 

2 Fisheries & Oceans Canada, Small Craft Harbours Branch, 200 Kent St., Ottawa, Canada 
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outlined in the Guidelines of Harbour Accommodation by Fisheries and Oceans (F&O, 1985). 
These criteria were applicable to harbours which fall under the administration of the SCHD and 
it was customary to follow these criteria for all work undertaken on behalf of the SCHD. 

This study (Atria, 1991) was developed with the objective to revise the acceptable wave 
agitation criteria that have been used by engineers when engaging in the planning and design 
of fishing harbours. The criteria (F&O, 1985) which specify the agitation requirements within 
fishing harbours were developed based on a previous study (NHCL, 1980). The 1980 study 
to determine acceptable wave climates in small craft harbours concentrated primarily on 
recreational harbours. It was realized that fishing vessels, when berthed or moored, may accept 
greater degrees of wave activity than pleasure crafts because of the different characteristics and 
functions of the two types of vessels. Furthermore, fishermen tend to have more liberal 
tolerance limits to wave agitation than pleasure craft owners. Also, as a rule fishermen have 
more rugged craft. A reduction in wave agitation criteria could yield optimized protective 
structures and hence significant savings in capital costs. 

The purpose of the present study was to develop new allowable wave agitation criteria for 
fishing harbours. The scope of the work consisted of: 1) reviewing existing wave agitation 
criteria for fishing harbours within Canada and abroad; 2) undertaking a field measurement 
programme in conjunction with the Marine Environment Data Service (MEDS) at two fishing 
harbours with the aim of establishing the point at which unacceptable wave conditions occur; 
and 3) recommending new guidelines of accommodation specifically for allowable wave 
agitation in fishing harbours. 

EXISTING WAVE AGITATION CRITERIA 

The existing wave agitation criteria were obtained by means of a literature review and a 
questionnaire survey. The questionnaire was sent to various organizations in Canada and 
foreign countries such as U.S.A., England, Japan, Denmark, Holland and others. Each 
organization was asked for information regarding guidelines for fishing harbour design in their 
country as well as the description of the fishing fleet for which their guidelines apply. 

Canada: The Guidelines of Harbour Accommodation, developed by the SCHD (F&O, 1985), 
outline the criteria (and practice) for defining allowable levels of wave agitation in Canadian 
harbours. These criteria were based on NHCL (1980). Since this study was restricted to 
recreational craft, directly applying the results of their findings to fishing harbours likely 
resulted in conservative allowable agitation levels for fishing harbours. Therefore the criteria 
that were developed and proposed for all harbours (including fishing harbours) are more 
stringent when applied to fishing harbours than if the study considered fishing harbours alone. 
It is customary at Public Works Canada and with consulting engineers when undertaking 
SCHD projects to design the facility such that the agitation levels within the harbour meet the 
requirements of the guidelines. 

The recommended allowable wave agitation criteria (Tables 1 and 2) were determined by 
classifying harbours by vessel-metres usage. Class A harbour is defined as over 800 vessel- 
metres, Class B as between 300 and 900 vessel-metres, and Class C between 0 and 400 vessel- 
metres. The existing guidelines specify that for Class A, B and C harbours, the hours of 
significant waves which exceed 0.25 m in height at the service/offloading (i.e. berthing) area 
cannot be greater than 0.17%, 0.87% and 1.74% of the time respectively. For a 6 month 
season, these % yield 0.3, 1.6 and 3.2 days (respectively) of wave activity in excess of 0.25 m. 
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Previous to the NHCL study, the widely accepted rule of practice for the design of wave 
protection for small craft harbours was that the wave height within the harbour should not 
exceed 0.3 m (1 ft). Of course, if one waits long enough, a storm will occur and will create 
waves in excess of this limit. Therefore, wave protection is a function not only of a given 
acceptable value, but also the probability of occurrence (or exceedance) of the value. The 
NHCL study examined this "one foot" rule and the many variables affecting wave agitation in 
marinas, and made recommendations towards an improved set of criteria to define acceptability 
of wave climates within small craft harbours. 

Table 1  Allowable Maximum Significant Wave Height (from F&O, 1985) 

Location All Recreational Boats 
Fishing Boats < 15 m Fishing Boats > 15 m 

Within Harbour Entrance 1.00 m 1.00 m 
Mooring Basin 0.50 m 1.00 m 
Berthing Area 0.25 m 0.50 m 

Table 2 Classification of Harbours (from F&O, 1985) 

Class of Percentage of Time when the Wave 
Harbour Height Criteria May Be Exceeded 

A 0.17 
B 0.87 
C 1.74 
D No Limit 

In general, their findings revealed that there has been remarkably little research work performed 
or reported in the literature with respect to wave agitation criteria for small craft harbours or 
marinas and on response of moored small craft to waves. However, the available literature 
related to the general subject of marina design, all made reference to wave criteria which came 
reasonably close to specifying a 0.3 m significant wave height. 

United States of America: The ASCE Task Committee on Small Craft Harbours (1969) 
published a manual on small craft harbours and they recommended simply "in general, wave 
heights in the mooring basin should be reduced to a maximum of approximately 0.5 ft (0.15 
m) to 1 ft (0.3 m)". These criteria were defined with reference to sport and pleasure craft. 
They stated that: "harbours for commercial fishing boats may be considered a special type of 
installation. This is due largely to the type of usage, the characteristics and habits of 
commercial fishermen, and equipment requirements. Usually utility supersedes appearance, 
because a fishing boat is a work boat and the operator's work in port is essentially preparation 
for the next trip". 

United Kingdom: In England, guidance for wave agitation in harbours is available in the 
British Standard Code BS6349 (Part 1, 1984). The acceptable wave conditions for moored 
boats in fishing harbours are given as follows: "since fishing craft are normally larger and more 
strongly built than pleasure craft the maximum wave height considered as acceptable for boats 
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up to 30 m in length is 0.8 m. Typically, this makes the maximum acceptable significant wave 
height 0.4 m. As in the case of pleasure craft, inner harbours or basins are frequently provided 
for accommodating fishing boats safely." 

Japan: Japanese fishery ports are administered by the Ministry of Agriculture and Fishery. 
This Ministry's report "Guide to Planning of Fishery Ports" outlined the range of wave heights 
available for mooring and water area facilities (Table 3). The wave heights for mooring and 
water area facilities varies between 0.3 m to 1.2 m (maximum significant). It also stated that 
the probability of exceedance of these wave heights was not determined. In general, it 
recommended that ports should be constructed such that the probability of wave heights less 
than the permitted level becomes more than 97.5% in a year. 

Previous to this criteria, the Overseas Coastal Area Development Institute of Japan (1980) 
recommended that wave agitation was addressed as basin calmness. It stated that a basin in 
front of a pier (i.e. service/offloading facility) should be calm to allow mooring for 90 to 95 
% or more days per year (or each season, when the seasonal variation of calmness is extreme). 
Calmness was defined as significant wave heights being less than the defined critical wave 
height. The critical significant wave height for cargo handling in a basin in front of berthing 
facilities was defined as Hs = 0.3 m for small craft harbours and H, = 0.5 m to 0.7 m for other 
craft. It was noted that these criteria may not apply when the frequency of mooring is low such 
as would be the case with fishing harbours during the fishing season. However, more work on 
wave agitation in fishing harbours is presently underway in the National Research Institute of 
Fisheries Engineering (these new publications are in Japanese). 

Table 3 Maximum Significant Wave Height for Mooring and Water Area Facilities 

Water Depth in Anchorage Area 

1. anchoring and mooring in a 
port is possible 

2. water way is available 
3. loading and unloading is possible 
4. quay for rest is available 

Source: "Guide to Planning of Fishery Ports, report by the Ministry of Agriculture and Fishery 
of Japan. 

Nordic Countries: The Nordic Council (1986) published a research report which established 
criteria for acceptable ship movements in harbours. When considering wave agitation, they 
found that loading / unloading methods, pattern of the vessel, mooring and fender system, and 
the ability of the vessel to escape the harbour during a storm, were important factors. 

For fishing vessels, the type of loading / unloading method used was of concern. When 
unloading trash fish they considered the elevator crane. With this method problems arise due 
to the size of the hatch. Small movements can cause damage to both the ship and the crane. 
Vertical ship movements can also cause damage to the ship bottom and to the crane. Another 
problem arises when the ship collides with the fenders causing fish to slide within the hold, 
causing danger to people within the hold. 

Safe mooring conditions was another topic considered in the Nordic Council (1986) report. 

Less than 3 m More than 3 m 

0.60 m 0.70 m 

0.90 m 1.20 m 
0.30 m 0.40 m 
0.40 m 0.50 m 
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Acceptable mooring conditions were considered to be where no damage occurred to the ship 
or to the quay. Also, they outlined for taut mooring of fishing vessels different values than the 
ones given in Table 4. Thus, criteria for safe mooring conditions at berth are given in Table 
5. In determining the final criteria for vessel movement when moored at berth, it was assumed 
that she was well moored and that the quay was well equipped with fenders. 

Other Countries: No official guidelines were available from other countries contacted by 
questionnaires. Some answers mentioned "empirical, often subjective rules" and most european 
countries quoted the Nordic Council (1986) study. In Holland, no specific guidance on wave 
agitation for fishing harbours were obtained. Reference was made to the Nordic Council (1986) 
study. Vlemmix et al. (1987) set out criteria for bulk carriers and outlined the limiting deep 
water wave heights. In Spain, the only available document on fishing harbours dates back to 
the 1960's. Marine Trust Ltd. of Israel follows in house rules as criteria for wave agitation. 
A significant wave height of 80 cm may not be exceeded for more than two days per year. 
Their experience comes from harbours for small fishing vessels with few trawlers. Other 
references related to the design of Small Craft harbours using physical models may be found 
in literature, for example Rosen and Kit (1984) which report on limiting criteria regarding 
maximum allowable values of vessel movements and fender forces. 

In general it appears that the F&O (1985) guidelines may be considered too stringent. It has 
the lowest acceptable wave height and the lowest frequency of occurrence. This is 
understandable since the values were determined from a study for recreational craft and then 
adapted to fishing vessels. 

In the NHCL (1980) study, from which the SCHD guidelines were developed, much emphasis 
was placed on the one foot (0.3 m) criterion since it is widely accepted by most authorities. 
Although it provides satisfactory results in marinas, it neglects the fact that fishing vessels 
unlike recreational craft can tolerate more agitation. They do point out however, that it is 
important to consider the wave direction, as beam seas are more distressing than head seas. 
They also point out that boat response depends greatly on the wave period relative to the boat 
length. 

In the Nordic Council (1986) report, they agree with the F&O (1985) guidelines on the wave 
height criteria for small vessels. They present their conclusions for larger fishing vessels (25 
m to 60 m long) with respect to method of loading/unloading, and ship movements. This data 
are the result of an investigation on 11 harbours. The Nordic report gives extensive information 
on acceptable movements for large fishing vessels, but does not provide as much information 
for smaller fishing vessels. 

It is difficult to compare wave height criteria since each report bases its findings on different 
criteria. F&O (1985) presented its guidelines for frequency of occurrence based on vessel- 
metres usage. The study done by NHCL (1980) referred to significant wave height with respect 
to direction and period, as did the Vlemmix et al. (1987) study. Japanese criteria was based 
on the depth of the harbour. In the case of large fishing vessels the criteria were also presented 
as a function of ship movements. 

WAVE AGITATION STUDY 

To develop new allowable wave agitation criteria for commercial fishing harbour, a field 
measurement programme, managed by Atria and executed by MEDS, was conducted to 
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determine (in the field) the threshold values at which the wave climate at the service/offloading 
area and mooring area created either difficult, dangerous or unacceptable working conditions. 

Wave measurement gauges were installed at two locations within two study harbours. Also, 
a wave rider buoy was used to measure nearshore waves for each harbour site. Wave data were 
collected during two fishing seasons to ensure that the majority of extreme wave events (events 
of unacceptable wave agitation) were well defined. 

A procedure was developed and established by Atria and the local harbour masters by which 
daily field observations were taken and recorded by the harbour master. Particular emphasis 
was given to the wave climate events which rendered the facilities less than adequate, unsafe 
or unusable. By correlating the harbour masters field observations with the measured wave data 
inside the harbour, the threshold values for unacceptable wave agitation were determined. 

A synthesized wave climate was developed for the study sites using a parametric wave hindcast 
model (Atria, 1991). First, waves were hindcasted for the wave measurement period and were 
calibrated with measured wave data obtained from the offshore wave riders. Subsequently, 20 
years of hindcast waves were produced at each fishing harbour and analyzed to define a 
magnitude-duration-frequency relationship, which was assumed to be representative of the wave 
climate for the study harbours. By correlating the magnitude of unacceptable wave agitation 
levels determined from the field programme with the 20 year hindcast, the allowable duration 
and frequency of unacceptable wave agitation levels were obtained. 

Table 4 Criteria for Fishing Vessel Movements during Working Conditions 
(Nordic Council, 1986) 

Type of Vessel Surge 
(m) 

Sway 
(m) 

Yaw 
<°) 

Heave 
(m) 

Pitch 
(°) 

Roll 
(°) 

Lift on/Lift off 
Elevator crane 
Suction pump 

1.0-1.5 
0.15 
2.0-3.0 

1.0-1.5 
0.15 
1.0-2.0 

3.5 0.4-0.6 3 3-5 

Note:    The movements are maximum peak-peak.     Frequency of occurrence of these 
movements should be less than is 1 week per year (2 % of the time). 

Table 5  Criteria for Fishing Vessel Movements Moored at Berth 
(Nordic Council, 1986) 

Type of Vessel Surge 
(m) 

Sway 
(m) 

Yaw 
(°) 

Heave 
(m) 

Pitch 
(°) 

Roll 
(°) 

Fishing Vessel 
(25 m to 60 m 
length) 1.2-1.5 1.0-2.0 6 0.6-1.0 4 8 

Note:    The movements are peak-peak values.  For the berth to be acceptable, the frequency 
of the movements should be less than 3 h/year. 
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Wave Data Acquisition Programme: The field measurement programme was initiated in 
December 1989 with the installation of the wave gauges and wave riders at their designated 
locations in Sandford and Stoney Island harbours, in Nova Scotia, Atlantic Canada. The 
locations of the inner and outer gauges for each harbour (Figure 1), were designed to record 
wave agitation data at the service/offloading area and at the harbour entrance respectively. The 
acquisition of data began in January 1990. 

The harbour master field observations covered two field measurement seasons, the first period 
from December 1989 to end of May 1990 and the second season period from October 1990 to 
end of January 1990 for both locations. The harbour masters were responsible to visually 
record wind, wave and harbour conditions on a daily basis. The harbour conditions that were 
of interest for the present study were those events that could not be tolerated by the fishermen 
at the service/offloading wharf (i.e. unacceptable harbour conditions) and those events when the 
wave conditions were severe, but the harbour conditions could be tolerated (i.e. acceptable 
harbour conditions). The unacceptable conditions provide an indication of the lower bound of 
wave agitation that is unacceptable, while the acceptable conditions provide the upper bound 
of wave agitation that is tolerable. Summaries were compiled from the harbour masters field 
notebooks by condensing the information into categories of weather, waves, and harbour 
conditions recorded on each day. 

The magnitude of the threshold wave height for unacceptable wave agitation at the 
service/offloading area was determined by simply identifying the measured wave height at the 
inner wave gauge for each unacceptable event as observed by the harbour master. This process 
was followed for both harbours. A sample time series plot for Stoney Island was shown in 
Figure 2 where the occurrences of unacceptable wave conditions were shown as a solid dot at 
the time of occurrence. Visual inspection of this plot shows a good coherency of measured (by 
the wave riders) and observed wave data (by the harbour masters) for the unacceptable events. 

Similarly, acceptable harbour condition occurrences were also indicated on this time series plot 
as hollow dots. It is interesting to note that for these dates of acceptable (but severe) 
conditions, the inner gauge at Stoney Island showed a maximum value of 0.39 m and a 
minimum value of 0.15 m. This indicated that the harbour condition became unacceptable 
when the significant wave height exceeded 0.4 m. 

Wave Hindcast: A 20 year wave hindcast was conducted to simulate the wave climate for each 
study harbour at the location of the wave riders. A parametric hindcast model based on the 
SMB equations (Atria, 1991) was used. The hindcast analysis used wind data from Yarmouth, 
N. S. as primary input to the model. The model was calibrated to the measured wave data at 
each wave rider, and subsequently, the long term hindcast was conducted for the 20 year data 
set using the calibration factors determined from the calibration process. 

For both harbours, the hindcast model was calibrated by comparing the MEDS wave data 
measured at the wave riders with the hindcast waves using Yarmouth winds. In the calibration 
procedure, the original (smoothed) wind data were first used to hindcast waves in 8 and 16 
point sectors. The initial hindcast used the original (unfactored) Yarmouth wind data and 
resulted in the hindcast waves being generally smaller than the measured values. The hindcast 
waves were then calibrated with the measured MEDS data by adjusting the wind scale factors 
until a reasonable match was achieved. Procedures to modify the (Yarmouth) wind data using 
overwater/overland speed ratios were applied and were presented in Atria (1991). 
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STONEY ISLAND HARBOUR, N.S. 

GULF OF MAINE 

SANDFORD HARBOUR, N.S. 

FIGURE 1 Location of selected harbours, Nova Scotia, Canada 
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To establish the directional relationship between the wave conditions inside the harbours and 
those at the wave riders, the wave heights at inner and outer wave gauges were plotted against 
those measured at the wave riders for both sites. The fitted equations obtained using linear 
regression were shown in the plots of Figure 3, for Stoney Island harbour. For this, hindcasted 
wave directions were used when in concurrence with the wave directions observed by the 
harbour masters. Otherwise, the observed wave directions were used. Further, a 20 year 
hindcast representative for the two wave rider locations was performed using the wind data and 
calibration factors discussed above. 

The results of the hindcast were presented in frequency of occurrence tables of the hourly 
significant wave height and wave period. The 20 year wave climates for both Sandford and 
Stoney Island, at the harbour wave gauges, were developed using the 20 year wave hindcast 
and applying the transfer functions given in Figure 3. These transfer functions modify the 
waves from the wave rider locations to the wave gauge locations. A summary of the wave 
statistics for all directions for both harbours inner wave gauges was presented in Atria (1991). 

Discussion: The threshold value for unacceptable wave agitation (magnitude of wave height 
which renders the service/offloading area unusable) was determined by linking the harbour 
master's field observation of harbour agitation conditions to the MEDS measured wave data. 
The data for Stoney Island is shown in Figure 4. This figure shows a summary plot for all 
events of unacceptable harbour agitation conditions and the measured wave parameters. Using 
the Stoney Island inner wave gauge to represent the wave climate at the service/offloading area, 
the acceptable wave heights range from 0.27 m to 0.43 m and the value of 0.27 m could be 
considered as the threshold value. Figure 4 also presented a summary plot for the acceptable 
(but severe) harbour agitation condition. Inspection of the inner wave gauge for Stoney Island 
indicated that all data for acceptable harbour agitation conditions were under 0.4 m but greater 
than 0.27 m. This upper bound value could also be considered as the threshold value for 
unacceptable conditions. These conflicting information may be attributed to measuring errors 
or other factors such as freezing rain or strong wind conditions, which made the harbour 
masters feel that the harbour conditions were unacceptable. Closer examination of these two 
plots indicated that if the data point of 0.27 m wave height is ignored then the unacceptable 
threshold is about 0.4 m. Considering this, a value of 0.4 m was proposed here as the threshold 
wave height for unacceptable harbour agitation conditions. Also, this proposed threshold value 
agrees with the British Standard Code BS6349 that the maximum acceptable significant wave 
height is 0.4 m for boats up to 30 m. Wave agitation levels greater than this value would 
induce undesirable vessel motions which could result in vessel damage. 

Allowable wave agitation criteria are incomplete without specifications for the frequency of 
occurrence of the defined threshold value. Determination of the allowable frequency of a 
specified wave agitation level is basically an economical/policy decision. The scatter diagram 
for the predicted wave climate for the inner gauge at Stoney Island (Atria, 1991) indicated that 
the exceedance probability of a wave height greater than 0.4 m is 1.04% and the exceedance 
probability of a wave height greater than 0.25 m is 4.89%. 

According to the SCHD inventory of fishing harbours, both Sandford and Stoney Island 
harbours are Class B harbours. Under the existing Guidelines of Harbour Accommodation 
(F&O, 1985), the required allowable maximum wave agitation at the service/offloading area is 
0.25 m and its exceedance probability cannot be greater than 0.87%. Based on the existing 
guideline, Stoney Island harbour would be considered as a problem harbour. However, on 
average for 15 times per year the fleet at Stoney Island have to abandon the harbour and seek 
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refuge at other harbours (J. Ross, SCH, pers. comm., 1991). If this occurrence of refuge 
seeking is considered acceptable to SCHD, the Stoney Island harbour would be considered as 
functional and the frequency of wave agitation found in this study could be accepted and 
applied to other harbours in a generic manner. On the other hand, if SCHD considers this 
frequency of refuge seeking to be unacceptable, then frequency of 1% may be considered high. 
When compared to the exceedance probability of 2.5% suggested by the Japanese Ministry of 
Agriculture and Fisheries for allowable wave heights of 0.4 m, it does not seems unreasonable 
that the wave height of 0.4 m cannot be exceeded 1% of the time in a year. 

The vessels which operate at Sandford and Stoney Island harbours are known as Cape Islanders 
which fall into the STACAC (Statistical Coordinating Committee for Atlantic Canada) class 2 
(35 to 45 ft) category. The wave measurement programme at Sandford and Stoney Island (and 
resulting recommended allowable levels of wave agitation) applies to STACAC class 2 vessels. 
The recommended guidelines proposed here towards allowable levels of wave agitation apply 
to STACAC class 2 and 3 (45 to 60 ft) fishing vessels in Atlantic Canada. 

e. 
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CONCLUSIONS 

It is proposed that harbour classification should not be a parameter governing allowable wave 
agitation criteria, rather vessel classification should be considered as a governing parameter. 
The rational for this can be explained as follows: a given vessel at berth experiencing beam 
seas, undergoes the same discomfort from the incoming wave attack as ten of the same vessels 
moored bow to stern under the same wave conditions. On the other hand, fishing vessels of 
different class will not respond in (exactly) the same manner under the same wave disturbances 
and therefore experience different levels of discomfort. Therefore the allowable wave agitation 
level and its frequency of occurrence should depend on the dominant type of vessel in a 
harbour, rather than the total vessel meters in that harbour. 

The associated frequency of occurrences allow for some down time at the service/offloading 
wharf at which point in time alternate action will have to be sought by the local fishermen. 
This alternate action may consist of mooring the vessel in a mooring field, removing the vessel 
from the harbour by a slip or departing from the harbour altogether and seeking refuge in a 
nearby harbour (which is the case at Stoney Island harbour). Therefore, the alternate action is 
a function of the facilities available at each site specific harbour. 

Measuring waves in a harbour with an organized harbour monitoring programme proved to be 
an effective means of determining the threshold point of unacceptable wave agitation as applied 
to fishing vessels on the Canadian east coast. During the planning and design of commercial 
fishing harbours, the associated frequency of wave agitation recommended in this document 
apply to wave events which occur during the fishing season alone. 

It was concluded that the results of this study, which were based on wave measurements with 
peak wave periods in the order of 10 to 13 s, may be safely applied to sites with shorter peak 
wave periods. Inland waters typically have wave climates which have shorter periods than 
wave climates in Atlantic Canada. Considering this, it is recommended that the above criteria 
for wave agitation may be safely applied to inland water commercial fishing harbours. 

For planning purposes of Canadian east coast commercial fishing harbours which have 
predominantly STACAC class 2 or class 3 fishing vessels, it is recommended to use the 
threshold significant wave height with the associated frequency of occurrence listed in Tables 
6 and 7 for the service/offloading wharf and for the mooring basin respectively. 

Table 6 Recommended Allowable Wave Agitation Criteria for the Service/Offloading 
 Wharf for STACAC Class 2 and Class 3 Fishing Vessels  

Threshold Significant Frequency of 
Wave Height Occurrence 
0.40 m 1.0 % - 2.5 % 

Table 7 Recommended Allowable Wave Agitation Criteria for the Mooring Basin for 
STACAC Class 2 and Class 3 Fishing Vessels 

Threshold Significant Frequency of 
Wave Height Occurrence 
0.50 m 1.0 % - 2.5 % 
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Threshold value for unacceptable wave agitation (magnitude of wave height which renders the 
service/offloading area unusable) for a STACAC class 2 fishing vessel was determined to be 
0.4 m. The scatter diagram for the predicted wave climate for the inner gauge at Stoney Island 
indicated that the exceedance probability of a wave height greater than 0.4 m is 1.04% and the 
exceedance probability of a wave height greater than 0.25 m is 4.89%. The results of the 
present study indicated that the frequency of occurrence for wave agitation should be 5 to 6 
times greater than the current guidelines values (F&O, 1985). 

Allowable wave agitation criteria are incomplete without specifications for the frequency of 
occurrence of the defined threshold value. Determination of the allowable frequency of a 
specified wave agitation level is basically an economical/policy decision. A 1% to 2.5% 
frequency of occurrence of the threshold wave height is recommended. 

It is proposed that the results of this study, which apply to STACAC class 2 vessels, may be 
safely applied to STACAC class 3 vessels. Also, these criteria could possibly be reduced for 
STACAC class 1 (up to 35 ft) vessels. Atria Engineering Hydraulics Inc. is currently (1992) 
undertaking a similar field monitoring programme in Newfoundland to determine the threshold 
values of wave agitation criteria for STACAC class 1 vessels. 
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CHAPTER 248 

Erosion of the Damietta Promontory, 
the Nile Delta 

A. M. Fanos*, A. A. Khafagy* and P. D. Komar** 

Abstract 
The Damietta sediment-formed promontory is located on 

the eastern half of the Nile Delta, about 40 km west of the Suez 
Canal breakwaters at Port Said. Following a long period of 
accretion, the promontory began to erode early this century 
with shoreline recession rates reaching a maximum of 38 m/yr. 
This paper documents the shoreline changes, the coastal 
processes responsible for those changes, and the protective 
measures that have been erected to control the erosion. 

Introduction 
During historical times, the Nile Delta shoreline was built 

out by sediments delivered to the coast through seven or more 
distributaries. Since the 9th century, most of the Nile River 
water and sediment delivered to the coast have passed through 
the Rosetta and Damietta branches, and these have built out the 
pronounced promontories apparent in the modern outline of the 
delta shoreline. The shapes of these promontories reflect the 
quantities of sediments delivered to the coast versus the 
effectiveness of the waves and nearshore currents in 
redistributing the beach sands along the delta shoreline. 

About the turn of the century, the general accretion of the 
Rosetta and Damietta promontories reverted to erosion 

*Coastal Research Institute, 15 El Pharaana St., El Shallalat, Alexandria, Egypt 
"College of Oceanography, Oregon State University, Corvallis, Oregon 97331 

3246 
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characterized by rapid rates of shoreline retreat. Inducement of 
this erosion is generally attributed to construction of barrages 
along the Nile River as part of water-control activities, and in 
particular to the construction of the Aswan Low Dam in 1902 
and the Aswan High Dam in 1964 (Orlova and Zenkovitch, 1974; 
Inman and Jenkins, 1984; Frihy et al., 1991). Completion of the 
Aswan High Dam has cut off almost all water discharge from 
the river and the delivery of sediments to the delta coast. 

The focus of this study is on the Damietta promontory 
which is located about 40 km west of the Suez Canal 
breakwaters at Port Said. The objectives of this paper are to: 
(1) illustrate the patterns of shoreline changes from analyses 
of old maps and recent surveys; (2) to summarize the mea- 
surements of waves, longshore currents and beach profiles; (3) 
to evaluate the longshore sediment transport rates through 
various techniques; and (4) to highlight the shoreline protective 
works that have been completed or are being proposed. 

Patterns   of   Shoreline   Changes 
The shoreline changes, as revealed in old maps and recent 

surveys, are summarized in Figure 1. There was an overall 
accretion from the 1800 survey until about the beginning of the 
20th century, the maximum seaward growth appearing in the 
1912 mapped shoreline. After that date the successive surveys 
show a rapid retreat of the shoreline to the immediate east of 
the Damietta river mouth, that long-term maximum erosion 
averaging 38 m/yr between the 1912 and 1983 shorelines. 
Development in this erosion area to the east of the river was 
minimal, with the main impacts being the necessity of moving 
the coastal highway inland and the recent replacement of the 
light house which is in danger of being lost. 

It is apparent in Figure 1 that the shoreline retreat and the 
rates of erosion have varied considerably along the length of the 
promontory shoreline, and actually revert to a zone of accretion 
to the east of a nodal area, reflected in the progressive seaward 
advance of the shorelines. Part of this accretion has been the 
development of a sand spit on the eastern flank of the Damietta 
promontory, seen in the 1973 and 1983 shorelines (Fig. 1). 
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MEDITERRANEAN       SEA 

Fig. 1   .-Evolution    of   the   Shoreline   and    Spit    Formation    on    the   Eastern   Side 
of     Damietta      Promontory. 

7TVT- 

The shoreline changes to the west of the river mouth have 
been particularly critical due to the erosion of the resort 
community of Ras El Bar. The study of old maps has shown that 
the Ras El Bar tongue of land grew in length to about 500 
meters and widened during the period from 1800 to 1900, 
corresponding to the time of general growth of the Damietta 
promontory. Since the turn of the century, the pattern has been 
primarily one of erosion, during which the Ras El Bar tongue 
eroded back following the overall shoreline retreat of the 
promontory. The erosion has been partly stabilized by the 
placement of a series of groins and a seawall. 

It is seen that there have been substantial changes in the 
shoreline positions along the Damietta promontory since about 
the turn of the century. The main impact has been one of 
erosion, with the point of the promontory having retreated by 
some 3 to 4 km and continuing at a rapid rate. However, beach 
accretion, partly in the form of a sand spit, has taken place 
along the eastern flank of the promontory. The inducement of 
these shoreline changes is undoubtedly a response to the cut- 
off of sand delivery to the coast through the Damietta branch of 
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the Nile River. The continued action of waves, longshore 
currents and sediment transport has acted to displace sed- 
iments toward the east, resulting in the observed patterns of 
shoreline changes. 

Processes   Affecting   the   Damietta   Promontory 
The normal wind regime along the Mediterranean coast of 

Egypt is controlled by various atmospheric conditions which 
occur on a seasonal basis. The annual wind rose for the area 
offshore of Damietta indicates that the winds blow predom- 
inantly from the NW and WNW directions. These directions 
correspond to the maximum fetch distance along the length of 
the Mediterranean Sea, and account for the observed patterns of 
wave heights and directions along the Nile Delta coastline. 

A program for collecting wave data in the study area began 
as early as 1964-1966 and has been continuous from 1972 
onwards (Fanos et al., 1989; Nafaa et al., 1991). The earliest 
measurements were collected with pressure gauges termed the 
Offshore Pressure Operated Suspended System, installed in 
about 6 meters water depth directly seaward of the point of the 
Damietta promontory. Its records have been analyzed manually 
by the zero up-crossing method and/or the Tucker and Drapper 
method (Tucker, 1963; Drapper, 1966) to obtain significant 
wave heights and periods, while the wave direction was 
determined from wind data. In order to obtain a more complete 
description of the wave climate, a directional wave recording 
system termed the Cassette Acquisition System has been used 
since it became fully operational in 1985. It was installed in 7 
meters water depth, about 1 km offshore from the Damietta 
Promontory. Measurements for 34 minutes every 6 hours are 
recorded on cassettes, and are computer analyzed to yield 
spectra, significant wave heights, periods, and wave directions 
(Lowe and Inman, 1984; Elwany et al., 1988; Nafaa et al., 1991). 

Wave action on the Nile Delta is seasonal, with the 
intensity and direction following the seasonal patterns of 
winds. The maximum significant wave height recorded during 
1985 to 1990 was 4.3 m. The predominant wave directions are 
from the WNW, NNW, N and W; a small portion of waves arrived 
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from the NNE and NE, especially in March through April and 
possibly in November, due to easterly winds during those 
months. It is noticeable that wave characteristics vary from 
season to season and from year to year. These variations cause 
the changes in wave energy flux which are responsible for the 
nearshore coastal changes. 

All of the wave records are from one point in shallow 
water, and in order to obtain the deep-water wave 
characteristics and to determine the wave climate along the 
length of the promontory shoreline, back and forward refraction 
calculations have been carried out. Figure 2 shows the back 
refracted rays of the recorded data (Elwany et al., 1989), and 
examples of forward refraction of waves from the NNW and 
WNW (CRI/UNESCO/UNDP, 1978). This figure illustrates the 
concentration of wave energy on the promontory, and in part 
explains the severe erosion that has occurred. 

Longshore currents have been measured within the surf 
zone at three stations on each side of the mouth of the Damietta 
Nile branch. The collected data during 1990 and 1991 have been 
subjected to monthly, seasonal and yearly statistical analyses 
to determine the probability distributions of the longshore 
currents. The predominant current direction on both sides of the 
river mouth was found to be from west to east, except during 
the months of March, April, May and November when the current 
periodically reverses and its direction depends on the daily 
wind and wave directions. 

The shift from erosion to accretion along the eastern flank 
of the Damietta promontory, Figure 1, reflects the longshore 
variations in the quantities of sand being transported. As one 
moves east from the river mouth, the erosion contributes more 
and more sand to the littoral transport toward the east, so that 
the total quantity must be progressively increasing. The max- 
imum longshore sediment transport is positioned at the nodal 
point between the areas of erosion versus accretion. With the 
change to beach accretion, there is progressively less and less 
sand being carried as littoral drift. By this interpretation, the 
longshore sediment transport is everywhere to the east, but its 
varying   quantities   account   for   the   shifts   from   erosion   to 
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deposition. 
This pattern of sediment transport has been quantitatively 

assessed for the stretch of shoreline east of the Damietta river 
mouth, similar to the analyses of Frihy et al. (1991) for the 
Rosetta promontory. The rate of shoreline retreat or advance is 
related to the longshore gradient of the sand transport rate, 
rather than to the absolute quantities of that transport. If y is 
the shoreline position so that dy/dt is its time-rate of change 
(dy/dt = - signifies erosion, dy/dt = + represents accretion), 
then a consideration of sediment continuity yields Z(dy/dt) = 
-dQg/dx where Qs is the local sediment transport rate and x is 
in the longshore direction. Z is an elevation factor that converts 
the dy/dt shoreline change into a volume of sand eroded or 
deposited per unit shoreline length. According to beach profiles 
from the area, this elevation change is approximately Z = 4 
meters. Therefore, there is a simple proportionality between 
dy/dt and dCydx. 

The average rates of shoreline erosion or accretion (dy/dt) 
between the years 1912 and 1983 have been determined from 
Figure 1. The corresponding dQs/dx local gradients calculated 
from the continuity equation have been integrated in the 
longshore direction from west to east, to yield the graph of Qs 

in Figure 3. It has been assumed that Qs = 0 at the river mouth, 
that is, there is presently no exchange of sand with the area to 
the west, either with the river channel or with the western 
flank of the promontory. If there is in fact some net exchange, 
then the Qs curve of Figure 3 would simply shift up or down by 
that amount, while retaining its overall shape. It is seen that Qs 

progressively increases with longshore distance from the river, 
reaches a maximum of approximately 0.41 x 106 m3/yr, and then 
decreases. According to the computations of Figure 3, the 
transport is reduced to essentially zero due to deposition on the 
sand spit along the eastern flank of the promontory, indicating 
that there is an approximate balance between the quantities of 
sand eroded and subsequently deposted. The varying quantities 
of longshore sediment transport rates found in this analysis are 
due to systematic changes in breaker angles and wave energies 
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along this stretch of shore, in turn caused by the refraction of 
the predominant NW-NNW waves around the shallow offshore of 
the  promontory. 

Measurements and/or computations of the littoral drift 
have been carried out by various investigations along different 
stretches of the Damietta promontory. Kadib (1969) measured 
the transport at Ras El Bar using fluorescent tracers, and 
reported a value of 1.15 x 106 m3/yr for the net transport 
toward the east. More recently, experiments by El Fishawi et al. 
(1992) have been carried out using tracers to determine sand 
transport rates at two locations, 0.80 km east and 3.0 km west 
of the Damietta mouth, every month during the period from 
January to December 1991. The results are graphed in Figure 3, 
labeled as CRI-1991. To the east of the river the evaluated net 
littoral drift is 0.8 x 106 m3/yr, which is substantially greater 
than determined by the other techniques. To the west of the 
river along the Ras El Bar shoreline, the net littoral drift is 
evaluated to be 0.26 x 106 m3/yr toward the east, a value that 
is smaller than obtained by the other techniques and studies. 



3254 COASTAL ENGINEERING 1992 

Tetra Tech (1984) estimated the net littoral drift at Ras El 
Bar to be 0.8 x 106 m3/yr to the east. Using the CERC equation, 
Sogreah (1982) evaluated the transport rates along an extended 
length of shoreline to the west of the river mouth, including the 
beach along Ras El Bar. The results are graphed in Figure 3. 
These calculations indicate that the net littoral drift is 
everywhere toward the east, progressively decreasing from 0.6 
x 106 m3/yr to essentially zero (0.03 x 106 m3/yr) near the Ras 
El Bar jetty. The calculated values using the CERC equation are 
very approximate because they depend on the accuracy of 
measuring the shoreline orientations, the breaker angles, and 
breaker heights. 

Longshore sediment transport rates can be computed from 
the  daily  measurements  of wave  heights  (Hb) and longshore 

currents (v) with the modified Bagnold equation Qs= 0.026(Hb)2v 
as established by Komar (1990). This formula is particularly 
applicable to analyses of sediment transport rates on the Nile 
Delta due to the accumulated long-term measurements of waves 
and longshore currents, and eliminates the requirement of 
accurate assessments of breaker angles needed in the CERC 
equation. Applying this relationship with the available wave 
and current measurements, the average annual eastward and 
westward littoral drifts on the western side of the river mouth 
were computed to be 0.64 x 106 m3/yr and 0.2 x 106 m3/yr 
respectively, the net to the east being 0.4 x 106 m3/yr. These 
values are graphed in Figure 3 at the position corresponding to 
the location where the longshore currents were measured to the 
west of the Ras El Bar jetty. Similar calculations for a position 
to the east of the river mouth yielded eastward and westward 
transports of 0.72 x 106 m3/yr and 0.23 x 106 m3/yr, with a net 
0.49 x 106 m3/yr toward the east. This is approximately the 
maximum transport rate as evaluated above from shoreline 
changes and continuity considerations, but the measurement 
location is closer to the jetty where the calculated transport 
from continuity considerations is roughly half that value (Fig. 
3). Therefore, the agreement is good only to a factor of 2. 
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Shoreline   Protection   Measures 
The protective works on the Damietta promontory began in 

1936 in order to defend the Ras El Bar summer resort from the 
erosion, and also to prevent siltation of the estuary. A 200-m 
long concrete jetty was constructed during the period 1936-41 
at the NE extremity of Ras El Bar (Figure 4). In 1965 a concrete 
protective sea wall was built along the first 400 m of shoreline 
to the west of the jetty, fronted by riprap and doloes. Three 
150-m long concrete groins were added in 1970 to protect the 
beach to the southwest of the sea wall, and in 1982 a basalt 
riprap revetment was constructed between the groins and to the 
west of the groin field. Presently, four detached breakwaters 
are under construction to the west of the groins, Figure 4, and 
the beach behind the breakwaters is being nourished. These 
combined projects will offer protection to nearly the full 
length of the Ras El Bar shoreline. 

MEDITERRANEAN SEA 

Detached Breakwates / 

--'&nc. Sea Wall 
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Fig, 4    Protective     Measures (1941 - 1991) on    Western   Side  ol   Damietta    Promontory. 
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The jetty on the eastern bank of the river mouth was 
constructed in 1979. However, the earliest shoreline structure 
to the east of the river mouth was a seawall several kilometers 
in length, Figure 4, constructed in 1971 to protect the very old 
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coastal road between Damietta and Port Said. Most of this wall 
has become submerged in the offshore during the continued 
retreat of the shoreline. Recent erosion has threatened the 
lighthouse to the immediate east of the river, and necessitated 
the placement of a protective riprap wall surrounding the 
structure and extending to the east. This old lighthouse has 
become unstable due to the erosion, and has been replaced by a 
new lighthouse in an inland position. Tetra Tech (1984) has 
suggested the construction of a revetment having a 6 km length 
along the coast, using the old road to Port Said as part of the 
structure. However, erosion would continue at its eastern end 
as the promontory shoreline continues to retreat. We have 
suggested that the revetment instead extend for about 1.5 km 
parallel to the old road, and then turn inland to the south to 
offer protection from the erosion that will continue further to 
the east. 

Summary  and  Conclusions 
Erosion of the Damietta promontory has been continuous 

since about the turn of the century, with very high rates of 
shoreline retreat. This erosion is confined to the central portion 
of the promontory closest to the river mouth. To the east of the 
river the rate of shoreline retreat progressively decreases 
along the flank of the promontory, and beyond a nodal area 
reverts to accretion and shoreline advance, in part involving the 
formation of a large sand spit. This reorientation of the 
shoreline is in response to the continued wave action and 
longshore sediment transport, while at the same time the 
sediment delivered to the coast has been cut off due largely to 
the construction of dams on the Nile River. A program of data 
collection, including the measurement of waves, beach profiles, 
longshore currents and sand transport rates, has documented 
the main processes responsible for the shoreline changes. The 
measurements of longshore currents and sand transport show a 
dominant movement toward the east, and this corresponds to 
the prevailing.winds and waves arriving from the NW and WNW 
directions. Although the net longshore sediment transport is 
everywhere toward the east, the  rates vary due to  systematic 
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longshore variations in wave breaker heights and breaker angles 
along the length of the promontory shoreline. This variation in 
rates of eastward transport is responsible for the patterns of 
shoreline erosion near the river mouth versus accretion at 
greater distances, the zone of erosion corresponding to the 
shoreline where the transport is progressively increasing while 
the accretion is in the zone of decreasing littoral drift. 

The promontory erosion has threatened developed areas, in 
particular the resort community of Ras El Bar to the west of the 
river. The response to this erosion has been the construction of 
a jetty, followed by the placement of a seawall and series of 
groins along the eroding shoreline. Most recent is the placement 
of four detached breakwaters and nourishment of the sheltered 
beach. There is less development to the east of the river, but 
the erosion has destroyed the coastal road to Port Said, 
requiring its rerouting to a more landward position. The old 
lighthouse has been undermined by the erosion, necessitating 
its replacement. Riprap has recently been installed to protect 
the old lighthouse and extended eastward to offer some 
protection to the replacement Port Said highway. Plans are 
being formulated for the construction of a large seawall that 
will extend for several kilometers to offer additional pro- 
tection to the eastern shore of the Damietta promontory. 
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CHAPTER 249 

NEARSHORE COASTAL CHANGES ALONG THE NILE DELTA SHORES 

A.A. Khafagy1, M.G. Naffaa1, A.M. Fanos1 and R.G. Dean2 

ABSTRACT 

The Nile Delta coast is a dynamic system formed by the Nile River 
sediments discharged into the Mediterranean Sea through the historic seven branches 
of the Nile. The central headland at Burullus began to erode around the 10th 
century upon abandonment of the old Nile branch which had been providing 
sediment to this area. Commencing in the early 20th century the nine barrages along 
the main river were constructed which initiated a general erosional trend along the 
Nile Delta with concentrations around the Rosetta and Damietta promontories. This 
alarming erosion has been aggravated since the erection of the Aswan High Dam 
in 1964, which trapped essentially all of the flood sediments in its storage basin. 

Eighty beach profiles, covering the Delta coast, have been surveyed twice 
per year since 1976 and surveying is continuing to the present. A computer program 
was developed to analyze the collected profile data. This program calculates the 
accretion/erosion quantities and the movement of various contour lines up to 6 
meters depth. The results have shown that the changes do not follow a clear pattern 
except at the Rosetta and Damietta promontories and around the El Burullus area 
where consistent erosion is evident. 

INTRODUCTION 

The Nile Delta coast consists of sandy beaches approximately 240 km in 
length (Figure 1). This coastline has two promontories at Rosetta and Damietta and 
one "bulge" at Burullus with concave shorelines in between. Six outlets exist in this 
coastal segment, listed from west to east as: Idku Lake Outlet, Rosetta Exit, 
Burullus Outlet, Gamasa Drain Outlet, Damietta Exit, and El Gamil Outlet. The 

'Coastal Research Institute, 15 El Pharaana St., El Shallalat, Alexandria, Egypt 
2Coastal and Oceanographic Engineering Department,  University of Florida, 
Gainesville, Florida 32611 USA 
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Figure 1. General Layout of Main Profiles along the Nile Delta Coast. 

instability of the Nile Delta coastal zone in terms of erosion and accretion has been 
documented since the beginning of the present century. Local severe erosion has 
destroyed roads and caused losses of buildings and resort beaches while shoaling 
due to siltation in lake outlets and estuaries has resulted in navigation hazards and 
reductions in fish productivity. There has been considerable interest over the last 
two decades in the marked coastal changes observed along the Nile Delta coast, 
leading to studies of: coastal geomorphology (Sestini, 1976; Frihy et al., 1988); 
analysis of beach profiles up to the 6 m depth (Manohar, 1976 a & b); aerial 
photography analysis (Frihy, 1988); satellite image analysis (Klemas and Abdel 
Kader, 1982; Smith and Abdel Kader, 1988; Blodgeetal., 1991); shoreline changes 
(Sestini, 1976; Misdorp, 1977); dynamic factors (Khafagy and Manohar, 1979; 
Manohar, 1981: Fanos, 1986: Elwany et al., 1988; Naffaa et al., 1991) sediment 
transport (Inman and Jenkins, 1984; Frihy et al., 1991) and sediments (El Askary 
and Lotfy, 1980). 

The erosion and accretion patterns along the Nile Delta coast in general are 
a result of: 1) a decrease of sediment supply after the construction of the Aswan 
High Dam and other impoundment structures built on the Nile which have reduced 
the sediment supply from more than 120 million tons per year to almost zero at 
present (Orlova and Zenkovitch, 1974; Sharaf El Din, 1974: Smith and Abdel 
Kader, 1988: Frihy, 1988), 2) rise of sea level in the Mediterranean over the last 
40 years at an average rate of about 1.63 mm/yr (Sharaf El Din et al., 1989), 3) 
subsidence of the land at a rate of 3.5 to 5.0 mm/yr in the northern part of the 
Delta based on carbon-dated core sections (Stanley, 1988), and 4) dynamic factors 
including waves and currents which are the principal driving forces for the transport 
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of sediments and hence the chief agent in beach erosion. Wave action along the Nile 
Delta coast is seasonal in nature. The energy supplied by severe Winter storms 
contributes significantly to the total annual energy budget. The maximum wave 
height recorded is 4.0 m in Winter at Abu Quir Bay. The predominant direction of 
the waves is WNW-NW with less wave energy from the NNE-NE sector (Naffaa 
et al., 1991). The predominant littoral current is toward the east with velocities 
ranging from 20 to 50 cm/sec (Fanos, 1986). 

This paper describes the nearshore coastal changes, including the sediment 
quantities, shoreline changes, bar formation and physiographic nearshore units from 
the profile data collected during the last ten years, i.e., from 1981 to 1990. 

DATA COLLECTION 

The data base for this study has been established from repeated surveys of 
80 hydrographic profiles along the Nile Delta coast and simultaneous collection of 
sediment samples. The most westerly profile is located 6 km west of Maadia Outlet 
and the most easterly profile 5 km east of El-Gamil Outlet (about 7 km west of Port 
Said western breakwater). The spacing between adjacent profiles depends on the 
nature of the coastline and varies from 0.5 km to 10 km with the exception of one 
17 km spacing between two profiles west of Rosetta (Figure 1). More detail is 
provided in Khafagy, Fanos and Naffaa (1992). 

The profiles are referred to a permanent baseline which extends, more or 
less, parallel to the local shoreline. The monument for each profile is a steel angle 
iron imbedded in a barrel filled with concrete. The hydrographic survey of the 
coastal profiles extends from the monument to the closer distance of a 6 meter water 
depth or 1000 m offshore. The surveys have been conducted twice per year since 
1976; once during September/October termed "Autumn profiles" which represent 
the results of the Summer season swell waves and the other during April/May 
termed "Spring profiles" representing the results of the Winter season storm waves. 

The surveys along the profiles are carried out by taking a measurement 
every 10 meters along the first 250 m from the baseline (surf zone) and then every 
50 meters. A surface bottom sediment sample is taken every 100 meters with a grab 
sampler. The measurements are corrected to the zero Survey Authority datum. 

ANALYSIS OF PROFILE DATA 

The profile data have been analyzed in terms of their spatial and temporal 
variations (Khafagy, Fanos and Naffaa, 1992). Samples are given in Figure 2. Two 
methods have been used in the analysis of the beach profiles namely: the Eigen- 
function method (Winant etal., 1975) and the erosion/accretion method (CRI/ 
UNESCO/UNDP, 1978). The first considers the spatial and temporal characteristics 
of the profiles by computing the first three eigen-functions, representing the mean, 
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Figure 2. Typical Accretional, Erosional and Equilibrium Profiles. 

bar/berm and terrace functions, respectively. The results from this method are 
beyond the scope of the present paper. Some results for the Burullus area are 
presented in Khafagy and Fanos (1981). The accretion/erosion method was used to 
interpret the nearshore changes and the coastal processes of the Nile Delta coast. 
This method seeks to calculate the nearshore morphology characteristics of the 
profiles such as the position of the shoreline, depth contours, underwater bars, bed 
slopes and the volumetric transport rates of the sediments by erosional and/or 
accretion processes. 

A computer program was developed to calculate the accretion/erosion 
quantities between adjacent profiles. Also computed are the bed slope, bar 
characteristics and the distances of the 0, 2, 4 and 6 m contours from the original 
baseline. The surface bottom samples were analyzed mechanically and the mean 
grain size (D50) was computed for each sample. 

RESULTS AND DISCUSSIONS 

Nearshore Profiles 

Based on examination of the 80 profiles along the Egyptian coast, over the period 
1981 to 1990, three profile types were identified: 

Undernourished profiles characterized by a rapid recession of the beach. 
These profiles act as sediment sources; the Rosetta Promontory profiles 
(Figure 2) provide examples. 
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11. 

111. 

Overnourished profiles which are generally accreting and act as sediment 
sinks, e.g. profiles at Abu Khashaba about 10 km east of Rosetta Branch, 
and in Abu Quir Bay from Maadia Outlet to 6 km south of Rosetta Exit 
(Figure 2). 
Dynamically stable profiles which keep their forms at a maximum steepness, 
and unlike the undernourished profiles which erode continuously, they alter 
between erosion and accretion. Profiles of this type exist between Kitchener 
Drain and New Damietta Harbor and west of the Burullus Outlet (Figure 2). 
Figure 3 gives the seasonal changes for each profile type. 

Shoreline and Bed Contour Changes 

Measured shoreline and depth contour changes, i.e. 0 m, 2 m, 4 m and 6 
m contours during the 10 year period (1981 to 1990) are shown in Figure 4. It is 
clear that the shoreline is retreating along almost the entire coast except in some 
short regions between Maadia and west of Rosetta, at Abu-Khasaba, between 
Kitchener Drain and west of New Damietta Harbor and to the west of Port Said 
breakwater. Maximum retreat of the shoreline is documented at Rosetta Promontory 
to be about 70 m/y, while it is about 5 m/y at both of Burullus Headland and Ras 
El Bar sea resort and about 8 m/y to the east of Damietta branch. There are three 
regions which are subject to erosion from the shoreline to the 6 m contour. They 
are Rosetta and Damietta promontories and Baltim Sea resort area which is located 
about 10 km to the east of Burullus Outlet. This is due to the wave and current 
action and the absence of the sediment supply from the Nile itself which was 
balancing some of these losses before the completion of the High Aswan Dam. Also 
Figure 4 shows that there is accretion for the contours 2, 4 and 6 m along some 
other areas of the Delta. 
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Figure 3. Seasonal Shoreline Variations. 
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Figure 4. Changes of Contour Lines along the Nile Delta Coast. 

Bed Slope Changes 

Based on the profile data it is evident that the Nile coastal beaches have two 
or three ranges of gradients, with the steeper gradients located in the surf or breaker 
zone (ranging from 1:76 to 1:140); followed by a seaward transitional milder slope 
ranging from 1:35 to 1:350 and a still flatter seaward slope ranging from 1:90 to 
1:435. The slopes steepen just west of the outlets within and beyond the breaker 
zone. This is true for all the outlets except those which are provided with protective 
structures ( Maadia, Burullus and El-Gamil) such as jetties where they are flatter 
in the breaker zone only due to sedimentation processes. However, for the Damietta 
Outlet, the slopes are steeper due to the formation of a large eddy west of the jetty 
which prevents any sediment deposition. East of the outlets, the slopes are steeper 
than those on the west side, especially in the breaker zone. They gradually flatten 
for some distance to the east and then steepen again both in and beyond the breaker 
zone. The very steep slopes (1:5) at the eastern part of the Damietta Promontory 
are the result of active scour in front of the vertical wall existing in the area and not 
due to natural causes. The changes in bed slopes during the 1981-1990 period were 
relatively small. 
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Grain Size Changes 

The size characteristics of the surface bottom samples along the Nile Delta 
coast during the 1982 to 1989 period show insignificant changes. Some decrease in 
sediment size was evident from 1982 to 1989, primarily in the zone of maximum 
wave energy and strong longshore current, namely the breaker zone; from the 
shoreline to a distance of 300 m offshore. The data showed a clear trend of size 
reduction in the seaward direction. Coarser sands were also found near Maadia, 
near Burullus and at Damietta Outlet. These may be a "lag" product resulting from 
erosion concentrated at the old Nile branches. 

Relation between median grain size and bottom slope 

It is well known that grain size is an important parameter in determining the 
profile slopes under water or above water. Figure 5 shows the variation in slope as 
a function of median grain size D50, for the beach face and beyond the breaker zone 
for the entire coast. It is clear that: (i) the slope increases as grain size increases, 
(ii) the effect of grain size on slopes is greater in the beach zone area than beyond 
the breaker zone, and (iii) exposure to different wave conditions such as breaking 
waves modifies the slopes and grain sizes. 
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Figure 5. Bottom Slope Versus Medium Grain Size. 
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Underwater bars 

One characteristic feature of a beach in a relatively enclosed sea with small 
tidal range such as the Mediterranean Sea is a series of submarine bars (Manohar, 
1979). Along most of the Nile Delta coast there are three underwater bars, one in 
the breaker zone in depths of 0-2 m (summer bar) formed by the short waves and 
swells, one or two storm bars in water depth ranging from 3-4 m and/or from 5-6 
m formed by the largest storm waves. The convex shape of the bars has been 
interpreted as an index of the existence of more than one predominant wave 
direction, i.e. waves from NE and NW directions (Khafagy, Fanos, Naffaa, 1992). 
The bar heights range from 0.30 m to 1.00 m and in some cases are very flat and 
low in height. Their heights increase in areas of accretion and flatter slopes, 
whereas in erosional areas their base is large and their heights low. The formation 
and migration of these bars is a complex phenomenon which is difficult to study in 
a natural environment. 

Volumetric Changes and Trends in Erosion and Accretion 

Coastal processes can be interpreted in terms of changes of profiles and 
volumes. These types of results were developed from the 1981-1990 profile data 
and are presented in Figure 6. Figure 6b presents the mass curve (cumulative 
volume along the baseline). In the mass curve, a steeper upward slope indicates 
accelerated accretion and a flatter slope means the accretion is less than in the 
previous zone. A downward slope signifies erosion. Figure 6c presents the total 
volume of sediments moving on the Nile Delta coast within the zone between the 
baseline and the 6 meter contour. These figures indicate the following: 

1. Volumetric change rates appear to depend on time, for example the volume 
change during a particular period is not equal to volume change per year 
multiplied by the number of years. 

2. The gross volume change (accretion + erosion) which amounted to 235 x 106 

cu.m. in the ten year period is by far larger than the net volume change 
(accretion - erosion) which amounted to 13 x 106 cu.m. in the same period. 

3. In the breaker zone, erosion predominates over accretion, with a few areas of 
accretion such as Abu Khashaba east of Rosetta Exit, to the west of Gamasa 
Drain and near Port Said. The accretion in the Baltim Sea resort area is due in 
part to the artificial nourishment of the beach. 

4. The net volume change over the full length of the coast is sometimes accretion 
(up to 6 m depth) and sometimes it is erosion. This means that sediments are 
coming from or lost to depths beyond 6 m. This stresses the importance of 
extending the profile surveys offshore beyond 6 m to the closure depth. 

5. The changes of the profiles do not follow a certain pattern except at Rosetta and 
Damietta promontories and to the east of Burullus Outlet where they erode 
progressively. 
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Figure 6. Mass Curve of Total Sediment Volume Determined from Profile Data 
Along the Nile Delta Coast during the Period from 1981 to 1990. 
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6. The analysis of the spring profiles shows recession along the coast due to the 
high waves of the winter season while autumn profiles show redistribution of 
the sediments and shoreline advancement due to the lower swells of the summer 
season. 

Physiographic Nearshore Units 

According to the seasonal analysis of the beach profiles many independent 
physiographic units could be proposed as described below and shown in Figure 7: 

1. Abu Quir Bay from Madiaa Outlet to 6 km south of Rosetta Exit is an 
independent unit although its northern end acts as a sink for the erosional 
products from the Rosetta Promontory. 

2. The Rosetta Promontory, for about 15 km on both sides of the Rosetta Exit 
behaves as a separate unit acting as sources for adjacent areas. 

3. Abu Khashaba zone acts as a sink for erosional material from the Rosetta 
Promontory. 

4. The 40 km east of Abu Khashaba to Burullus Outlet appears to be a unit by 
itself where the shore is shifting back and forth. 

5. The reach from Burullus Outlet to Kitchener Drain is an erosion area with cusp 
formation at Baltim sea resort. 

6. From Kitchener Drain to the western breakwater of New Damietta Harbor is 
almost stable area with some accretional and erosional pockets. 

7. Damietta Promontory on both sides of the Nile estuary is a separate unit similar 
to the Rosetta unit. 

8. The reach from the beginning of the spit and up to 15 km to the east acts as a 
sink for the promontory erosion and to some extent as a source for the 10 km 
stretch located immediately eastwards. 

9. The remaining stretch appears to be an independent unit and acts as the major 
source for the Port Said breakwater and its entrance channel. 

SUMMARY AND CONCLUSIONS 

The coastal processes and changes along the Nile Delta shoreline are a result 
of the dominantly westerly wave incidence, the historic changes in location of the 
Nile tributaries (= 1000 years before present) and the more recent (this century) 
dramatic reduction in sediment supply due to barrage construction along the Nile 
River. An effective means of studying the current processes is through analysis of 
repetitive beach profiles extending a sufficient distance seaward to encompass the 
active profile. 

This study has identified the dominant erosional areas as those characterized 
by convex outward shorelines as a result of historical sediment supply by the Nile 
River tributaries. These erosional zones serve as sources of sediment for the 
accretional areas which are dominantly concave in planform. Consistent with theory 
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of planform change, it is expected that the erosional zones will broaden with time. 
The profile and sediment characteristics are qualitatively in agreement with the 
findings of previous investigators, namely that there is a correlation between local 
slope and local sediment size. The profile analysis indicates a complex pattern of 
erosion/accretion both in the longshore and cross-shore directions. 

Continued profile measurements will provide a valuable data base which will 
provide additional understanding of the complex and dynamic coastal processes 
along the Nile River Delta and will assist in the critical future management 
decisions relating to this resource. 
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CHAPTER 250 

NILE DELTA PROFILES AND MIGRATING SAND BLANKETS 

Douglas L. Inman1, M. Hany S. Elwany2 (M.ASCE), 
Ahmed A. Khafagy3 and Abraham Golik4 

ABSTRACT 

Before construction of the various Nile River dams, the position of the Nile Delta 
shoreline was in equilibrium between the sediment supplied by the river and the transport 
of sediment along the coast. Following dam construction sediment yield from the river has 
virtually ceased. In the absence of sediment from the river, currents, waves and winds are 
actively eroding the delta. Extensive beach profiling shows that the primary locus of 
erosion, in excess of 10 x 106 m3 yr, is from the Rosetta promontory. This material is 
carried eastward in part by wave action but predominantly by currents of the east 
Mediterranean gyre which sweep across the shallow delta shelf with speeds up to 100 
cm/sec. Divergence of the current downcoast from Rosetta and Burullus promontories 
results in formation of accretionary blankets of sand that episodically impinge on the 
shoreline. Individual blankets of sand form 1.5 m thick covers over the residual profile in 
depths of 6 to 4 m, and extend for 2 to 4 km along the shore. The sand blankets move 
progressively downcoast at rates of 0.5 to 1 km/yr, generating series of accretion/erosion 
waves along the shoreline. 

The erosion/accretion/erosion shoreline change is commonly 50 to 100 m and has 
a periodicity of 3 to 8 years. When the accretionary phase of the wave has passed 
downcoast, the shoreline returns to its previous form and exhibits a "residual" equilibrium 
profile. In its residual form, the beach profile goes through characteristic adjustments to 
seasonal wave climate, exhibiting an equilibrium winter profile with a pronounced bar and 
a summer profile when the bar tends to migrate onshore. When the nearshore is blanketed 
with sand during the accretionary part of the cycle, the profile is in disequilibrium with 
wave forcing and frequently shows several, irregularly spaced bars and troughs. Although 
the year to year shoreline changes associated with the accretion/erosion waves are large, 
0(50 m/yr), the long-term (decadal) changes based on successive residual profiles from the 
erosion portion of the cycle are relatively moderate, say 0(2 m/yr). 

'Center for Coastal Studies (CCS), Scripps Institution of Oceanography, La Jolla CA 
92093-0209 
2(CCS) and Coastal Research Institute, Alexandria, Egypt 21414 
3Coastal Research Institute-, Alexandria, Egypt 21414 
4National Institute of Oceanography, IOLR, Haifa 31080, Israel 
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Findings from this study suggest that the coastal current augmented by waves may 
transport 10-20 million m3/yr of sandy sediment, while the longshore sand transport near 
the shore is about 1 million m3/yr. Thus it appears that the blankets of moving sand that 
episodically impinge on these relatively shallow (6 m deep) profiles are only revealing the 
"toe of the elephant." Additional study is needed at depths of 20 m or more to resolve this 
problem. 

INTRODUCTION 

The shoreline of the Nile Delta extends along the Mediterranean coast from near 
Alexandria for 200 km to the east (Figure 1). The Nile River has been the sole source of 
the sediment for the delta as well as for the entire Nile littoral cell that extends an 
additional 500 km to Akko, Israel (e.g., Inman and Jenkins 1984; Carmel et al. 1985). The 
sediment load from the Nile River was deposited along the submerged portion of the delta 
where it was sorted and transported to the east by the prevailing waves and by currents of 
the counterclockwise east Mediterranean gyre that commonly flows at bout 50 cm/sec over 
the delta. Prior to 1964, the turbid plume of the flood waters of the Nile River could be 
traced along the Mediterranean coast for over 700 km to the shores of Lebanon (Orin 1952; 
Hecht 1964). 

Until 1964, the major sediment source of the littoral cell was the Nile River. 
Construction of the High Aswan Dam, which began filling in 1964, has resulted in a near 
absence of Nile River flow into the Mediterranean and a corresponding complete loss of 
the Nile River as a source of nutrients to coastal waters and as an active sediment source 
for the delta and the coastline of the Nile littoral cell. As a result, the Nile Delta is now 
subject to severe erosion in a number of localities. 

Previous studies have shown that the Nile Delta shoreline is bordered by a ribbon 
of sand, approximately 10 km-wide, extending from Rosetta promontory to near Damietta 
promontory (e.g., Fishawi et al. 1976; Misdorp 1977). Curiously, just west of Damietta 
promontory, this ribbon of sand diverges in a northeasterly direction from the coast, arching 
seaward from the promontory, leaving a mostly muddy offshore area from Damietta to Port 
Said (Figure 1). More recent studies by Murray et al. (1980; 1981) show that the Damietta 
promontory interacts with the east Mediterranean gyre to form a large, stationary eddy that 
begins at Damietta, extends offshore for up to 35 km and eastward along the coast for 
about 70 km. The seaward portion of the eddy is a high-speed jet over 5 km wide that 
forms off the promontory and flows northeasterly and then easterly with measured surface- 
to-bottom velocities of over 60 cm/sec. The eddy drives a field of actively migrating sand 
ridges easterly over a smooth mud plain. The sand belt begins in depths of 10 m, flows 
northeasterly, turns easterly and finally arcs southeasterly towards the coast between Port 
Said and Bardawil Lagoon (Coleman et al. 1981). This appears to be a major transport 
path and a partial sink for Nile sand. 

The formation of the eddy down-current from Damietta is associated with the 
abrupt bend to the southeast in coastal orientation at that point. This area, including 
Manzala Lagoon and its barrier beaches, appears to have subsided at rates up to 0.5 cm/yr 
during the past 7500 years. Stanley (1988) suggests that the subsidence is associated with 
the Pelusium Line, a northeast-trending compressional zone bordering the Levant Basin and 
entering Africa along the axis of the ancient Pelusium Branch of the Nile between Port Said 
and Bardawil Lagoon (Neev et al. 1976). 

PRESENT STUDY 

This report is part of a study of the budget of sediment of the Nile littoral cell 
sponsored by the U.S. Agency for International Development. It is based on extensive 
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beach profiling, sediment analysis and wave measurements. The profiling includes 70 
ranges extending over the 200 km of Nile Delta shoreline (see Khafagy et al. this 
proceeding), about 80 % of which were measured twice annually. Measurements during 
the early winter quarter of the year (October-December) were initiated under a previous 
UNDP/UNESCO study and, as used in this study, extended over the 18-year period from 
1971 to 1988. Measurements during the spring quarter (April - June) extended from 1976 
to 1988. These profiles were surveyed to depths of 6 m or distances of 1 km, whichever 
occurred first. 

Sediment sampling accompanied the profile surveying. Samples from the beach 
face at MSL show a mean grain size of about 250 um from Rosetta east, coarsening to 340 
um off Burullus and returning to 250 um in the Baltim segment. Much finer sand, 150 um, 
occurs on the Manzala barrier beaches, suggesting that the longshore transport coupling 
between the Manzala barriers and the Burullus-Baltin area is far from direct. 

Wave arrays are located on an oil platform off Abu Quir Bay and in depths of 6 
m off Ras el Bar on Damietta promontory. Both are three element arrays that provide wave 
directional-frequency spectra (Lowe et al. 1972). The Abu Quir array became operational 
in 1982/83 and the Ras el Bar array in 1985 (Lowe and Inman 1984; Elwany et al. 1988). 
The arrays show that the predominant waves are from the northwest to west-northwest and 
the wave climate is characterized by 1/2 < H,(m) £ 3 and 3 £ Tp(s) < 8, where BL. is the 
significant wave height and Tp is the peak spectral period. 

SHORELINE CHANGES 

Analysis of the 18 years of profiling along the 70 Nile Delta ranges shows that 
there are some sections of long-term erosion and accretion while, in other sections, the 
shoreline exhibits large cyclic changes with periods of 3 - 8 years, but undergoes little net 
long-term change. An "end-point" analysis of shoreline change over the 18 years is shown 
in Figure 2 together with the standard deviation of change. The end-point procedure gives 
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Figure 2. Mean shoreline change rate along the Nile Delta for the survey period 
1971-1988 (below) and the standard deviation of the data set (above). 
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valid information where the change in shoreline follows a continuous trend as in Figure 3, 
but can give biased results when there are cyclic changes in trend, as shown in Figure 4 
(e.g., Dolan et al. 1991). 

Inspection of Figure 2 shows that the primary locus of erosion is from Rosetta 
promontory. Volume changes down to the 6 m depths surveyed give the erosion rate as 
5 million m3/yr. Since the erosion clearly extends to greater depth, and the profile is 
steepening as it recedes (Figure 3), a conservative estimate is about 10 million m7yr. This 
material is transported easterly along the delta coast by waves and currents. The strong 
currents, which may reach their near-bottom velocity maximum in depths of 10 to 30 m, 
are also likely eroding sediments from these deeper portions of the shelf. 

SAND TRANSPORT 

There appear to be two interrelated sand transport mechanisms with somewhat 
different paths along the Nile Delta coast: a longshore and a coastal current transport path. 
The classical longshore sand transport is most intense in and near the surf zone, and is 
driven by the waves and wave-induced longshore currents. Along the Nile shoreline the 
longshore sand transport is eastward at rates of about 1 million mVyr (Inman and Jenkins 
1984). 

A coastal current transport path of sand appears to be primarily driven by the 
easterly-flowing east Mediterranean gyre that attains velocities of up to 100 cm/sec over 
the shallow shelf. This transport is undoubtedly enhanced by wave action, particularly 
during storms when 3-m-high, 8-sec-period waves can move sand in depths of 40 m. 
However, the sediment distribution and coastal current measurements (e.g., U.S. 
Hydrographic Chart 56100) suggest that this transport occurs in a band about 5 to 10 km 
wide centered around depths of 10 to 15 m. Clearly this transport path is carried to much 
greater depths by the trapped jet off Damietta promontory (Figure 1). Consideration of the 
overall budget of sediment suggests that the coastal current system may transport sand at 
rates of 10 to 20 million m/yr along the coast. The coastal transport of sand along the 
southern California coast, which is largely wave-driven, appears to be about 10% of the 
longshore transport rate (Inman and Masters 1991). Along the Nile Coast, the coastal 
current transport is likely an order of magnitude larger than the longshore transport rate. 

Pronounced changes in downcoast orientation, as at Damietta promontory, produce 
large, standing eddies. However, more gradual changes in orientation, as off Burullus, 
appear to result in a downcoast current divergence or spreading out and a decrease in 
velocity. This divergence results in a local decrease in the coastal sediment transport rate 
and the accretion of sand. This may, in part, explain the formation of the Damietta Banks 
west of Damietta promontory and the formation of the extensive Baltim dune field (Figure 
1). This zone of sand accretion also appears to be a contributing factor in the formation 
of accretion and erosion waves along the shoreline east of Burullus Inlet. 

Accretion and Erosion Waves 

Divergence of the current downcoast from Rosetta and Burullus promontories 
results in formation of accretionary blankets of sand that episodically impinge on the 
shoreline. Downcoast from Burullus promontory, individual blankets of sand form 1 to 2 
m thick covers over the residual beach profiles in depths of 4 to 6 m (Figure 5), and extend 
for 2 to 4 km along the shore. The sand blankets move progressively downcoast at rates 
of 0.5 to 1 km/yr, generating series of accretion/erosion waves that travel along the 
shoreline (Inman 1987). These rhythmic features are clearly visible in satellite imagery 
which shows the turbid plumes in their nearshore circulation pattern (Inman et al. 1976). 
Their overall shoreline accretion to erosion patterns are shown in Figure 4 and their 
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Figure 4. Accretion and erosion waves at ranges 16 and 20 km east of 
inlet to Burullus Lagoon. Vertical bars show initial impingement of sand 
blanket on profile.  Compare with Figure 5. 

temporal and spatial statistics listed in Table 1. The individual sand blankets impinging on 
the beach profile have volumes of about 2 to 5 miEion m3. 

The impingement of the sand blanket on the beach profile is relatively rapid, always 
appearing in its full thickness (- 1.5m) between two annual surveys (Figure 5). The initial 
time of impingement is shown by the vertical bars in Figure 4. Thereafter the blanket 
gradually thins while the shoreline accretes. After several years the blanket migrates 
downcoast, and the shoreline erodes back to its former width. 

The Residual Equilibrium Profile 

When the accretionary phase of the wave has passed downcoast, the shoreline 
returns to its previous form and exhibits a "residual" profile. In its residual form, the beach 
profile goes through characteristic adjustments to seasonal wave climate, exhibiting an 
equilibrium winter profile with a pronounced bar and a summer profile when the bar tends 
to migrate onshore (Figure 6a,b). When the nearshore is blanketed with sand during the 
accretionary part of the cycle, the profile is in disequilibrium with wave forcing and 
frequently shows several, irregularly spaced bars and troughs. Although the year to year 
shoreline changes associated with the accretion/erosion waves are large, 0(50 m/yr), the 
long-term (decadal) changes based on successive residual profiles from the erosion portion 
of the cycle are relatively moderate, say 0(2 m/yr). 
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Table 1. Accretion and Erosion Waves East of BuruIIus Promontory* 

Rangeb 6/11 6/16 6/20 

Cycle Period", years 6 7 6 

Mean Double 120 90 95 
Amplitude11, meters 

Number of Surveys' 15 15 17 

Cycle Phase in 1978 Accretion Erosion Accretion 
max max max 

*  Data source: Cooperative Marine Technology Program for the Middle East, U.S. 
AID, Coastal Research Institute, Alexandria, Egypt. 

b  Profiles are from region 6 and their range (double digit number) indicates their 
distance in km east of Burullus Inlet 

c  Crest to crest propagation time 
1 Mean crosshore change from maximum accretion to erosion 
e  Survey period 18 years extending from 1971-1988 
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Figure 5. Comparative surveys showing impingement of 1.5 m thick blanket of 
sand between surveys of 1981/82 on range 20 km east of Burullus Inlet. 
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The best-fit form for the equilibrium profile follows that suggested by Inman et al. 
(in press). Their model consists of two contiguous curves, an offshore (shorerise) portion 
joined at the breakpoint bar with the onshore (bar-berm) portion (Figure 6). Both portions 
of the profile are well-fitted by parabolic curves of the form h = Af where h is positive 

a. Nov 1976 

b. NOV1986 

Distance, 1000 ft 

Figure 6.  Profiles and definition sketch for compound parabolic curve 
fitting. Parameters are listed in Table 2. 

downward and x is the positive offshore coordinate (Table 2). It was found that the 
compound parabolic curves gave the best fit, especially when there was a longshore bar 
present as in Figure 6a. However, when the bars migrate onshore leaving a reasonably 
"smooth" profile as in Figure 6b, then a single-fit parabolic curve gives reasonable good 
fit as shown in Figure 7 and Table 2. 
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Figure 7. Profiles and single-fitted parabolic curves. Parameters defined 
in Figure 6 and listed in Table 2. 

Table 2. Best-fit Curves of Form h = Ax" for Profile Range 6/16 

Date 
Bar-Berm' 

Xt     Z,      Ai       m. 

Compound-Fitted Curves 

Nov76 37      3.0     0.24     0.32 

Nov86 50       2.4      0.70      0.40 

Single-Fitted Curves (Berm and Shorerise) 

Nov76 48      2.7     0.63     0.38 

Nov86 40      2.4     0.74     0.35 

X3       B       Z, 

280      2.0     2.0 

40        2.0     0.7 

2.0 

2.0 

Shorerise* 

X2       A2     m2 

234    0.64     0.49 

32     0.21     0.48 

' Symbols defined in Figure 6; all dimensional units in meters. 
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CHAPTER 251 

DESIGN AND CONSTRUCTION OF THE BOSTON OUTFALL 

Y. Eisenberg, F.ASCE 
P. Brooks, MIE (Aust.) 

ABSTRACT 

The Boston Outfall, presently under construction in Massachusetts, U.S.A., is 
the world's largest tunnel outfall. The outfall represents the latest in tunnel 
outfall technology and when completed will discharge up to 1300 million 
gallons per day of secondary treated effluent through a system of seabed 
diffusers, nine and a half miles off the coast of Boston. Installation of the 55 
diffusers and risers are nearing completion, with the construction of the 
outfall tunnel just commencing. The Outfall is a major component of the 
Boston Harbor Clean-up Project. 

This paper presents a description of the design and construction of the 
deepwater Boston Outfall. 

INTRODUCTION 

In 1985 the Massachusetts Water Resources Authority (MWRA) was created 
with an objective to construct a new secondary wastewater treatment plant in 
order to end the pollution of Boston Harbor. The Boston Harbor Project is 
an 11 year $6.1 billion effort, making it the largest wastewater treatment 
project in the U.S.A. The new facilities, with a capacity to treat more than 
one billion gallons per day, will replace two antiquated and over-burdened 
primary sewage treatment plants on Boston's Deer and Nut Islands. In 
addition to the new treatment plants, the Project also includes a new 
headworks facility, a five mile hard rock tunnel between the two islands and 
a nine and a half mile long effluent outfall tunnel from Deer Island. A Site 
Plan of the Project is shown on Figure 1. Construction on the project began 
in 1988 and will be completed by 1999. The Boston Harbor Project is being 
carried out under a "fast track" schedule due to Federal Court mandated 
milestones. 

The outfall construction was bid in July 1990 for a total of $279 million and is 
scheduled for completion in April 1995. 

3285 
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OUTFALL CONFIGURATION 

During initial investigations for the Outfall design, concepts were evaluated 
for both a seabed pipeline and a tunnel for transport of the effluent. Some of 
the factors that dictated the selection of a tunnel were: 

Preliminary investigations indicated that the dredging of Boston 
Harbor for the construction of a large diameter pipeline would not be 
permitted because of environmental reasons. 
The required internal diameter of the Outfall (24.25 feet) would 
require massive pipe sections and create enormous logistics, handling 
and connection problems if a seabed pipe was selected. 
Construction of a large diameter pipeline, nine and a half miles out 
into the Atlantic Ocean presented significant construction risk in 
terms of both operations and schedule delays. 
Costs for large diameter tunnels become more competitive against 
pipelines over longer distances. 
Tunnels have reduced operation and maintenance costs, and provide 
a longer service life in comparison to a pipeline. 

Based on the decision to construct a tunnel in preference to a pipeline, an 
outfall system was developed which consists of the following principal 
components and features: (Refer to Figure 2.) 

• A vertical dropshaft, 30 feet in diameter to a depth of 420 feet below 
Deer Island. The tunnel depth was dictated by the requirement to 
have a minimum of four tunnel diameters of competent rock between 
the tunnel crown and the surface of the rock. 

• A submarine outfall tunnel, 24.25 feet in finished diameter, 
approximately 43,000 feet long to the start of the diffuser zone. The 
tunnel has an upward grade to allow ground water to drain back to the 
shaft. 

• A tunnel venturi immediately upstream of the diffuser zone to assist 
in tunnel purging and prevention of seawater intrusion into the tunnel. 

• Tapered tunnel in the diffuser zone, 6600 feet long. Tunnel cross 
section reduces gradually in area to maintain relatively constant 
effluent velocity. 

• 55 riser offtakes connecting the diffuser tunnel to the seabed risers. 
• 55 riser pipes, 30 inches in diameter and 250 feet long to carry the 

effluent from the tunnel up to the seabed diffuser heads. 
• 55 diffuser heads, each comprising eight radial ports with conical 

nozzles attached. The diffusers are spaced 125 feet apart and disperse 
the effluent in 110 feet of water. 

OUTFALL DESIGN CRITERIA 

A prerequisite to the design of the outfall was the establishment of realistic 
criteria on which to base the design. The key issues influencing the design of 
any outfall system are: 

• Existing and ultimate dry and wet weather flows. 
• Internal and external hydraulic performance 
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Operational life 
Structural integrity 
Regulatory requirements 
Constructability 
Operations and maintenance (O&M) 

Specific quantitative design criteria were developed to meet the site 
constraints and the regulations of numerous government agencies and local 
authorities. They reflect multi-disciplinary considerations including 
oceanography, geology, technical, hydraulics and hydrodynamics, water 
quality, biology, and empirical observations of existing outfalls. 

A summary of the general design criteria assumed by the designers is as 
follows: 

A design life of 100 years was specified. 
The design water depth took into consideration the greenhouse effect, 
combined with maximum tide and storm surge. 
The design flows of the system were determined to be 1270 mgd peak 
to 320 mgd minimum. 
The Outfall was to be designed to allow full seawater purging of the 
tunnel.   Purging flows are 80% of the peak design flows with the 
specified seawater and effluent densities. 
Minimize sea water intrusion into the tunnel. 
Outfall dewatering. It was a requirement that the outfall be able to 
withstand being fully dewatered at least 4 times over the 100 year life 
of the system. 
Maximum surface and seabed currents. 
Design wave height and period typically taken on the 100 year return 
wave. 
Assessment of accidental impact loads due to anchors, chains or 
trawling equipment. 
Bedrock and seabed overburden properties. 
Corrosion allowance for steel seabed structures and the elimination of 
metals as far as possible to reduce the potential for galvanic corrosion. 

• Assumed construction guidelines such as installing the riser shafts and 
diffusers prior to the tunnel construction reaching the diffuser zone. 

SITE INVESTIGATIONS 

The geotechnical conditions along the outfall alignment presented the design 
engineers with some challenges. The bedrock is a very competent 
sedimentary argyllite material of approximately 25,000 psi comprehensive 
strength, with presence of diabase dikes and fracture zones. Overlying the 
bedrock, particularly in the diffuser zone are sediments and clays (Boston 
Blue Clay) in layers up to 100 feet deep. Underlying the clays are bands of 
glacial till characterized by cobbles and boulders. By any standards, the 
geology of the area is judged very complex and thus difficult to define 
precisely. 

To assist in the outfall design process, a comprehensive geotechnical and 
geophysical exploration program was carried out for the Project. In 1988, the 
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MWRA contracted for the drilling of 25 exploratory borings, geophysical 
surveys, surface mapping, laboratory tests and other exploratory work in the 
general vicinity of the alignment. Explorations were also carried out on Deer 
Island. Based on this information, suitable diffuser sites were selected and a 
preferred general alignment was established. 

In 1989, additional exploration was carried out for the MWRA as part of the 
outfall design program. These explorations concentrated in a narrower strip 
along the preferred alignment and included 31 borings, 15 piezocone borings, 
96 vibracores, seismic reflection and refraction profiling, a deep digital 
survey, side scan sonar, and magnetometer profiling, as well as field and 
laboratory testing. The program represented one of the most intensive 
geotechmcal and marine investigations undertaken for an outfall project. 

OUTFALL DESIGN 

Shaft 

Various methods of ground support were considered for the section of the 30 
feet diameter shaft through the glacial till from ground level to -110 feet 
below Mean Sea Level. These included precast concrete segments, soldier 
piles and lagging, the New Austrian Tunneling Method (N.A.T.M.) and 
diaphragm walls. Diaphragm walls were selected by the designers as the 
most reliable means of support that would meet design criteria and ensure 
safety during construction operations. 

The second section of the shaft, from -110 feet to -365 feet consists of three 
sections of shaft supported by rock bolts, mesh and a skin of reinforced 
shotcrete. 

The third and lowest portion of the tunnel shaft consists of a back tunnel 
(Figure 4), a shaft invert and pumping sump and a TBM erection chamber. 
The final lining for the shaft and the initial length of tunnel up to the point 
where the main tunnel lining commences is to be unreinforced cast-in-place 
concrete. This 12 inch thick lining was designed to withstand full external 
hydrostatic pressure in the temporary condition and full internal hydrostatic 
pressure in the operational condition. The construction of the shaft 
commenced in late 1990 and was completed in early 1992. 

Tunnel 

The 43,000 feet long main outfall tunnel has a 24 feet, 3 inch inside diameter. 
Approximately 90% of the tunnel was determined to be in competent 
sedimentary argyllite material, with an approximate compressive strength of 
25,000 psi. For the few areas where blocky and seamy rock were 
encountered, the engineers provided suggested grouting layouts for the 
Contractor as shown in Figure 5. 

Two designs for tunnel lining were provided in the bidding documents: 

11 Precast segmental liner erected under a shield; 
Cast-in-place liner using a precast invert segment. 
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Both liners were designed to resist full hydrostatic pressure. The Contractor 
was permitted in the specifications to offer his own liner design subject to the 
approval of the engineer. The "as bid" precast liner consisted of six segments 
per each 5 feet deep ring: an invert segment, four side segments and a 
"keystone wedge" trapezoidal shaped top segment. The longitudinal joints 
were "ship-lap" type and the transverse ones were "knuckle" joints. The 
Contractor submitted his own design for a variation of the precast liner. 
After passing physical testing and analysis, this liner system was accepted for 
use. The Contractor's design utilizes equal and interchangeable trapezoidal 
shaped segments held together longitudinally with pins and held together 
transversely with guiding rods (see Figures 6 & 7). The precast units are 
presently being manufactured in Hudson, New Hampshire approximately 50 
miles from the outfall site. 

Diffuser and Riser 

Like all large marine construction projects, the installation method has a 
major bearing on the design. Because of the high operating spread cost of 
the equipment involved, the designers sought a configuration that would lend 
itself to a "production line" installation method. This was especially relevant 
considering the large number of repetitive tasks involved. Construction 
issues considered during design included: 

• All component makeup was to be performed on shore or on the barge 
in controlled conditions. 

• Critical inspection and QA activities were able to be performed by 
ROV or by electronic survey instruments. 

• Critical path downtime, e.g., such as that typically occurring while 
waiting on concrete curing, was reduced to a minimum. 

• Diver intervention (a major cause of downtime) would be minimized. 
• Potential downtime scenarios for several construction methods were 

analyzed, and allowances made in the design to mitigate their 
occurrence. 

• Installation tolerances were set at achievable levels based on recent 
historical precedent. 

The designers were fortunate in that they had just been involved in the 
design and construction of the Sydney Ocean Outfalls, which involved the 
fabrication and installation of 96 diffusers in 250 feet of water off Sydney, 
Australia, and were then able to take advantage of the experience gained 
from that project. 

Conditions Affecting Design. The combination of site conditions (thick 
sediment of overlying clay) and loads resulting from external conditions 
(storm activity, shipping activity) has determined the overall diffuser and 
riser design from the bedrock to the seabed. Because of the proximity of the 
diffuser zone to the US Coast Guard Navigation Buoy 'B' and hence the high 
likelihood of shipping activity in the area, the risk of high impact loads from 
anchors as well as anchor drag has been taken into account. Another factor 
that has been considered is the storm activity in the area and the effect of the 
resulting environmental action (e.g., scour) upon the structure. 
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The internal and external hydraulic requirements of the outfall have 
determined the configuration required for the diffuser, while the internal 
hydraulics (purging and anti-intrusion) have determined the elevation of the 
diffuser above the seabed. 

Casing. A steel casing was selected to support the weight of the diffuser and 
to resist the lateral loads predicted by the anchor risk analysis. The casing 
also serves various functions during the installation process. These include: 

a) Stabilizes the upper seabed formation and any weathered or 
fractured bedrock; 

b) Supports the installed riser and diffuser assembly while the 
riser cement is curing; 

c) Provides vertical restraint against riser buoyancy forces during 
the riser cementing and cement curing processes; 

d) Provides an installation reference datum to ensure that the 
diffusers are at the same elevation relative to seabed. Port 
elevations are fixed with regard to casing height. 

Because the casing is a structural component and is required for the full 
design life, allowances have been included in the form of increased wall 
thickness and internal and external coatings in the upper section. 

Riser Assembly. The riser functions as a conduit for the effluent. It has been 
designed to be strong enough to withstand the external hydrostatic pressures 
both in the long-term (over 100 years) and in the initial dewatered 
conditions. The riser was also analyzed for installation loads from wave 
action, offshore transport and hydrostatic loads from the 250 feet grout 
column. Fiberglass reinforced plastic (FRP) was chosen for the riser 
material for its ease of handling, durability, non-corrosive properties and to 
provide a hydraulically smooth conduit. A riser unit length of 40 feet was 
selected as a standard length for ease of handling onshore during road 
transport and offshore on the installation vessels. The riser is to be 
supported in the drilled hole by a fully grouted annulus of cement. 

Diffuser Head. The diffuser head has been designed in four components: 
base, cap, ringwall and protective dome. Concrete has been selected as the 
main structural element of the base and cap. For durability, the concrete mix 
is designed for high strength, high density and low permeability. The 
components are held together by Inconel high nickel alloy rods. These 
fasteners also double as lifting attachment points for installation purposes. 

Diffuser Base. The base acts as a foundation for the diffuser cap and 
transmits all vertical and lateral impact loads to the drilled and grouted 
casing. To prevent the diffuser head and riser from being "pumped" out of 
the hole by hydrostatic forces during cementing, the base incorporates a 
latching mechanism that positively locks and anchors the base to the casing. 

Diffuser Cap. The cap accommodates the FRP manifold, which is the 
primary dispersion structure for the effluent. The cap is replaceable in the 
unlikely event it needs recovery and repair through damage, and it also 
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incorporates a manhole cover to facilitate future inspection. The manifold 
consists of eight ports with detachable nozzles and sealing caps to be 
removed upon commissioning. The material used for the nozzles, cast nylon, 
has been selected for its high durability and machinable properties, abrasion 
resistance and low magnitude of roughness. 

To assist in installation and commissioning, each diffuser has a pressure 
gauge to monitor the internal pressure and an internal air bleed-off assembly 
to equalize pressure prior to removing port caps. The cap and base are 
locked together with tie rods prior to installation. 

Diffuser Dome. The primary concern for the designers with the diffuser 
structure was the potential for vertical and horizontal impact loads. To 
accommodate these concerns, the designers developed a durable, flexible, 
energy-absorbing shell. The principal material requirement of the dome 
shell is good ductility, corrosion resistance and high impact resistance. Cross- 
linked high density polyethylene (HDPEX) was selected as the most suitable 
material for the intended application. 

Ringwall. The ringwall provides protection to the nozzles, as well as support 
for the HDPEX dome. Its design as a separate component allows the 
manifold and/or dome to be replaced without requiring the removal of the 
permanently grouted base. The ringwall is made of reinforced concrete. 
Extra protection to the exterior concrete is provided by a coating of urethane 
which displays excellent abrasion resistance as well as a low friction 
coefficient. The diffuser base is similarly coated on all surfaces likely to 
experience ground tackle or trawl board contact. 

The entire diffuser assembly including dome ringwall and base is designed to 
present as smooth a profile as possible to minimize snagging by anchors, 
mooring lines or fishing equipment. In the event that anchors or anchor 
chains do snag or wrap around the diffuser structures, the riser casing and 
diffuser system has been designed to resist a lateral load of up to 200 tons. 

Rock Armor and Filter Layer. The surrounding rock protection is provided 
to guard against potential scour and undermining of the diffuser cap and 
dome, and thereby eliminates the possibility of an anchor chain snagging 
under the diffuser. The rock protection also provides a smooth seabed 
profile in the vicinity of each diffuser. To prevent migration between the 
rock armor and the natural sediments, a 1.5/feet minimum sand/gravel filter 
layer was specified. 

Riser Offtake. The riser offtakes provide the link between the pre-installed 
risers and the outfall tunnel. As this is essentially a horizontal extension of 
the riser pipe, FRP was the logical choice for material. 

Of major importance in the design of any tunnel which is to connect with 
seabed structures (e.g., power station cooling water intakes, outfalls and ship 
loading facilities), is the protection of the tunnel worker from accidental 
flooding through the riser shafts. There are several devices designed to 
ensure sealing of the risers from the ocean. They are: 
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a) Manifold Port Caps - installed with the riser and diffuser. 
These employ an O-ring fitting to effect a seal. Each port cap 
and nozzle is individually pressure tested to twice working 
pressure prior to installation. 

b) Riser Plug and Sealing Mechanism - a secondary sealing 
mechanism designed to prevent flooding due to loss or a seal at 
the port caps during initial stages of offtake installation. It is 
installed with the riser assembly and removed immediately 
prior to offtake installation. 

c) Offtake Elbow Sealing Plug - this plug fits into a recessed 
groove in the offtake elbow pipe and guards against flooding in 
the event of a loss of seal at the port caps after the riser plug is 
removed. 

OUTFALL CONSTRUCTION 

Contract Package 

The construction contract packages for the tunnel and seabed diffuser work 
were issued for bid in two ways: 

A contractor could bid for all of the work in both packages. 
A contractor could bid for just one of the packages, diffusers or 
tunnel. 

I] 
The reasoning behind this was that it was thought that bidding all the work in 
one package would reduce the competition among bidders as only very large 
construction companies would have the resources to undertake all of the 
work. On the other hand, the designers recognized the potential savings 
involved if the contractor was to coordinate all of the work, and hence, this 
option was left open. As expected, the second option (separate contracts) 
was pursued by the Client upon bid opening. The tunnel contract was 
awarded to a joint venture of Kiewit Construction Company, Guy F. 
Atkinson Construction Co., and Kenny Construction Company for $202 
million and the diffuser fabrication and installation contract to a joint 
venture of J.M. Cashman of Boston and Interbetton of the Netherlands for 
$77 million. 

Tunnel Construction 

The Robbins tunnel boring machine (TBM) purchased for this project is a 
double shield hard rock rotary machine. The TBM was refurbished by 
Robbins at their Chicago site and arrived by barge at Deer Island in October 
1991. The machine has high thrust capability for hard rock application and a 
shield to support poor ground while tunnel supports are installed. (For the 
TBM's Technical Specifications, see Table 1.) 

The cutterhead provides basic face stability while cutting. The two piece 
shield provides full ground support back to the rear of the lining installation 
area. A forward shield surrounds the cutterhead support structure providing 
ground support immediately behind the gauge cutters. A large area gripper 
system provides low unit ground loading for reacting machine thrust, torque 



BOSTON OUTFALL DESIGN 3293 

and steering forces. All the major machine structure pieces can be 
disassembled for removal from a lined tunnel. Included with the TBM is the 
machine conveyor which terminates approximately 90 feet from the face. 
The conveyor is supported in the rear on a trailing gantry. Also included is a 
wheel mounted gantry approximately 30 feet long, a rotary segment erector, 
segment transport hoist, segment car platform, and the hydraulic and electric 
power modules for the machine. These modules are mounted on the 
conveyor structure and trailing gantry. 

The TBM has now been fully assembled at the bottom of the shaft and 
tunneling has begun. The average rate of advance of the TBM including 
lining is expected to be about 100 feet per day using two 10 hour shifts. 

To ensure accurate positional control over the 9 mile length of the drive, the 
tunneling contractor has elected to use a 3 second gyroscope for tunnel 
surveying. This instrument is the most accurate available, with a claimed 
accuracy of 3 seconds of arc. A second system, yet to be determined, will be 
used to provide an independent parallel check on the gyroscope survey 
system. 

Tunneling in the diffuser zone, which will start at about 43,000 feet east of 
the shaft, will offer the Contractor special challenges, mainly because of the 
requirement for the finished tunnel to reduce in cross section. The 
Contractor has not yet specified what method of construction will be used to 
form this 6600 feet long tapered section of tunnel. Several options are 
available including, precast concrete segments, cast in place concrete or 
concrete pipe segments of reducing diameter. Options for excavation in this 
zone include continuation of the TBM or use or drill and blast methods to 
excavate a smaller diameter tunnel. The use of cast in place concrete will 
require special concrete mixes, including retardants and accelerators because 
of the long transportation distance. When the tunnel is complete, the off- 
take adits will be excavated from the main tunnel to the previously drilled 
and capped risers, the connecting pipes and elbows installed and the off-take 
adits backfilled. (Figure 8 shows the tunnel and offtake section in the 
diffuser zone.) 

Tunnel Offtakes 

The final operation which connects the underground work to offshore work 
is the installation of the tunnel offtakes. 

Probe holes are drilled from the tunnel to ascertain the riser location and to 
tap and drain the risers of ballast water. (The risers have been installed and 
filled with fresh water containing green dye - this provides positive proof that 
the probe drill has intersected the riser and not a ground fault or cement 
void.) The offtake adits are then excavated horizontally from the tunnel to 
the pre-installed risers which will be exposed. The risers are then cut and an 
elbow section installed followed by the offtake pipework linking the riser to 
the tunnel. The void surrounding the pipework and exposed riser is to be 
backfilled with concrete (see Figure 8). 
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Diffuser and Riser. 

The contractor chose as his principal construction vessel a 4 leg jackup vessel 
assisted by a dredge barge, specially equipped grout barge, supply/anchor 
handling tugs and material barges. The jackup barge is equipped with 2 
Wirth pile top shaft drilling rigs, a Manitowoc 4100 ringer crane, a smaller all 
terrain crane, helideck and construction offices. The grout barge was fitted 
out with bulk cement and water tanks, mixing equipment and oil field style 
high pressure cement pumps. 

Prior to the jackup commencing installation, the sediment in the immediate 
vicinity of the riser is excavated by the dredge barge. Typical dredge depths 
are 6 feet below seabed over a 30 feet radius. Once dredging is complete at a 
riser site, the dredge continues along the Outfall while the jackup is floated 
into position using its mooring lines and jacked up over location. To 
expedite operations, two riser holes are drilled concurrently from the one 
site. Two sided mounted drilling templates, able to be moved along opposite 
sides of the barge, are accurately positioned to ensure the risers are within 
the alignment tolerance and at the correct spacing. 

After positioning, a temporary casing is driven into the sediment and 
restrained laterally at barge level by the drilling templates. The casing is 
used to support the drilling and stabilize the upper sediments to prevent hole 
collapse. A 67 inch hole is drilled by reverse circulation air-lift methods and 
the 61 inch permanent casing is installed. Permanent casing lengths were 
specified to be a minimum length of 40 feet and 10 feet into solid rock. To 
date most casings have been 40 feet with several 60 feet and even 100 feet 
long casings installed to cope with the deeper sediments along the alignment. 
The casing elevation is checked by lead line, then grouted in stages via four 
grout lines attached to and lowered with the casing. The first stage forms a 
neat cement plug at the toe of the casing; this grout is allowed to set up and 
then the remainder of the annulus is grouted up to the top of the casing. The 
Designers provided a suggested float shoe design in the bid package, 
however, the Contractor selected to use a two-stage method. 

The next phase comprises the installation of the diffuser and riser. A smaller 
(53") drill bit is used to drill a hole approximately 250 feet down from the 
seabed. The hole is surveyed by wire-line tools to ascertain bottom hole 
coordinates. The Bottom Hole Assembly (BHA) and drill string are now 
removed from the hole and laid down on the deck of the barge. The pile top 
rig is removed from the conductor casing, which is now cut off just above the 
(dredged) seabed and removed. The contractor chose to assemble the FRP 
riser joints into 120 feet lengths at the onshore staging area to reduce the 
offshore installation time, hence only two field joints were necessary to make 
up the 240 feet string. The riser, diffuser base, manifold and ringwall are 
made up on the drilling template, lowered into the drilled hole and latched 
into the permanent casing as one unit. Pressure gauges on the diffuser port 
caps record the internal pressure of the riser, thus detecting any leaks 
between the sealing caps or between FRP joints. The annulus between the 
riser and drilled hole is then grouted through two grout lines installed with 
the riser assembly. A cement slurry of equal parts cement, sand and slag is 
used to reduce heat of hydration temperatures of the curing cement to less 
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than 160 degrees Fahrenheit and thus avoid heat induced damage to the 
FRP. A downhole nuclear density gauge installed in the riser/casing annulus 
provides real time recording of in situ grout densities, while specially 
designed overflow ports located in the diffuser base allow for visual 
observation of cement returns. The entire operation of riser installation is 
observed using an ROV and recorded on video. 

With the riser installed and grouted, the jackup moves onto the next two 
risers and all that remains is for the installation of the HDPEX protective 
dome and placement of the sand/gravel and rock armor. These activities are 
performed from the dredge barge, with divers assisting in dome placement 
and any topping up of cement levels which have dropped due to slump. 

One of the most critical offshore operations is the positioning survey of the 
seabed diffusers and corresponding riser shafts. The tunnelers will be 
required to locate the toe of these risers more than nine miles out along the 
tunnel alignment and 30 feet from the tunnel center line. To minimize the 
amount of probe drilling that must be performed and to align the tunnel to 
ensure the correct riser offtake distances can be achieved, it is imperative 
that the bottom hole coordinates of all risers are within a specified tolerance 
of one riser diameter, 34 inches. 

The offshore surveying is carried out in two stages: 

a) High accuracy survey of the jackup rig position and drilling 
templates to the baseline coordinates. 

b) Separate downhole surveys providing relative position of the 
bottom hole coordinates to the drilling platform. 

Because the jackup rig was essentially stationary, the contractor was able to 
employ differential G.P.S. backed up by conventional geodetic survey 
methods (E.D.M.'s and theodolites) to tie in the rig position to the base line 
coordinates. As the drilling templates were moved slightly on every riser site, 
these were surveyed relative to the jackup survey control points on each 
location. 

The bottom hole coordinates of the drilled riser hole were obtained using a 
two axis wireline deployed gyroscope. Such tools were developed and are 
commonly used for steering and navigation of directionally drilled oil and gas 
wells. This survey also had a, backup by means of an inverted pendulum shaft 
survey tool. This method, developed for surveying the verticality of mine 
ventilation and access shafts, relies on the plumb-bob effect of a suspended 
mass to move a surface float. The surface float assumes the same horizontal 
coordinates as the drill bit. Vertical measurements, although not as critical 
as horizontal accuracy, are obtained by lead line and drill string length. 

Because of the number of surveys performed in each loop from the bottom 
hole survey to positioning the tunnel probe drilling equipment, it is 
imperative that the same baseline network is used for both tunneling and the 
diffuser installation. A separate high precision baseline network has been 
established for use by both contractors. 
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At the time of writing, the Contractor had installed all 55 of the risers from 
the jackup barge. The dredge barge will remain on site to finalize dome and 
rock placement on those sites not completed. 

Material Fabrication 

There are very few structures built anywhere in the world where the expected 
service life and environmental conditions are as demanding as for ocean 
outfalls. With the exception of some parts of the diffuser structure, the riser 
and diffuser assembly are permanent installations and must remain 
serviceable for the design life of the system, in this case, 100 years. 

Because of this, it is considered essential that a fairly stringent series of 
quality control tests are specified by the engineer to ensure that the materials 
selected for the outfall components are of the highest standard and meet 
specification design requirements. Evaluation of components made from 
plastics and exotic alloys as opposed to steel and concrete requires 
specialized testing methods. 

For the Boston Outfall Project, specific items in the manufacture of the 
components were strictly controlled. These include: 

• FRP Riser Pipes and Manifolds. Riser bend tests and diffuser cap 
(External) pressure tests were conducted while specimens were 
monitored by acoustic emission tests. Barcol Hardness and cube 
strength tests were performed on the glass and resin samples 
respectively. 

• Cast Nylon Nozzles and Port Caps. Mechanical strength tests on 
specimens were performed to confirm physical properties with respect 
to tensile and impact loads. 

• HDPEX Dome. Low temperature impact, tensile and density tests 
were performed on specimens cut from this component. 

• Inconel Fasteners. Accelerated corrosion tests were performed to 
evaluate the resistance of these components to pitting and crevice 
corrosion. 

• Riser Clamps. Tensile and chemical composition tests were 
performed on samples and radiographic tests were performed on 
completed cast steel items. 

CONCLUSION 

The designers of the Boston Outfall sought a configuration that allowed for a 
rapid installation cycle while exposing the Contractor to as minimum risk as 
possible. Proof of the success of this approach was borne out by the recent 
completion of diffuser installation almost a year ahead of schedule, despite 
the Contractor electing to shut down in the winter months to reduce weather 
risk to equipment and personnel. 

The successful low bid for the offshore construction was $70 million below 
the independent engineers estimate; with the construction bids ranging from 
$77 to $173 million dollars. The large spread of bids can be explained by the 
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uncertainty of method in offshore construction and the wider variety of 
unknowns for this type of project. Other factors contributing to this effect 
are: 

• increased risk to the Contractor from the marine environment. 
• differing construction methods assumed during the bidding process. 
• the unique nature of the project, with few contractors having 

experience and few similar projects for the engineer to base 
comparisons on. 

Tunneling bids, by comparison, were much closer together despite the 
greater cost magnitude (low bid $202 million, engineers estimate $216 
million, high bid $246 million). This reflects a greater familiarity and 
precedent of this type of work amongst contractors. The tunnel completion 
date is scheduled for mid-1995, while the entire offshore installation will be 
complete in September 1992. 

Deepwater tunnelled outfalls are proving to be increasingly cost effective 
when compared to conventional large diameter cut-and-cover pipeline 
outfalls. Not only is it possible to keep all but a small portion of the system 
from being exposed to the marine environment and thus achieve the 
specified longer design life, but per unit costs of recent tunneled outfalls have 
been lower than an equivalent sized seabed pipeline systems. In this case, 
the designers ought to achieve a low maintenance system that will still be 
operational in the year 2100 while keeping costs and construction durations 
below that of more conventional systems. 
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TTif Rabbins X.I m diameter double shield built 
for the Boston Harbor Sewer Outfall project. 

Machine Diameter 

Cutters 

TABLE 1 

TBM TECHNICAL SPECIFICATIONS 

26 ft - 6 in. 

Number of disc cutters 
Maximum recommended 
Individual cutterload 

Series 17 Front/Back Loading 
SO 

50,000 lb. 

Maximum operating 
Cutterhead thrust 
Maximum shield thrust 
Cutterhead drive 
Cutterhead power 
Cutterhead speed (approx.) 
Cutterhead torque 

(constant power) 

Conveyor Capacity (nominal) 

Machine Weight (approx.) 

2,500,000 lb. 
6,670,000 lb. 
Electric motors with hydraulic clutches 
3,360 HP (8 @ 420 HP) 
6.4 RPM 
2,700,000 lb. - ft 

350 Ft 3/min 

1,540,000 lbs. 

Figure 5 
SECTIONAL ELEVATION SCUMS 

TYPICAL PflOPOSEO GROUTINC, LAYOUT 

AHEAD OF  TUNNEL  FACE 
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DRIVING 
DIRECTION 

FIGURE 6.   PRECAST TUNNEL LINER 
(AS BUILT DESIGN) 

ra = 155.5" 
(3.9497m) 

FIGURE 7. PRECAST TUNNEL LINER JOINT DETAIL 
(AS BUILT DESIGN) 
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JACKUP BARGE 
DRILLING OFFSHORE 

BOSTON 

FIGURE 9 
(left) 

FRP RISER PIPES 
MADE UP INTO 120' 
STRINGS CAN BE 
SEEN ON THE RIGHT 
SIDE OF THE JACK- 
UP RIG 

FIGURE 10 
(below) 

DIFFUSER AND DOME 
PRIOR TO TRANSPORT 
OFFSHORE 

FIGURE 11 

(bottom left) 



CHAPTER 252 

MODELLING AND MONITORING OF A PERCHED BEACH 
AT LIDO DI OSTIA (ROME) 

Andrea Ferrante1, Leopoldo Franco2, Sander Boer3 

Abstract 

A description is given of a new large project of artificial beach nourishment 
protected by a submerged sill carried out at Lido di Ostia near Rome in 1989-1991. 
After a review of the main aspects of the design (supported by model tests) and 
construction, details are given of the ongoing field monitoring program. Collected 
data has been used to verify the predictions of numerical models of cross-shore and 
longshore evolution of the perched beach. Useful preliminary lessons have been drawn 
from this unconventional experience of coastal protection. 

Introduction 

The sandy beaches of Lido di Ostia stretch along the southern delta cusp of 
the river Tiber, some 25 km from Rome on the Tyrrhenian Sea, and represent long 
since a very popular holiday resort for the Roman community (Fig.l). The cuspated 
delta was formed by alluvial sediments carried by the river, producing a progressive 
coastline advance of more than 4 km from the Roman age until this century (Fig.2). 
Then, particularly in the last 25 years, a severe erosion process has been taking place 
reverting the evolution trend to a recession rate of 1.7 m/year. The main cause has 
been the strong reduction of river sediment supply (due to upstream dams and 
extraction of building material from the river bed) with a consequent deficit in the 
coastal sand budget and a trend towards the cusp straightening and smoothing out. 

i Designer and supervisor, G.C.OO.MM. Ministry of Public Works, via Monzambano 
10, Rome, Italy 
Consultant, Professor of Coastal Engineering, Dept.of Hydraulic,Environmental and 
Surveying Engineering, Politecnico di Milano, P.Leonardo da Vinci 32, Milan, Italy 
Project engineer, Delft Hydraulics, Voorsterweg 28, Marknesse, The Netherlands 
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Fig.l. Location map of Ostia Lido and nearshore wave climate recorded in 1990-91 
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The local tidal range is very small (below 0.5 m), but deepwater waves may 
exceed a significant height of 5 m and a period of 10 s. Recent coastal protection 
works have been partially successful, such as the system of detached breakwaters 
constructed near the river mouth: erosion was shifted downdrift, mainly affecting the 
southern beach between the Vittoria Pier and the Pescatori Canal,causing damage to 
the beach clubs and even to the littoral road during storm periods. 

An innovative beach nourishment project was then designed in 1988 by the 
competent Authority, the Office of Civil Engineers ("Genio Civile") for Maritime 
Works - Rome of the Italian Ministry of Public Works. A preliminary description of 
the project was given by Toti et al.(1990). 

Project objectives and constraints 

The aim of the project was to re-create a wide protective beach with an 
efficient technical defence solution complying with the economical, managing, 
political and environmental requirements. In fact the local community rejected any 
traditional emerging coastal structure to favour tourism, aestethics and ecology. 
Indeed the project represents a new approach of the Administration toward a global 
view in coastal defence, also taking into account the environmental aspects. Financial 
constraints restricted the project area to the most vulnerable 3 km stretch of coast. 

Given the existing high deficit of the littoral sand budget, the proposed beach 
nourishment needed to be protected by some coastal structure able to dissipate part 
of the wave energy and reduce the littoral transport, and to retain the new fill material. 
The most suitable solution then included an offshore underwater rock barrier "fixing" 
the natural dynamic sandy bar, as a "perched beach" scheme. The submerged bar 
should hold the artificial beach at a shallower slope, reducing both offshore sand 
losses and longshore transport, enhancing the development of marine fauna, without 
endangering bathing and leisure navigation. 

Important constraints were also resulting from the scarcity of marine sand for 
nourishment. The native beach sediments at a depth of MSL-10 m (on a 1% slope) 
have a too fine grain size with D50 = 0.1 mm. Fill material needed to be quarried inland 
on the alluvial Tiber delta at 20 km distance from the beach: the available material is a 
poorly sorted mix of well rounded sands and gravels. 

Design scheme and problems to be studied 

The protection scheme covers a beach length of 3 km (Figs. 3-4) and basically 
consists of: 

a) a sill made with a submerged rubble mound parallel to the shoreline at a 
distance of some 150 m, with toe level at MSL -4.0/-5.0 m, a 15 m wide crest berm at 
-1.5 m, seaward slope of 1:5, a multilayer rock mound (maximum stone weight of 11) 
placed above a geotextile and a 5 m wide rock toe protection in a 1 m deep trench; 
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Fig.2. Historical evolution of the river Tiber delta from year 110 a.C. (Segre,1950) 

LIDO Dl OSTIA 

VITTORIAPIER 

£2- 
Fig.3. Design plan of the nourishment project 
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b) a fi]I with a double layer of quarry material: a lower layer of mixed sandy 
gravel with a wide grading of 0.08-120 mm, and a 1.0 m thick upper layer of sand 
with grading 0.3-1.3 mm; the underlayer also acts as a 5 m thick filter between the 
sand and the rock bar; the beach equilibrium slope is 2.5% and the berm crest located 
at MSL +1.0 m. The average design shoreline advance is about 60 m. 

The main problems to be studied were related to the prediction of: the average 
losses of beach material due to longshore and cross-shore transport; the effects on the 
adjacent beaches; and the profile deformation during storms (which should not expose 
the underlayer). The sill hydraulic stability also needed to be verified. 

Model tests 

The above design problems were solved with the support of physical and 
mathematical model studies carried out by Delft Hydraulics (1989). The one-line 
mathematical model simulated the long term evolution of the whole shoreline 
planshape, finding a dynamic equilibrium position just 5 years after construction. 
A cross-shore numerical model was also used to check the morphological changes of 
the beach profile. Annual sediment volume losses were estimated in 4-10 m3/m for the 
first year (depending on wave climate severity), reducing by 50% within three years. 
A minor erosion effect along the initial 700 m of downdrift beach was predicted. 
A 2-D mobile-bed hydraulic model at a scale 1:15 showed a remarkable stability of 
both the rock barrier and the artificial beach profile. A maximum 0.3 m vertical 
erosion was observed, together with an expected steepening of the beach slope at the 
shoreline and a horizontal recession of 5 m. 

Construction features 

The execution of the works was carried out by Condracos, a consortium of 
specialized Italian contractors. The works started in May 1989 with a 3-month stop in 
the tourist summer season; in June 1990 a 2150 m beach portion was built, while the 
final 850 m were completed in the following spring, for a total construction period of 
only 14 months. The works progressed from the Pescatori Canal to the north against 
the net littoral drift direction with the following sequence: 

a) construction of longshore and cross-shore causeways to provide access for 
land-based equipment to build up the offshore barrier (initially emerging); 

b) dumping and shaping of beach granular material with both land-based and 
marine equipment; some native dark beach sand (iron-rich) was temporarily stockpiled 
to be mixed with the yellow quarry sand as toplayer . 

The construction equipment consisted of one hopper suction dredger, three 
600 m3 capacity barges, one tug, one pontoon, four dumpers, two bulldozers, three 
excavators and many trucks for material transport from the quarry. The total material 
quantities were about 1,3600,000 m3 of sand and selected mixed sandy-gravel and 
about 300,000 m3 of rock (basalt and limestone from different quarries). 
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Monitoring program and analysis of field observations 

Given the innovation of this technical solution and the unusual length of 
nourished beach without groynes, the Supreme Council of the Ministry of Public 
Works attributed an experimental character to the works and imposed the setup of a 
monitoring program since the construction start in mid 1989. 

The periodic acquisition of field data includes: aerial photographs (twice a 
year), beach profile surveys (four per year), sediment sample analysis and directional 
wave recordings (starting on 3 Jan 1990). Beach profiles are surveyed up to MSL 
-7.0m at 100 m intervals, while 5 samples are collected across sections spaced 250 m. 
Local wave activity is recorded by a directional Datawell Waverider buoy moored in 

a depth of 12 m at 2 km distance from the coast, where a station easily receives the 
radio signals, supplying wave data in real time. Eigth samples of 200 s (26.6 minutes) 
are processed with FFT and spectral results displayed every half hour. Records are 
stored every 3 hours unless a threshold of 2.5 m significant wave height is exceeded. 
Site surveys and underwater inspections were carried out also by the Authors. 

The analysis of the topographical surveys has shown a general stability of the 
new beach with predicted maximum 20-30 m shoreline advance (at southern end) and 
retreat (at northern end), due to the southbound littoral drift. This sediment transport 
is reduced by the presence of coarser material and of the fixed bar in the surfzone. 
Dredging volumes smaller than before were infact required to open the inlet of 
Pescatori Canal.    No adverse effects have been observed on the adjacent beaches. 

Photo 1 shows the original dark beach before the intervention and photos 
2,3,4 the new large artificial beach, with gravel ridges typically forming near the 
cuspated shoreline (which also shows an active 3-D inshore circulation). 

The elevation of the emerged beach has increased up to MSL+1.5/+2.0 m, 
while the submerged beach profile generally deepened, as shown in fig. 5. In the first 
months after construction stagnant water ponds formed on the upper beach due to 
poor drainage of wave uprush, caused by this shoreline ridge and by the initial 
impermeability of the mixed surface layers (also compacted by truck transit). However 
natural wind and wave action later redistributed the sediment avoiding this problem. 

Minor scour has been observed at the barrier seaward toe, but some 
deposition in deeper water may indicate small offshore sand losses. Some fine material 
has penetrated into the rock sill, thus reducing its permeability, but not the stability. 

As far as wave measurements are concerned, the local climate of two years is 
shown in fig. 1. It shows a typical bimodal distribution and the resultant of the wave 
energy vector is just directed from 225 N, still quite angled to the coastline normal 
oriented at 210 N, thus confirming the southbound littoral drift. These nearshore wave 
records have also been correlated with those taken at the deepwater directional station 
off Ponza island, finding a good correspondance. The main wave direction is typically 
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refracted inshore with a rotation of 25-30 degrees and the directional spread reduced 
from 30 to 10 degrees. An annual average of 7 storms with a peak significant wave 
height Hs > 2.5 m was recorded, with a maximum Hs of 4.4 m. The corresponding 
offshore significant wave height of 5.8 m has an estimated return period of 10 years. 
This was indeed a severe positive test for the just completed perched beach. 

Post-construction computation of beach deformation 

The field data collected during the monitoring program has been used for 
hindcast computations of beach plan evolution and beach profile deformation, which 
have been performed with the "Unibest" software suite of Delft Hydraulics. 

a) Profile development 

Hindcast computations of the beach profile developments have been 
performed with "Unibest-TC". In this program the principal processes (wave 
asymmetry, undertow, gravity) underlying the cross-shore sediment transport are 
taken into account. The surfzone dynamics are computed by a built-in random wave 
propagation and decay module (Battjes and Stive, 1984). It includes the wave energy 
changes due to bottom refraction, shoaling and dissipation due to bottom friction and 
wave breaking. The secondary currents due to the vertical non-uniformity of the 
driving forces in the nearshore zone are modelled according to the formulations of 
Stive and De Vriend (1987). The cross-shore sediment transport along the coastal 
profile is calculated according to the formulations given by Bailard (1981), which 
include the transport due to the combined actions of steady current, wave orbital 
motion and bottom slope effect. The related bottom level changes of the cross-shore 
profile are computed from the mass balance. 

For the computation of the perched beach profile morphodynamics at Ostia 
the local wave data from the directional Datawell Waverider buoy has been used in 
chronological sequence. The original wave data has been averaged per day on the 
basis of wave energy. The computation has been performed for the typical measured 
cross-shore profile as shown in Fig.5, but only the upper fill layer consisting of 0.3 - 
1.3 mm was taken into account. The effect of coarsening of the beach material at the 
surface due to mixing of the upper and lower fill layer was just considered by 
increasing the D50 from 0.6 to 0.8 mm. In Figure 6 the computed beach profile 
developments after 3, 6 and 12 months are shown together with the distribution of the 
cross-shore transport Sy at the time step of 3 months. For the computed profile 
situated below MSL a similar erosion pattern can be observed in comparison with the 
profile developments which have been measured in nature (see Fig.5), although the 
calculated erosion seems to be slightly underestimated. Near the waterline the 
computation also show the formation of a ridge similar to the natural development. 
However, above MSL, at the emerged beach face, a large difference between 
calculated and natural development can be observed. In the model the accretion of the 
upper beach profile does not occur. One explanation for this may be the poor 
description in "Unibest" of the effect of wave up-rush on ridge formation at the 
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waterline. Possibly, aeolic transport along the dry beach face may be another 
explanation for this difference. 

b) Beach planshape evolution 

Computation of the beach planform shape have been performed with the 
program "Unibest-CL". This program computes the coastline changes due to 
longshore sediment transport gradients and cross-shore sediment losses/ gaines on the 
basis of the one-line schematization. The model is based on the well known single line 
theory, which was first presented by Pelnard-Considere (1956). The profile 
characterizing the beach is assumed to move horizontally over its entire active height 
as a result of accretion or erosion. The beach slope therefore does not change. An 
equation of motion and a continuity equation are used together with specified initial 
and boundary conditions. 

The basic input data for the module "Unibest-CL" is generated with the 
module "Unibest-LT" which computes tide- and wave-induced longshore currents and 
sediment transports on a beach of arbitrary profile. The surfzone dynamics are derived 
from the same built-in random wave propagation and decay model as used in the 
model "Unibest-TC". The distribution of the longshore current is computed from the 
momentum equation alongshore taking into account the radiation stress gradient, the 
bottom friction under combined current and wave action and the tidal surface slope 
alongshore. 

The longshore transport computations have been carried out for the design 
profile of the beach nourishment with the same grading assumptions. The 
computations are based on a statistical description of the local directional wave 
recordings. The longshore transport computation are carried out with the Bijker 
formula (Bijker, 1971). 

For the computation of beach planform development it has been assumed that 
the active profile extends down to the toe of the submerged rubble mound barrier. 
At the updrift boundary of the coastline model a zero transport has been imposed; 
at the downdrift boundary of the model the current transport has been modelled. 

Figure 7 shows the results of the coastline computation after approximately 1 
year. The initial coastline in January 1991 is also shown. The results display a retreat 
of the beach in the area south of Pontile della Vittoria due to the southward directed 
longshore transport and a small accretion in the area north of Canale dei Pescatori. 
From the computational results it can be noticed that the beach-line fluctuations which 
are present in the initial situation are slightly smoothed by the model. The reason for 
this is that longshore transport has been computed in the model for only one typical 
cross-shore profile. In nature, however, local deviations of the beach profile and 
nearshore area may cause small differences in beach response. In Figure 7 the 
corresponding net sediment transport distribution alongshore is shown as well. The 
sediment transport rate varies between 5,000 and 15,000 mVyear. 
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Lessons from field experience and conclusions 

After nearly three years of monitoring and the occurrence of many severe 
storms, the behaviour of the new perched beach at Lido di Ostia has been satisfactory. 
The observed alongshore and cross-shore redistribution of sediments are in good 
agreement with the design predictions. Volume losses appear to be small and 
correspond fairly well with the model predictions for a relatively bad wave climate. 
Negligible effects are observed on the downdrift and offshore beach morphology. 
Therefore the design choice to avoid groyne construction seems to be correct. 

Ecological and aesthetical impacts are also acceptable: the quality of beach 
sediments and of seawater is satisfactory, as confirmed by the large tourist crowds in 
summer. The submerged rubble sill is stable and does not affect the beach recreational 
activities (a part from surfing). It is easily seen as a dark blue strip in the sea, marked 
with buoys. The rock barrier has favoured the development of marine fauna, being 
now fully covered with mussels and stimulating leisure fishing. 

The experience gained so far from this innovative large-scale project can give 
some useful technical indications for the design of other perched beaches in similar 
hydro-morphological conditions. 

The rock bar could be composed by a reduced number of gradations and the 
stone toe protection enlarged and laid directly on the geotextile above the seabed, 
thus saving the trench dredging. A proper filter layer of small stones should separate 
the fill toe from the barrier to avoid intrusion of fines into the sill. 

The natural beach profile reshaping can be favoured and the construction 
eased by dumping the fill material on a steeper slope and keeping the cheaper coarse 
sediments on the submerged profile and the blanket of precious fine sand on the 
emerged beach face, which can be designed with a higher crest level. 

However, final conclusions will be drawn after a longer monitoring period. 

Field data has also been used to perform an interesting hindcasting of the 
beach profile and shoreline development with advanced mathematical models. 
The models could also be further calibrated to achieve more reliable predictions for 
the future evolution of the perched beach. 
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Photo 1-2. The beach before and after the nourishment 
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Photo 3-4. Aerial views of the new beach at Ostia (1991) 



CHAPTER 253 

The Restoration of Bate Bay, Australia - Plugging the Sink 

Angus D Gordon1 

Abstract 

For more than 200 years aeolian processes have removed sand from the Bate 
Bay coastal compartment. This ongoing loss resulted in long term recession of the 
5.5km beach. By the mid 1970's the recession threatened both public and private 
assets. A detailed coastal process study was undertaken to develop a management 
plan aimed at halting the recessional trend. The plan was progressively 
implemented over a period of 14 years. The result is that the foreshores of Bate 
Bay are now stable. The management strategy adopted has not only protected the 
public and private assets but has also enhanced the recreational amenity of the area. 
Throughout the project monitoring was undertaken of both the coastal process and 
the management options. These monitoring programs have provided useful 
information on the pragmatic application of traditional study techniques and on the 
effectiveness of the selected management options. 

Introduction 

Kurnell Peninsula is located some 25km south of Sydney Heads. The 
Peninsula is a coast parallel sandy isthmus linking the rock outcrop of Kurnell 
Headland to the mainland bedrock at Cronulla. It is the sandy barrier which forms 
the eastern boundary of Botany Bay. On its seaward side, to the east, lies the 
5.5km, crescent shaped embayment of Bate Bay. The embayment includes the 
following beaches (from south to north) South Cronulla, North Cronulla, Elouera, 
Wanda, Green Hills/Cronulla and Boat Harbour (see Figure 1). 

Residential development and formal parkland are the dominant foreshore 
features along the southern 2km of the Bay. North of Wanda, for a distance of 
some 1.7km unstable, unvegetated dunes dominated the landscape for at least 200 

'Manager, Manly Hydraulics Laboratory, Public Works Department, 110b King 
Street, Manly Vale, NSW 2093, Australia 
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years up until 1975. These dunes bisected the Peninsula, extending inland more 
than 1.5km, through to Botany Bay. The remaining 1.8km of foreshore consists of 
foredunes which were initially stabilised in the 1950's by the landholder, the Holt 
family. 

During the period of European settlement, Kurnell Peninsula has undergone 
many changes of land use. Initially, the areas of natural coastal scrub land were 
used for grazing purposes. However by early this century South Cronulla had 
become a weekend recreational retreat. As its popularity grew residential and 
commercial development took place. Early development was concentrated in the 
more stable southern region of the Bay but by the 1930's the demand for land 
pushed the development northward into the unstable dune region at Wanda. 

In the early 1950's, Sydney's need for construction and foundry sand focussed 
attention on commercially viable deposits such as the 30m high transgressive dune 
field of the Peninsula. In response to this, a major sand extraction industry 
developed. Over the past 40 years the activities of this industry have resulted in the 
removal of much of the hind dune region in the centre of the Peninsula. 

Severe storms ravaged the Sydney coastline in May-June 1974. These storms 
resulted in significant erosion of the Bate Bay beaches. The foredune system 
throughout most of the embayment was destroyed. In response to this damage, 
coastal process studies were undertaken and a coastal management plan was 
developed and implemented over a period of 14 years. 

The major elements of the plan were: 

• nourishment of the embayment by feeding sand into the surf zone at South 
Gonulla; 

• dune reconstruction at North Cronulla; 
• seawall construction at Prince Street; 
• foredune stabilisation at Elouera and Wanda; 
• foredune reconstruction and stabilisation from Wanda to Boat Harbour; 
• hinddune stabilisation in the centre of the embayment. 

This paper summarises the project from the inception of the coastal process 
studies to the completion of the management plan and reviews the results. 

Coastal Process Studies 

Coastal process studies were commenced in 1975 using the methodology 
outlined by Gordon and Lord (1980). These initial studies provided the basis for 
the overall management strategy (Foster and Gordon, 1978, and Gordon, 
unpublished). The coastal processes were then monitored and analysed throughout 
the 14 years of the project. This enabled on-going "fine tuning" of the management 
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plan and provided considerable insight as to the effectiveness of the various 
investigation techniques and the management options employed. 

The studies began with extensive bathymetric, seismic and sediment surveys to 
obtain information on the seabed and subsurface morphology, seabed sediment and 
reef distribution and the depth of the active profile movement. These studies 
included side scan sonar, echo sounding and seismic surveys as well as an extensive 
sediment sampling program. Onshore, a geological survey was carried out to 
establish the age and mode of formation of the dune features of the Peninsula (Roy 
and Crawford, 1979). 

Longterm shoreline movement trends were examined using both historical 
ground survey data and photogrammetric analysis of large format vertical aerial 
photography. The ground survey data was available at a limited number of 
locations for a period of more than 100 years. The earliest survey (1863) was made 
available to the study by the Holt family. The photogrammetry focussed on 
reconstruction of cross sections through the beach and dune region, over time, 
rather than historical water line movement, as the latter was found to be too 
unreliable. Thirty five cross sections were established (see Figure 1). These were 
transferred through the nine sets of photography covering the 35 years prior to 
implementation of the management plan. 

The erosion/accretion rates obtained from this analysis were calculated from 
both differential volume calculations undertaken for successive cross sections and 
foredune retreat/advancement measurements taken from comparison of the 
movement of position of the 3m and 5m contours over time. The average result, 
reduced as an implied shoreline movement, was then plotted (see Figure 1). Aerial 
photographs continued to be obtained throughout the implementation phase and the 
photogrammetry results checked against nine ground survey cross sections 
established in the embayment to monitor dune and beach movements and to verify 
the photogrammetric techniques. 

Aeolian sand transport was examined by analysing historical survey and 
photogrammetric data and by developing numerical models of wind born sand 
transport. The historical information established the rate of landward movement of 
the transgressive "front" at the rear of the hinddunes, thereby providing the data 
necessary to calibrate the aeolian sand transport models. Because of the inherent 
inaccuracies of these models, particularly when applied to a non uniform surface 
such as a dune field and the need to take into account wetting and drying effects on 
transport rates, two alternative models were developed. One employed the Bagnold 
(1974) approach, the other was based on the method of Hsu (1974). 

Examination of the longshore surf zone sediment transport processes 
commenced with a wave refraction/diffraction shoaling analysis for three points in 
the embayment (see Figure 1, Location A, B and C). The inshore wave height 
coefficients so obtained were then used in a sediment transport program to calculate 
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transport roses at each of these points. 

The wave refraction analysis was based on a computer program developed 
from Wilson's method (Wilson, 1966). The results were manually adjusted as 
outlined in SPM (1973/84) to include diffraction effects. A 46 by 34 numerical 
grid using a 200 metre grid spacing was adopted and a 10 second deep water wave 
period was used for most program runs. The characteristic wave period of 10 
seconds was selected after examination of the then available 5 years of data from a 
Waverider buoy located 3km northeast of Bate Bay in 80m of water. Selected runs 
were made with 8 and 12 second waves to check sensitivity. 

Five offshore wave approach directions were selected to generate a matrix of 
inshore wave height coefficients. The coherence of the results was checked by 
plotting the coefficients of refraction/diffraction/shoaling and the wave angle to the 
contours, along the wave ray, for each deepwater wave approach direction. 
Discontinuity's and/or anomalies were thereby readily identified, examined and 
numerically smoothed, if appropriate. The inshore wave coefficients given by the 
refraction/diffraction/shoaling analysis were verified by comparing them to 
Waverider data from an inshore buoy deployed for two years at Location A, within 
the bay. 

The sediment transport calculations were based on the "SANDGUS" program 
(published in Gordon and Acikgoz 1984) developed around the CERC equation 
(SPM 1973/84). This program, which was first developed for this project, uses the 
annual deepwater wave spectra, shoals, refracts and diffracts that spectra along the 
rays through the wave coefficient matrices obtained from the refraction/diffraction 
analysis and then calculates sand transport. The wave coefficient matrices only 
extended to 10m water depth. Inshore of this depth the model applies the straight 
parallel contour assumption using Snells Law to calculate refraction. The 
deepwater wave spectra used was that available from the offshore Waverider site. 
As the project progressed the data set available from this site increased from 5 years 
to 20 years and hence some review of earlier calculations was necessary. 

For the purposes of this study it was assumed that all longshore transport took place 
at the break point. This point was calculated for each one metre wave height class. 
Although an oversimplification, the approach proved quite adequate as no shore 
normal structures existed or were being considered as management options. 

The results of the sediment transport analysis were compared with sand tracer 
studies. Some 10 tonnes of dyed sand were released into the surf zone at South 
Cronulla. This material was tracked intensively over a period of 1 month and, to a 
lesser extent, over a period of 3 months. Initially samples were taken on a 50 metre 
grid extending 0.5km longshore from the injection point and offshore to 10 metres 
of water depth. The samples were obtained by divers driving one metre core tubes 
into the seabed. During the first week the entire grid was covered twice a day. The 
samples were then sectioned and examined under a microscope.   As the grid was 



3324 COASTAL ENGINEERING 1992 

progressively extended the number of grid points rationalised and the sampling rate 
reduced once the movement pattern of the dyed sand became apparent. 

The results of the sand tracer experiment were compared with a data set 
generated by the "SANDGUS" computer model for the prevailing conditions during 
the experiment. It was found that for Bate Bay the CERC equation, as presented in 
SPM 1984, produced results of the same order of magnitude as those obtained from 
the experiment. This calibration of the CERC constant was seen as critical, as 
experience elsewhere in NSW had indicated that the constant can vary considerably 
depending on site conditions. 

The Sediment Budget of Bate Bay 

Integration of the various studies provided an understanding of the overall 
coastal process system of the embayment. 

The sediment and geological studies showed that Bate Bay is substantially a 
closed compartment with no significant losses or gains across its longshore 
boundaries. 

Prior to implementation of the management plan, the potential sediment 
transport rates in the surf zone were calculated to be 41,000m3/yr net northward in 
the southern third of the embayment (Location A), where the gross transport was 
700,000m3/yr; 21,000m3/yr net north transport in the centre of the embayment 
(Location B) on a gross movement of 165,000m3; and l,200m3/yr net southern 
transport (Location C) on a gross of 86,000m3 in the northern third of the 
embayment behind Merries Reef (see Figure 1). 

The high values for both gross net drift in the southern end of the embayment 
were associated with the exposure of this area to a broader range of deepwater wave 
approach angles and the misalignment of this section of the bay prior to the 
management plans implementation. The low gross drift in the centre of the 
embayment was consistent with the relatively high onshore/offshore movements 
which take place in this area. That is onshore/offshore in the centre of the 
embayment dominates over the longshore processes. In the northern section of the 
embayment the low gross and net drift reflect the sheltering of Merries Reef. The 
net transport rate of 21,000m3/yr, northwards, calculated at Location "B" in the 
centre of the embayment (Figure 1), was consistent with observations that some of 
the material moving north from the southern end (Location A) had already been lost 
into the dunes. 

The aeolian transport studies were undertaken for both the foredunes and the 
hinddunes. For the foredunes, the Bagnold approach yielded a net landward 
potential rate of transport of 24m3/m/yr while the Hsu method gave a result of 
32m3/m/yr (see Figure 2). Based on these results an average rate of 28m3/m was 
adopted as the potential for sand transport in the foredune.   This translated into a 
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net average landward potential for transport of sand in the foredune region of some 
46,000m3/m, provided material was available for entrainment. 

Applying the same theoretical approach to the hinddunes the calculated annual 
net landward potential for transport of sand was found to be 60,000m3. The 
analysis of historical survey and photogrammetric data indicated that the average 
annual movement of the transgressive dune front into the vegetation on the western 
side of the peninsula was between 8m/yr and lOm/yr giving a total annual net 
transport rate westward of 90,000m3. Given the assumptions and accuracies of the 
methods used a figure of 70,000m3/yr was adopted as representing the net westward 
drift rate in the hinddune. 

The difference in availability of sand for entrainment explains the apparent 
anomaly between the foredune and hinddune transport rates. The beach was an 
average of 20m wide whereas the area available to feed the hinddunes was some 
100-200m wide. This differential in transport was evidenced by the evolving 
topography of the dunefield. The rate of landward movement of the centroid of 
mass of the hinddunes had historically been greater than that of the foredunes. This 
had created an ever widening interdunal swale, the area between the foredunes and 
hinddunes. The swale was some 100 to 150m wide by 1975. 

The photogrammetric analysis supplemented by the historical survey record 
showed that, prior to implementation of the management plan, longterm coastal 
retreat was occurring throughout most of the embayment. Figure 1 summarises the 
recessional trend. Recession rates varied from an average of 0.5m/y in the southern 
end to 2.0m/yr in the centre of the embayment. The accretion trend shown in 
Figure 1, from section 30 to 34 in the north of the embayment, was produced by the 
dune works undertaken in the mid 1950's by the landholder of this portion of the 
embayment. The high recession rates in the centre of the embayment were 
associated with the area of unstable foredunes where aeolian processes continuously 
removed sand from the beach into the transgressive dunefield. The differential 
recession rates were reflected in the shoreline alignment. The central 2km of beach 
became noticeably indented as compared to the overall alignment of the embayment 
foreshore. 

Integration of the recession rates throughout the embayment, for an active 
profile depth which varied from 8m at South Cronulla to 10m in the centre of the 
embayment and reduced to 6m in the northern portion behind Marries Reef, 
indicated that the net loss of was 51,000m3/yr. 

Within the accepted accuracies of the methods used to define the coastal 
processes, this foreshore recession rate of 51,000m3/yr agreed well with the aeolian 
transport induced loss into the transgressive dune sink of 46,000m3/yr and the net 
littoral drift feed mechanism of 42,000m3/yr. 
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In summary, Bate Bay was found to be a closed coastal compartment. The de- 
stabilisation of the dunes in the centre of the embayment over 200 years ago 
allowed an aeolian sink mechanism to develop. The resulting loss of sand from the 
surf zone, beach and foredunes in the region adjacent to the sink caused the 
shoreline to retreat. This in turn produced a misalignment of the beach system 
which propagated to both ends of the bay. The misalignment in turn induced an 
evolving littoral drift system which increasingly fed sand from both ends of the bay 
towards the middle. Immediately prior to implementation of the management plan 
the average annual net quantity involved in this loss was approximately 45,000m3. 

Management Plan - Overview 

The main aim of the management plan was to "plug the sink". Restoration of 
the beach amenity at the southern end of the embayment and protection of assets 
threatened in this region were also given high priority. In general, the emphasis 
was placed on a "soft" management strategy aimed at establishing a well vegetated 
foredune throughout as much of the embayment as possible. Further, rather than 
mechanically forcing a new shoreline alignment on the embayment, the technique 
used involved: the establishment of some initial dunes on the existing alignment; 
feeding of the surf zone with nourishment sand; allow the natural process to 
distribute the material throughout the embayment and also allow these processes to 
adjust the foreshore/dune alignment and the offshore seabed. The final phase of 
stabilisation included the hinddunes in the centre of the embayment. This work was 
aimed at retaining sand reserves which may be required in the future for on-going 
beach nourishment and overcoming the wind blown sand problems associated with 
these dunes. 

The new foredune region was sized to provide a sufficiently large area of 
stabilised dune to stop the landward loss of beach material by aeolian processes and 
to provide adequate material to accommodate short term erosion associated with 
storm events. In the areas where there was insufficient width to establish the 
necessary foredune because of space constraints, such as at South Cronulla and 
Prince Street, alternative methods had to be considered. These included the 
nourishment of South Cronulla Beach and the construction of a seawall at Prince 
Street where residential buildings were under direct threat from erosion. 

The Prince Street seawall option was only selected after an exhaustive series of 
studies, spanning some 10 years. These studies failed to identify an alternative, 
acceptable to the community, which would also be more in keeping with the "soft" 
engineering management philosophy adopted for the remainder of the embayment. 

Management Plan - Implementation 

The Bate Bay foreshore restoration program commenced in 1975 with the 
fencing of foredune "paddock" areas along Wanda and Elouera. This was followed 
by the infilling of blowouts and washthroughs in the foredunes in the centre of the 
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embayment. Sand catching fences were then erected and well defined beach access 
tracks constructed. 

As the coastal process studies showed that the major sand feed to the aeolian 
sink in the centre of the embayment was from the south, the decision was taken 
that, following the initial stabilisation of the foredunes throughout the embayment, 
sand would be fed into the surf zone process from the south and allowed to 
distribute by natural means to establish new beach alignments. The nourishment of 
the embayment was therefore carried out at South Cronulla Beach. The project 
began during 1977-78. Some 80,OOOm3 of sand were trucked from the hinddune 
region of the centre of the embayment, to South Cronulla. There the sand was 
spread by bulldozer. Work was halted during the 1977/78 swimming seasons and 
recommenced in mid 1978 when a further 47,000m3 were placed. The underwater 
profile of the surf zone was also allowed to reform by natural processes. A public 
education program was undertaken in conjunction with the nourishment to 
overcome community misapprehensions associated with the apparently high initial 
loss of nourished beach at South Cronulla as sand re-distributed along the beaches 
to the north and as profile development took place. 

While the South Cronulla nourishment project was underway effort was also 
concentrated in establishing the primary dune stabilising plants in the Elouera- 
Wanda foredunes and along the Cronulla/Greenhills foreshore. Thus, as the 
nourishment sand moved north, the dune fields were ready to trap material. 
Strengthening and fencing of the vegetated dunes in the northern part of the 
embayment was also undertaken to produce a similar standard of management 
throughout the embayment. The overall result was a re-alignment of the 
embayment foreshore and the natural evolution of a viable foredune system. 

Revegetation of the hinddunes in the centre of the embayment (Wanda 
Reserve) commenced in 1983. The revegetation was completed by 1989. 

In 1985 work started on the final link in the plan. A 340m long seawall 
featuring pre-cast concrete armour units (Seabees) was constructed during 1985/86 
along the toe of the Prince Street embankment (Hirst and Foster, 1987). This link 
joined the dune stabilisation work at North Cronulla to that at Elouera and provided 
protection to the threatened residential buildings in Prince Street. The ends of the 
wall were returned into the dunes to allow for the expected storm erosion at these 
points. Rock filled wire mattresses were placed under the beach in front of the 
structure to prevent toe erosion. A walkway was incorporated into the seawall crest 
design thus providing a continuous public foreshore pathway from South Cronulla 
headland to Elouera. 

Results/Discussion 

The Bate Bay foreshore is now fully stabilised, some 5km of vegetated 
foredunes have been successfully established.   In the hinddune dune region the 
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Figure 2 Accretion of 
Sand in the Foredunes 

Figure 3 Buildup of 
Foredune Crest Level 

transgressive dunes stretching some 1.7km along the foreshores have also been 
stabilised. The sink has therefore been "plugged", the pre-existing longterm 
shoreline erosion halted and overall foreshore re-alignment achieved. Recreational 
beaches now extend from South Cronulla to Boat Harbour. The net shoreline and 
foredune movement over the 17 years following implementation of the 
management plan has shown an accretional trend, despite the occurrence of several 
major storms (Figure 1). The accretion has been greater in the centre of the 
embayment, as was predicted by the coastal process studies. 

The point source feed of nourishment at South Cronulla proved to be the most 
economic method of achieving a "natural" restructuring of the embayment's 
beach/dune system. 

Dune re-building was monitored throughout the project. Figure 2 shows the 
cumulative accretion rate and Figure 3 summarises the foredune crest level 
development at 6 of the survey transects located in the centre of the embayment. 
These figures show that, following the initial mechanical re-construction, accretion 
was relatively slow over the first 2 years. This outcome was unexpected at the time 
as shown by the Bagnold and Hsu based prediction of Figure 2. The delay was due 
to the difficulties experienced in establishing the pioneer plants in such a harsh 
environment and on such a large scale. An increase in the rate of accretion began 
in the 3rd year with maximum rates of accretion achieved in the 4th year when the 
full potential of the aeolian process were focussed towards dune building.  By the 
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5th year accretion started to taper. Although not shown, by the 12th year it was not 
possible to discern further buildup. In summary, at Bate Bay the time period 
required to establish a viable foredune system with a diversity of plant life capable 
of self sustenance, was found to be some 10 years. Intensive management was 
necessary for the first 5 years although a lower level of support was required for a 
further 5 years. This timescale was in part a function of the scale of the project. 

The net accretion in the dunes and on the beach of some 180,000m3 was 
greater than the 127,000m3 of the nourishment supplied. It is believed that the 
additional material was supplied through a subtle steepening of the offshore profile, 
although survey accuracy makes this difficult to quantify. There remains the 
possibility however that some material which has moved onshore from deeper 
water during the beach building conditions and is now trapped in the dunes, will be 
released during a future extreme storm event. 

A key element to the success of the Bate Bay project was the detailed coastal 
processes studies carried out at inception and the ongoing monitoring of those 
processes, and the systems response, during implementation of the management 
plan. Central to this approach was the care taken to calibrate and verify the surf 
zone and aeolian sand transport models. 

The total costs of the initial studies and the ongoing monitoring (adjusted to 
1991 values) was A$700,000. While this is a substantial sum it was only 8% of the 
overall project costs of A$8.5M and less than 0.2% of the A$350M value of the 
assets protected. Further, the stabilisation of the 5.5km of foreshore has allowed 
expansion of the public recreation areas and for development to take place in the 
backdune region. Future development of the embayment is centred on retention 
and maintenance of the newly established foredunes as a buffer zone. 
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CHAPTER 254 

Present  Situation   of  Sea-Sand  Mining  in 
Kyushu   Island,  Japan   and  Its  Influence 

on  Coastal  Environment 

M.  Hashidal, N. Matsunaga^ and T. Komatsu^ 

Abstract 
The   sea-sand  mining   has   been   carried   out  in   the   coast  of 

western part of Japan since the early  1970's. Mined sea-sand 
is mainly used as fine aggregate of concrete structures. Mining 
a large amount of sea-sand near the coast induces the possibility 
of beach erosion  and devastation of fishing grounds. In order 
to evaluate its influence on coastal environment, the present 
situation of sea-sand mining has been investigated in seven 
prefectures of Kyushu Island in Japan. The sea-sand mining in 
Kyushu Island is classified into two types. One is the mining in 
the  sea  areas  where  sea-sand reserves  are  limited. In  these 
areas, the compatibility between the sea-sand mining and the 
protection of coastal environment will become very important in 
future. The other is the type that sea-sand has been supplied 
constantly from rivers or other sea areas. In this case, it will 
be the most important to keep the balance between the amount 
of mined sea-sand and that of supplied one. 
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Introduction 
The  dependence  of fine  aggregate of concrete structures  on 

sea sand increases in the western part of Japan. On the other 
hand,  many dams  and gates have been constructed across  rivers 
with the object of flood control, water utilization, etc. Both the 
sea-sand mining  and the decrease  of sand  supply  from the rivers 
may     accelerate       beach     erosion     and     devastate the     coastal 

(a) 

Photo  1. Field work of sea-sand mining.    These photos were 
offered by  Japan  Broadcasting  Corporation. 
(a) Sea-sand being gathered in cargo space. 
(b) Drainage of sea water including mud. 
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environment. Actually,    remarkable    beach    erosion    was 
observed along the coast of the northern part of Kyushu Island, 
after the sea-sand mining was approved by prefectural 
governments. The  change  of longshore  current  due  to  man- 
made coastal structures, the decrease of sand supply from rivers, 
the frequent occurrence of storms, the sea-sand mining, etc. have 
been examined as  causes  of this  erosion. However,  what are 
the most essential causes  still has not revealed. 

Photos 1(a) and (b) show sea-sand being gathered in the 
cargo space of a barge ship and the state of drainage of sea water 
including  mud,  respectively. The environmental  problem that 
the diffusion and sediment of the mud devastate fishing grounds 
occurs   sometimes. 

The purposes of this study are to investigate the present 
situation of sea-sand mining in seven prefectures of Kyushu 
Island and to examine its influence on the  coastal  environment. 

Sea-sand  mining  in  Kyushu  Island 
Figure   1   shows  the  control   system  of  sea-sand  mining  in 

Japan. The   sea-sand   mining   has   been   performed   under   the 
approval   of each   prefectural   government. The  Ministry  of 
International  Trade  and  Industry leads  for the control  system of 
each   prefectural   government. The   prefectural   government 
gives   the   approval   for   the   volume   of  mined   sand   to   sea-sand 
mining   companies. The   companies   must   report   the   total 
volume  of sea-sand  which  they  mined  actually,  to  the  prefectural 
government   every   year. The   prefectural   government   must 
report the  total  volume  of the  mined  sea-sand to  the  Ministry  of 
International   Trade   and   Industry. It   also   negotiates   with 
Fishermen's  Union  about  compensation  for  devastation  of fishing 
grounds. The  standards  of the  approval  or the  compensation 
for the Fishermen's Unions are different in each prefecture. At 
the   present   time,   there   are   even   prefectures   which   do   not 
establish   any   standards. 

The Ministry of 
International Trade 
and Industry 

leading 
-> 

report on  volume 
of mined sea-sand 

Prefectural Government 

A 
agreement 

V 

approval 
-> 

«  
report on volume 
of mined sea-sand 

Sea-sand   Mining 

Companies 

compensation 

Fishermen's   Union 

Figure  1. Control system of sea-sand mining in Japan. 
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Figure 2.  Sites of sea-sand mining in seven prefectures of Kyushu 
Island. 
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Figure 3. Volume of sand mined in seven prefectures in 1988. 
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In figure 2, the sites of sea-sand mining in Kyushu Island 
are shown. Kyushu Island consists of seven prefectures, i. e., 
Fukuoka, Nagasaki, Saga, Kumamoto, Oita, Miyazaki and 
Kagoshima Prefectures. The dash-dot lines indicate the border 
between  the  seven  prefectures. The  black  circles   show  the 
superior direction of sediment transport. It is  seen that many 
sites exist along the coast of Kyushu Island. 

Figure 3 shows the volume of sand mined in the seven 
prefectures in   1988. The mining  of both river sand  and land 
sand has been restricted from the standpoint of the prevention 
of disaster. Therefore, sea-sand above 70 percent of total sand 
has been mined in Kyushu Island. Sea-sand mined in Fukuoka, 
Nagasaki and Kagoshima Prefectures is very large in comparison 
with that in the other four prefectures. The rate of the volume 
of sea-sand to that of the total sand shows a yearly increase. 

1.   Fukuoka  Prefecture 
Figure 4 shows the frequency of storm wind, whose mean 

velocity is larger than  10 m/s, in Fukuoka Prefecture. During 
15 years from 1947 to 1961, a remarkable beach erosion was 
observed along the coast of the Genkai Sea and the Hibiki Sea. 
The recession of the shoreline averaged 45 m, and 85 m 
recession was recorded as a maximum value during the 15 years. 
The Fukuoka Prefectural Govrnment concluded that 
extraordinary frequent storms induced this erosion (Kojima, H. et 
al.,   1986). Sea-sand  mining  started  in   1972. Though  the 
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Figure 4.  Frequency of storm  winds in Fukuoka Prefecture. 
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frequency of storm decreased after the onset of the sea-sand 
mining, the progression of beach erosion continued to be seen 
along some areas of the coast. In Fukuoka Prefecture, a large 
amount of sea-sand was mined at sea areas shallower than 20 m 
from  1972 to   1981. When the prefectural  government began 
to investigate the change of shoreline, i. e., in 1981, it also 
established   a   restriction   on   the   sea-sand   mining. The 
restriction was that the sea-sand mining has to be performed in 
principle at sea areas deeper than 40 m after  1981. Generally 
speaking, a remarkable beach recession has not been observed 
since   1981's   restriction. Therefore,   which   was   the   essential 
cause for this erosion has not still been made clear. 

Figure 5 shows the sites of sea-sand mining in the Genkai 
Sea  and  the  Hibiki  Sea  of Fukuoka  Prefecture. The  black 
triangles indicate the sites shallower than 20 m, and the black 
circles indicate ones at the water depth over 40 m. Fukuoka 
Prefectural Government has carried out the level survey along 
the coast of the Genkai Sea since 1981. The stations are shown 
by   numbered   black-rectangles. 

Figure 6 shows the correlations between the volume of 
mined sea-sand and beach elevation at stations 4 and 6 in the 
Genkai Sea. The open and solid marks indicate the results of 
level survey and the volume of mined sea-sand, respectively. 
At the stations, the sea-sand mining was performed at sea areas 
shallower than 20 m until 1986, but it has been mined only at 
sea  areas   deeper  than  40  m  since   1987. The  mining  was 
repeated about twenty times from 1985 to 1986 at Ainoshima 
and Tsuyazaki. The total volume reached about 6.0 x 10^ m3. 
As shown in this figure, a remarkable erosion was observed at 
that   time. After   the   sea-sand   mining   at   Ainoshima   and 
Tsuyazaki was stopped in 1987, the beach at station 4 began to 
recover and reach  nearly  an  equilibrium  state. At  station  6, 
the influence of sea-sand mining on the beach elevation did not 
appear obviously because a small amount of sea-sand was mined 
at Nogita. The sea-sand mining at Oshima and Nishinoura was 
continued  to   1986. Its   influence  on  beach   erosion   was  not 
recognized. It may mean that the restriction established by the 
Fukuoka Prefectural Government was valid. The field inves- 
tigation on the volume of sea-sand reserved in the Genkai Sea 
was made by the Ministry of International Trade and Industry. 
According to its report, sea-sand suitable for the fine aggregate 
distributes over an area of about  1.75 x 10^ km2. 
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Figure 5. Sites of sea-sand mining ( • and  A ) in the Genkai Sea 
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2.  Nagasaki  Prefecture 
The sites of sea-sand mining in Nagasaki Prefecture are 

shown in figure 7. The black circles indicate the sites of sea- 
sand mining. The investigation about the reserves of sea-sand 
was made in the dotted area by the Ministry of International 
Trade   and   Industry. This   prefecture   is   mining   the   largest 
amount of sea-sand in Kyushu Island. However, there are few 
wide,  long  rivers. Therefore,  it  seems  that  the  sand  supply 
from  river  to  coast  is   very   little. The  Nagasaki   Prefectural 
Government has approved the sea-sand mining in the sea areas 
where the water depth ranges from 30 m to 70 m. This means 
that Nagasaki Prefecture is also obliged to seek offshoreward 
sites. The sea areas have been a good fishing ground for a long 
time. Surface   layer   of  the   region   contains   a   lot   of  lime 
composed of shells and dead planktons. Therefore, suitable sea- 
sand    for fine aggregate is very little. 

According to this investigation, however, it can be expected 
that  sea-sand of good  quality  distributes  in  deeper layer. Its 
distribution    is    over   about    19.4   km^. Recently,     a new 
environmental problem, i. e., the devastation of fishing grounds, 
is   also  occurring  in  this  region. The  Nagasaki   Prefectural 
Government is looking for countermeasures to realize both sea- 
sand  mining  and  preservation  of  nearshore  environments. 

0       30     _60Km    Iki _ Island 

Goto Islands 

Investigated   area on*   /•' 
sea-sand   reserves 

Figure 7. Sites of sea-sand mining in Nagasaki Prefecture. 
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3.   Kumamoto   Prefecture 
Figure   8   shows  the   sites   of sea-sand  mining   in  Kumamoto 

Prefecture. The volume of sand mined in this  prefecture was 
1.50 x 1()6 m3 in  1989. The volume tends to increase during 
the last five years. Sea-sand occupies from 30 % to 40 % of the 
total  volume  of mined  sand. The  sea-sand  mining has  been 
carried out at the Ariake Sea, of which the sites are indicated by 
the  black-circles   numbered  from   1   to  7. The   sites   at  the 
Yatsushiro Sea are shown by the black circles numbered from 8 
to  11. Sandy beach remains only  along the numbered coast. 
The  other  coasts   are   either  tidal   flat  or   gravel   coast. The 
source of sand supply to the sea area is only inflow from the 
rivers. In   the   case   when   sea-sand  is   mined  in   these   seas, 
therefore, it is necessary to consider the balance between the 
volume of sea-sand mining and the volume of sand supply from 
the   rivers. 

Ariake S 

Yatsushiro 

40 Km 

Figure 8. Sites of sea-sand mining in the Ariake Sea and the 
Yatsushiro  Sea. 
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4. Oita Prefecture 
Figure   9   shows   the   sites   of   sea-sand   mining   in   Oita 

Prefecture. According to the statistical report on coast, which 
is presented by the River Office of the Ministry of Construction, 
the yearly mean expense of public utility enterprise for beach 
erosion was 40 million yen over the four yeas from 1984 to 
1987. This   is   very   high   next   to   Nagasaki   and   Miyazaki 
Prefectures. The ratio of sea-sand to the total sand is from 60 
% to 65 %. The sea-sand mining has been carried out mainly at 
both    the northern part and the southern part. Oita Prefecture 
mined sea-sand of 6.55 x 10^ m^ during six years from 1984 to 
1989. This  volume is nearly equivalent to the volume mined 
over 14 years from  1970 to  1983. It shows the rapid increase 
of sea-sand demand. During last six years, a large amount of 
sea-sand has been mined at Jiromaru Coast (number 5), Morie 
Port   (number   7)   and   Nishinoura   Coast   (number   8). At 
Jiromaru Coast, the sea-sand mining has been carried out 
because  of the  accumulation  of sea-sand. The  sand  supply 
from Jiromaru River is very little and erosive coasts have been 
observed along the northern part of Jiromaru Coast. Therefore, 
it is necessary to make clear the source of the sand supply to 
Jiromaru Coast. Morie Port has a tendency to be buried due to 
sediment from Yasaka and Takayama Rivers. The  volume of 

•5 Jiromaru 
• 6 

7 Morie Port 

Erosive coast "N—     "(^, •*      \f°„ 

• Nishinoura 

Figure 9. Sites of sea-sand mining in Oita Prefecture. 
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sea-sand  mined  in  Morie  Port  is  nearly  balanced  to  that  of the 
sediment yield from the rivers. Therefore,  the environmental 
devastation due to the  sea-sand mining does not appear in  Morie 
Port. In  spite  of no rivers  along  Nishinoura Coast,  a large 
amount  of sea-sand  has  been  mined  with  the  object  of keeping 
ship  courses   and     arranging  fishing  grounds. However,  no 
influence  on  coastal  environment  due to  the  sea-sand  mining  has 
been observed for the last 20 years. Therefore, understanding 
how  the  sediment transport  occurs  along  Nishinoura  Coast  is  the 
most   important. 

5. Saga, Miyazaki and Kagoshima Prefectures 
Saga Prefecture  is  mining  the  smallest  amount  of  sand  in 

Kyushu Island. The total volume of sand is less than about 8.0 
x  10^ m-Vyear, °f which most depends on sea-sand. The sea- 
sand mining has been carried out at four sites. One of them is 
in the Ariake Sea. The other sites locate in the Genkai Sea. 
The total volume of mined sea-sand per year is very little. The 
sea-sand  mining  in  the  Genkai  Sea  has  been  made  at  sea  areas 
deeper   than   20   m. From  these   reasons,   the   influence   on 
coastal environment has not been come to the front. 

Miyazaki Prefecture faces the Hyuga Sea. The coast is an 
erosive  large-scale beach. Therefore,  the  sand  mining  in   sea 
and river has been prohibited in principle. However, sand and 
gravel   deposited   in   dams   has   been   dredged   to   keep   up   their 
function. Small volume of sea-sand has been dredged with the 
object of keeping ship course in Miyazaki Port and Nobeoka Port. 
It has been used as fine aggregate. The year-mean volume of 
river sand is about 4.0 x  10^ m^, that of sea-sand 2.5 x  10$ m^, 

and that of land sand 8.5 x   10^ m^. The total volume is 1.5 x 

106 m3  per year. 
Though Kagoshima Prefecture does not open detailed data 

about the volume  and sites  of the  sea-sand mining. The year- 
mean   volume   of   mined   sea-sand   was   about   2.34   x   10"  m^ 
during  three  years  from   1987  to   1989. This  volume  is  the 
third next to  Nagasaki  and Fukuoka Prefectures. 

Conclusions 
In this study, the present situation was investigated about 

the sea-sand mining in all seven prefectures of Kyushu Island, 
Japan. Though   there   are   a   few   prefectures   in   which   the 
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detailed   data   on   sea-sand   mining   could   not   be   obtained,   we 
reached the  following  conclusions. 

(1) Sea-sand reserves of the Genkai, Hibiki and Goto Seas are 
limited. Therefore, how the sea-sand mining compatible 
with the protection of coastal environments should be 
carried out in these seas will become very important in 
future. 

(2) Sea-sand of the Ariake, Yatsushitro and southern part of Oita 
Prefecture has been supplied constantly from rivers or seas. 
In these seas, it is necessary to take into account the balance 
between the volume of mined sea-sand and the volume of 
supplied  sand  . 

The authors wish to thank Mr T. Munakata for stimulating 
discussions  and his technical help. 
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CHAPTER 255 

PATRAS BREAKWATER FAILURE DUE TO SEISMIC LOADING 

By 
Constantine D. Memos' and John N. Protonotarios', 

Members, ASCE 

Abstract 

Investigation of the failure mechanism of the Patras breakwater extension 
revealed that the seismic loading of the mound was amplified considerably due to 
the soft foundation soil. This loading induced the overriding of the low safety factors 
of the structure. Approximate analytical expressions were obtained for the 
hydrodynamic loading during earthquakes. These were in good agreement with pre- 
vious results. Recommendations for the completion of the works were given to the 
harbor authority. 

INTRODUCTION 

Patras is a busy port of western Greece serving as a RoRo gateway to Italy. Its 
location can be seen in figure 1. 

SITE LOCATION        C2S=S53» 

Figure 1. Site location map 

'     Civil Engineering Department, National Technical University of Athens, Greece. 
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The layout of the harbor is shown in figure 2; it includes a long detached break- 
water of rubble mound with concrete capping. During the construction of a southern 
extension, 120m long, of similar design but without the capping, severe and abrupt 
settlements of the mound took place leading to a discontinuation of the works. 

Figure 2. Harbor layout and location of works 

A typical cross-section of the new breakwater is contained in figure 3. The 
primary armor consisted of rock units 4-6t placed at a slope of 1:3 which from -2.0 m 
downwards steepened to 3:4. The width of the mound at its base, i.e. at -18.0m, 
reached almost 90 m. It should be noted that the structure was founded on weak soil 
without any improvement. 

Figure 4 shows a characteristic cross-section of the structure as measured 
before and after the failure. Appreciable settlements of the order of a few metres can 
be noted. 
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Figure 3. Typical cross-section of the breakwater extension 
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Figure 4. Typical cross-section with outlines before and after the failure 

A key element of the present problem was that the failure coincided with 
moderate seismic activity in the area. Indeed, several earthquakes occurred prior to 
the major settlement of the structure. 

The present research aimed at investigating the dynamic response of the 
breakwater under construction in order to understand the mechanism that led to its 
failure. Also, proposals for the completion of the works were to be given to the harbor 
authority. 

The failure mechanism was approached by two complementary points of view, 
namely hydrodynamic and geotechnical. During the examination of this specific case 
of failure some more general issues were addressed regarding rubble mounds sitting 
on soft soils in a seismic area. 

In general, the dynamic response of rubble-mound breakwaters has not been 
sofar thoroughly investigated. This can be attributed to the fact that a possible failure 
of a breakwater entails only a limited reduction of the protection afforded to the har- 
bor. Also, it is usually a matter of routine maintenance to repair such damages by 
simply adding more stones. For these reasons the current practice of breakwater 
design is to safeguard stability against wave attack and general soil shear failure, 
without taking into account the seismic loading. In contrast, the seismic response of 
similar structures, as earth dams, has been investigated to a far more advanced 
level, since eventual failure of such structures could well have severe consequences. 

An important difference between dams and breakwaters lies in that dams are al- 
ways designed to sit on firm foundation soils while breakwaters are sometimes 
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required by other reasons to be constructed on soft soils. 

In the following two routes of investigation are presented: the first addresses the 
hydrodynamic aspects of the problem, i.e. the dynamic loading of the rubble-mound 
by the surrouding water masses, while the second deals with the seismic analysis of 
the system "structure-soil". 

HYDRODYNAMIC ANALYSIS AND RESULTS 

An investigation of the hydrodynamic characteristics of the problem was under- 
taken aimed at estimating the hydrodynamic loading on the structure due to the 
seismic activity and assessing thus its relative importance with respect to the "pure" 
seismic loading acting directly upon the mound through the underlying soil strata. 

A simple estimate of the hydrodynamic pressures can be obtrained by taking 
into account the motion of the virtual mass of water in the vicinity of the structure. 
There are in general two types of modifications to this estimate referring to the com- 
pressibility of the water and the elasticity of the structure. Denoting by to the circular 
frequency of the horizontal seismic excitation, by u),=rrc/2h the first cutoff frequency 
of the water body surrounding the structure, c speed of sound waves in water, h 
water depth, and by us the natural frequency of the structure, the following remarks 
can be made. 

It has been shown by Chopra (1967) that if UKU, then in an uncoupled system 
"breakwater-sea" the compressibility of the water does not play a significant role and 
can be neglected. In our case we have indeed u<u, by feeding the existing data. In a 
coupled system "breakwater-sea" the required additional condition for ignoring the 
water compressibility is u(/us>2 (Chopra 1968). This again is applicable in the 
problem under consideration since the site-specific data give OO/U>SK7. 

Regarding the parameter of the elasticity of the structure, recent research has 
verified that it produces a significant modification on the pressure distribution along 
the face of a rigid dam with increasing ratio of u/ur Results by other investigators 
(Mei etal 1979) show that for u/u,<0.2 the deviation of the total hydrodynamic force 
by assuming rigid structure is less that 15%, while for u>/u),<0.1 the difference is neg- 
ligible, of the order of 1%. In our problem, which represents a typical case of 
moderate seismic loading, this ratio is about u/w(«0.05. Such a low value suggests 
that as a first approximation the elasticity of the structure can be ignored for the cal- 
culation of the total hydrodynamic force. However, this is not necessarily the case 
when one is interested in the detailed structure of the pressure distribution along the 
face of the breakwater. 

Following these qualitative results the investigation proceeded to estimating the 
major component of the hydrodynamic loading, namely the added mass pressures 
on a vibrating sloping face in the sea. The nomenclature of the simplified problem 
can be seen in figure 5. A part of the seawater in contact with the face of the break- 
water produces dynamic loading due to the accelerations involved. The correspond- 
ing pressures can be calculated analytically by estimating at every level the breadth b 
of the water mass that loads dynamically the structure. 
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Figure 5. Nomenclature of the simplified problem 

An impermeable face was assumed and a no-slip condition was applied at the 
slope. In figure 6 the external forces acting on a horizontal slice of water mass of 
height dy are shown. 

dy 

Figure 6. Forces acting on a water element 

The equations of motion read, 

db dp 
along y-axis:     pcot8-p b — = p ba 

dy        dy 

along x-axis      p = p ba 

(1) 

(2) 

where a   , a^      the   acceleration   of   the   fluid   along   x,   y   axis 
respectively 

p the pressure 

The continuity equation is produced by equating the displaced water volumes 
due to the motion of the slope during time dt. This yields 

The boundary condition along the rigid slope can be written in general, 

a^ = a   - a   cot8 (4) -fix x fy 
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On the free surface the boundary condition, taking p=0 there, is 

b = hcote, y=h (5) 

Equations (1) to (4) give the following differential equation after some algebra 

dp    db    da db 
— = pax pb — cote - paf — cote (6) 
dy x dy dy y   dy 

From (3) we obtain: 

da db 
  . b + a sine +a    — =0 (7) 

dy dy 

Now, (6) becomes due to (7) 

y db y 
(— sinecote-2)- (sine + cot26) — +(l-sine)cote = 0 (8) 

b dy b 

Integrating eq. (8) with respect to y and employing (5) to define the constant of in- 
tegration we arrive at 

log[2b'2-b'y'cote + (l+cot2e)y'2]^ = (1/2) log(l+2cot26) + 

cote 4b'/y'-cote cote 3cote 
+ arctan (  ) arctan  (9) 

H H H H 

where the prime denotes non-dimensionalization with respect to h and 
H = (8+7cot29)f/*. 

If we define a pressure factor c =p/avh with a=ax/g, then from (2), (3), (4) we 
obtain 

cp = b'  - y'cote (10) 

The above analytical expression (9) reduces to the following simple formula for 
the case of a vertical face 

b' = 0.707 (l-y'2)1/z (11) 

This specific result compares very well with existing experimental data of Wang 
et al (1978) and Zangar (1952) as shown in the graph of figure 7 drawn in terms of c . 

Apart from the detailed pressure distribution the integrated total force 
F=0.56paj(h

2 falls quite close to other analytical results, deviating only by 5% from 
the classical value F=0.58paxh2 given by Westergaard (1933) for the same case of a 
vertical face. 
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Figure 7. Comparison of analytical expression with experimental results 

Application of the general expression to a slope with 9=30° gives results that are 
comparable with experimental data along a central section of the total water depth, 
but there are deviations from the experimental results at the upper and lower parts of 
the water column. Nevertheless, the integrated pressure diagram gives again values 
of the force in good agreement with experimental data exceeding them by about 
15%. The deviations of the pressure distribution especially in the lower part of the 
sloping face can be attributed mainly to the neglected boundary conditions along 
the sea bed close to the toe of the breakwater. These conditions induce a redistribu- 
tion of the hydrodynamic pressures on the slope especially to its lower part. 

In order to overcome this difficulty a numerical method has been developed 
which takes into account the conditions along the whole boundary of the water 
mass. The technique applied to this problem is the boundary integral element 
method. Variations of the geometry of the boundary, as e.g. sloping sea bed, as well 
as of its porosity can be accommodated in the model. Due to space limitations this 
part of the research is not presented here. 

The numerical results for the hydrodynamic force based on the previously 
presented analytical expressions were found to be rather low when compared to the 
direct seismic loading on the mound through the foundation soil. 

The typical cross-section of the breakwater was also checked against wave at- 
tack by using a standard method (CERC, 1984). It was found that although in general 
terms the cross-section was robust, a few modifications could improve considerably 
its strength, as e.g. extending downwards the seaward armoring. However, such 
points contributed only secondarily to the initiation of the failure mechanism. 

GEOTECHNICAL AND SEISMIC ANALYSES AND RESULTS 

Qeotechnical Conditions 

It was already known from the construction of the older main part of the Patras 
breakwater and its northern extension that the foundation soil consisted of a rather 
thick layer of soft compressible clay. Thus prior to the construction of the southern 
extension, a rather extensive investigation program of its foundation soil was under- 
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taken. A total number of 21 borings reaching a depth of 50m from the sea level were 
performed covering a zone 125m long and 100m wide, up to 50m away from the axis 
of the extension. After the 1984 failure an additional very deep boring was performed 
to a depth of 104m. Apart from the SPT counts, 1-D consolidation tests as well as 
drained and undrained triaxial tests were performed on specimens taken from all 
these borings. 

The above in situ and laboratory tests revealed that the foundation subsoil con- 
sists of a normally consolidated soft clay layer 30 to 38 meters thick underlain by a 
thick (>50 meters) moderately overconsolidated medium to stiff clay deposit. Some 
basic geotechnical parameters of the upper soft clay layer vary as follows: 

Standard Penetration Test Count: 
Initial Unit Density: 
Initial Void Ratio: 
Natural Water Content: 
Plasticity Index: 
Compressibility Index: 
Undrained Shear Strength: 

N   = 0-15 
p    = 1.75-1.92 Mg/m3 

1   = 0.724-1.38 
W° = 25%4-30% 
I = 17%4-27% 
CP = 0.204-0.42 
Cc = 54-40 kN/m2 

The lower stiff soil deposit presented the following values for some important 
geotechnical parameters 

SPT: 
Unit Density: 
Void Ratio: 
Compressibility Index: 
Undrained Shear Strength: 

N = 42->50 
p = 1.904-2.00 Mg/m3 

1 = 0.694-0.85 
C°= 0.134-0.18 
Cc= 1204-250 kN/m2 

An idealized soil profile with the selected values of the parameters used in the 
geotechnical analyses is depicted in figure 8. 
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Figure 8. Idealized soil profile and geotechnical parameters 
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Settlement and Stability Considerations 

Settlement and static stability analyses were performed for two stages of 
construction: one for the phase after the height of the mound had reached the level of 
11 meters from its foundation, and a final one for the stage immediately after the 
completion of construction (height of mound: 18 meters). This was deemed ap- 
propriate in order to better simulate the actual history of the construction process, 
since there was a pause of 6 months after the mound had reached the height of 11 
meters, and thus make it possible to account for the changes of the soil parameters 
caused by the ongoing consolidation process of the upper soft clay layer. 

One dimensional settlement analyses yielded as best estimate of the final 
settlement due to the 11m high rubble mound at its axis approximately 1.5m, 
whereas the additional settlement due to the rest of the mound was estimated 0.6m, 
i.e. total settlement 2.1m. The actual settlements was not possible to be measured 
with accuracy, as they were obscured by the fact that significant amounts of the 
lower mound material intruded into the soft clay, since no filter zone was provided be- 
tween the rubble mound and the clay layer. However, the measurements indicated 
that the total settlement must have been somewhat higher than the above value, ap- 
proximately 3m; this difference between actual and estimated amount of settlement 
is mainly due to uncertainties of the clay compressibility parameters estimates, as 
well as to the limitations of the one-dimensional deformation model considered. 

Static stability analyses were performed of the above mentioned two stages of 
construction. For each stage the undrained shear strength of the upper clay layer 
was estimated in accordance with the adopted relation 0^=0.20.0^', where av' the ef- 
fective vertical stress, after a suitable degree of consolidation had been assumed. 
Two suppositions of the distribution of C^ with depth, uniform and trapezoidal, were 
considered for each stage. Results produced by the modified Bishop slope stability 
analysis (Bishop 1955) are presented in table 1. 

TABLE 1 
STABILITY SAFETY FACTORS FOR STATIC CONDITIONS 

CONSTRUCTION UNDRAINED SHEAR STRENGTH SAFETY FACTOR 
STAGE DISTRIBUTION IN THE UPPER LAYER F 

(Height of Mound) C   (kN/m2) 

1st Stage dim) 20 Uniform 1.20 

1st Stage E=*4° 
Trapezoidal  x 1.15 

(llm) \ fil "? 

2nd Stage (18m) 35 Uniform 1.09 

2nd Stage 

(18m) 

p=X18.2 
Trapezoidal 1.13 

It is apparent from these marginal static safety factors that even a moderate 
dynamic loading might produce failure conditions. 
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Seismic Response 

In late February 1984 a series of moderate earthquakes of magnitude 3.5 to 4.5 
took place in the Patras Gulf near the breakwater site. Immediately after these 
earthquakes settlements of the order of 3 to 4 meters were measured on the con- 
structed part of the southern extension of the breakwater. In this paragraph we inves- 
tigate the seismic behavior of the breakwater and its foundation during the strongest 
of these events, which apparently led to its failure. For this purpose, the bedrock 
ground motion characteristics were estimated and the seismic response of the 
"rubble mound-soil foundation" system was calculated, using an appropriate one- 
dimensional model. 

Figure 9 shows a map of the Patras area depicting the epicenters of the two 
strongest earthquakes with M=4.4 and M=4.5, corresponding epicentral distances 7 
and 8 km, and hypocentral distances 9 and 11 km from the site. According to at- 
tenuation relationships suitable for western Greece (Papaioannou 1988), the maxi- 
mum bedrock ground accelerations were estimated at 0.015f 0.020g. 

Figure 9. Map showing the location of the epicenters 
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For the seismic response analysis of the "foundation soil-rubble mound" system 
as input motions were considered the Kalamata 1986 erthquake record normalized 
to a peak acceleration of 0.02g (Motion 1) and the Taft earthquake record normalized 
to a peak acceleration of 0.015g (Motion 2). The first motion was selected because it 
was recorded at similarly near source site, whereas the second was selected to ac- 
count for a broader range of fundamental periods. 

The seismic response of soil deposit and the rubble mound was calculated by 
simulating the foundation soils as strata of infinite horizontal extent and the mound 
as a shear beam (Gazetas 1987). For these analyses the software package SHAKE 
(Schnabel et al 1972) was used, after a suitable modification. As no dynamic 
measurements of soil parameters were available, dynamic shear moduli and damp- 
ing coefficients for the mount and foundation materials were estimated from their 
density, confining pressure and shear strength characteristics. 

Figure 10 shows the variation of initial shear modulus (GJ and shear wave 
velocity (S/sJ with the depth of the mound and the soil profile. 
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Figure 10. Distribution of dynamic parameters 

Results of the analyses as summarized in figure 11 and 12 show that the maxi- 
mum ground acceleration at the top of the soft stratum was amplified by 2 to 2.5 
times. These figures also show that the accelerations were moderately amplified 
within the mound body. 

MAX. ACCELERATIONS 

X 
•lo 

15 

MOTION 2. 

iP 

MOTION 1 

Figure 11. Calculated accelerations along the axis of the mound 
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.MOTION   AT TOP OF MOUND 

Figure 12. Input and calculated response spectra 

Pseudo-dynamic stability analyses were also performed, utilizing the above cal- 
culated seismic forces. Results of these analyses are summarized in table 2. 

TABLE 2 
STABILITY SAFETY FACTORS FOR SEISMIC CONDITIONS 

DISTRIBUTION OF UNDRAINED 
SHEAR STRENGTH FOR THE SOFT CLAY 

C (kN/m2) 

SAFETY 
MOTION 1 

FACTOR 
MOTION 2 

=3 35 Uniform 0.82 0.75 

~».2 

71 1 
Trapezoidal 0.88 0.79 

 \ 

The results show clearly that these relatively small earthquakes were sufficient to 
trigger the failure mechanism of the structure. The main reason for this was the 
presence of the deep soft clay stratum that amplified considerably the moderate un- 
derground seismic motion, overriding the already marginal static safety factor. 
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CONCLUSIONS AND RECOMMENDATIONS 

Based on the previous analysis of the failure of the Patras breakwater extension 
the following conclusions can be drawn: 

(1) The failure of the mound was initiated by the seismic activity of February 1984 
occurred in the vicinity, which caused the already low safety factors of the struc- 
ture to fall below an acceptable level. Although the causative earthquakes were 
rather weak the seismic forces were considerably amplified by the thick soft clay 
layer on which the mound was founded and caused the shear failure of the low 
strength foundation. 

(2) The original design needed some improvement to withstand wave attack. 
However, this played only a secondary role in the failure mechanism. 

(3) The hydrodynamic loading due to the shaking of the mound can be ap- 
proximated in this particular case by the pressures exerted by the added mass 
of the water. The structure elasticity as well as the water compressibility can be 
ignored without affecting appreciably the results. 

(4) The calculated hydrodynamic force due to earthquake activity was small com- 
pared to the direct seismic loading on the mound through the foundation soil. 

(5) In general the analytical expression proposed for the hydrodynamic loading on 
an inclined rigid face is a good first approximation to the total hydrodynamic 
force and represents an upper bound of the actual load on a porous breakwater 
face. 

The authors believe that this case study represents conditions that can be met in 
several ports around countries with high seismic activity. Thus a more careful design 
approach and construction procedure should be followed in such cases. A thorough 
soil investigation program and a complete seismic analysis included in the design 
can save unnecessary and costly delays or even failures. 

In situations where such adverse conditions are involved, the designer can 
employ techniques such as: interventions to the geometry of the structure, as e.g. by 
providing milder slopes or berms; improvement of the foundation soil; use of 
geotextiles; phasing of progress of works. 

Part of the scope of the present research was the proposal of guidelines for the 
completion of the breakwater extension. In this respect the present geometry of the 
semi-completed mound, as modified by the wave action over a period of 8 years, 
has been recorded. 

The current layout of the structure as well as standard calculations on armoring 
against wave attack led us to propose for the trunk section slopes at 1:2 both sides, 
and for the head of the structure milder slopes at 1:2.5. These new cross-sections 
were then checked for both static and dynamic stability giving the following factors of 
safety. 

Trunk section 
Static conditions F = 1.54 
Dynamic conditions (s=0.06g) F = 1.18 
Head section 

Short term Long term 
Static conditions                                     1.42 1.76 
Dynamic conditions (e=0.06g)                  1.07 1.25 
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The head section was proposed to be completed in phases, since it has been 
subjected to a smaller degree of preloading and subsequent improvement by con- 
solidation than the trunk section of the breakwater. 

Consideration of other methods of foundation soil improvement, such as sand 
drains, geotextiles, etc, proved uneconomical for this particular case, mainly due to 
the small size of the project and the fact that a seizable part of the structure had al- 
ready been constructed, making thus interventions of the above kind very costly. 

Suitable monitoring to record the behavior of the structure with time has been 
also proposed. 
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CHAPTER 256 

FUNCTIONING OF GROINS AT WESTHAMPTON BEACH, 
LONG ISLAND, NEW YORK 

Gilbert K. Nersesian1, Nicholas C. Kraus2, and Fulton C. Carson3 

ABSTRACT: An extended field of 15 long rubble stone groins was constructed in 
two increments of work at Westhampton Beach, New York, in 1965-66 (11 groins) 
and in 1969-70 (4 groins), as part of a hurricane storm-protection project. A third 
increment of work completing the protection to a downdrift point of closure was not 
undertaken due to political decisions. In addition, the dune and beach fill which was 
to have been placed in the first 10 groin compartments to complete the protection 
was not accomplished due to local economic problems. No construction work has 
been undertaken since 1970. During the 26 years following completion of the 
original 11 groins, substantial portions of the groin field have been filled naturally 
by trapping of sediment that moves alongshore with a net rate directed to the west. 
However, the shore area downdrift of the last westerly groin in the unconstructed 
increment of work has experienced inordinate recession because of insufficient 
bypassing of sediment to this area. This paper describes the functioning of the groin 
field, examining both the extreme downdrift recession and the equally dramatic 
accretion and beach build up in the groin field, drawing lessons on groin functional 
design from this historic project. 

INTRODUCTION 

In 1938, the south shore barrier island system along Long Island, New York, was 
devastated by a hurricane that is the storm of record for this Atlantic coastal area of the 
United States (Andrews 1938). The barrier islands were greatly eroded and weakened, and 
erosion was subsequently increased by other extreme hurricanes and extratropical storms that 
struck the area in 1944, 1950, 1953, 1954, 1958, 1960, and 1962 (USACE 1958, 1963). 
Since 1962, there have been frequent occurrences of severe extratropical storms, the most 

(1) Senior Coastal Engineer, U.S. Army Engineer District, New York, 26 Federal Plaza, New 
York, New York   10278-0090, USA. 
(2) Senior Scientist, and (3) Civil Engineer Technician, U.S. Army Engineer Waterways 
Experiment Station, Coastal Engineering Research Center, 3909 Halls Ferry Road, 
Vicksburg, Mississippi   39180-6199, USA. 
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recent being the October 1991 (Halloween) storm and the winter storm of December 10-12, 
1992. Many sections of these east-west oriented barrier islands are in danger of breaching 
and flooding, and property has been lost or jeopardized by erosion. In 1960, storm- 
protection plans were authorized by the Federal Government for the coastal area between Fire 
Island Inlet and Montauk Point. One of the reaches included in the project was the barrier 
island that extends 24.6 km between Moriches Inlet to the west and Shinnecock Inlet to the 
east (Fig. 1). As part of the plan, groins were constructed initially on the most vulnerable 
section of the reach, called Westhampton Beach, with the objective of providing a wide beach 
and dune as a storm-protection measure. 

The original plan provided for construction dunes and fronting protective beaches and 
23 groins (if needed) in this reach (USACE 1958). Owing to political and economic 
considerations (Heikoff 1976), only 11 groins were constructed in 1966 in Section 2A 
without placement of the dune and beach fill along 3.8 km of shore westerly from a point 
10.6 km east of Moriches Inlet, as shown on Fig. 2. This work was supplemented in 1970 
with completion of four groins in Section 1A along 1.8 km of shore extending west of the 
existing groins, together with placement of dune and beach fill in the four westerly 
compartments (USACE 1969). A third increment of work in Section IB along 2.9 km of 
shore to the west providing for six additional groins and accompanying fill was not 
undertaken due to political decisions (Heikoff 1976). 

Because construction was halted before implementation of the third increment of work, 
the downdrift beaches to the west, which would have been spanned by groins, have eroded 
significantly, as shown in Figs. 3 and 4. In contrast, a huge dune system and wide beach 
have developed naturally in the 14 groin compartments, fully realizing the original intent of 
the storm-protection plan for the sections of reach spanned by the groin field. The net 
potential longshore sand transport rate on these western, fine-to-medium grain size barrier 
islands is estimated at 300,000 cu m/year to the west (Panuzio 1968). 

In the present study, a large, unpublished data set of beach profile surveys and aerial 
photography was analyzed to quantify the functioning of the groins at Westhampton Beach. 
These data provide valuable documentation about the site and extensive coastal process 
information for understanding the general functioning of groins. 

GROIN DESIGN 

The project groins, shown in profile in Fig. 5, were designed to reinforce a beach and 
dune fill intended to provide hurricane and storm protection. The backshore dune had a top 
width of 7.6 m at elevation +6.1 m National Geodetic Vertical Datum (NGVD), and front 
and back slopes of 1V:5H. The fronting protective beach had a berm width of 30.5 m at 
elevation +4.3 m NGVD, with foreshore slopes of 1V:20H from the seaward edge of the 
berm to elevation -0.6 m, and thence 1 V:30H to the existing offshore bottom (USACE 1963). 

The groins, which were constructed with quarry stone, have an average spacing of 400 m 
and are 146.3 m long. The groin design provided a horizontal inshore section 39.6 m long 
at elevation +4.9 m NGVD, an intermediate section 64.0 m long sloping 1V:15H from the 
seaward edge of the inshore section to the beginning of a 42.7-m long offshore section at 
elevation +0.6 m. The groins have side slopes of 1V:2H (USACE 1963). The 15 groins 
span 5.6 km of shore with the last westerly groin being located 5.0 km east of Moriches 
Inlet. 
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Fig. 1.  Site location map for Westhampton Beach, Long Island, New York 

*& 

Fig. 2.   Construction plan for the Westhampton Beach shore-protection project 
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Fig. 3.  Beach west of Groin 15, Dec. 20, 1983 

Fig. 4.  Shoreline change west of Groin 15, Dec. 1962 - Mar. 1989 
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Fig. 5.  Cross section view of groin design 

OVERVIEW OF SITE 

Littoral Factors 

The origins of the south shore barriers of Long Island are unknown. It is generally 
believed that the barriers are formed from glacial outwash sediments from the Pleistocene 
Epoch and have evolved through the Holocene period with rising sea level. The barriers are 
composed mainly of quartz sand with some garnetiferous and magnetitic sands and shell 
fragments (Leatherman and Allen 1985). 

Tides in the project area are semi-diurnal and have a mean range of 0.9 m and a spring 
range of 1.1 m. Mean Low Water (MLW) is estimated to be 0.4 m (NOS 1992a) below 
NGVD. It is estimated that storm tides of +3.0 m NGVD occurred along the project shore 
during the 1938 hurricane (USACE 1958). Data from observations of the winds in the 
vicinity of the project area indicate that the prevailing winds are from the southwest with a 
duration of almost 25 % and secondarily from the northwest of about 20 %. Over 27 % of 
the winds in excess of 17 m/sec are from the east, 20 % from the northwest and 6 % from 
the south. Wind speeds as great as 43 m/sec (September 21, 1938) have been recorded at 
Westhampton Beach. Wind speeds in excess of 22 m/sec have been recorded more 
frequently during lesser coastal storms (USACE 1958). 

Tidal currents at Moriches Inlet and Shinnecock Inlet vary with the tidal stage reversing 
in direction about every 6 hr. Published values for the maximum average flood and ebb tides 
at Shinnecock Inlet are 70 and 76 cm/sec, respectively (NOS 1992b). Tidal currents 
measured during spring tide conditions by the Corps of Engineers in July 1991 (Chu and 
Nersesian 1992) at Shinnecock Inlet indicated that the maximum average flood and ebb 
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currents were about 165 cm/sec. For Moriches Inlet the maximum average currents during 
the same period varied between 243 to 253 cm/sec. 

Deep-water heights and return periods in the project area were estimated using a wave 
climatology study for the South Shore of Long Island, Phase III, Stations 45, 46, 47, and 50. 
Computed deep-water and breaking wave heights versus return period are shown in Table 1. 
Breaking wave heights corresponding to the incident wave height were calculated with a 
refraction coefficient of 1.0 and a flatter post-storm beach slope of 1V:30H. For a 50-year 
return period, the sea- water level was +3.0 m NGVD, and the wave period was 9 sec. 
Associated water levels for other wave heights are higher or lower dependent on the return 
period (USACE 1982, 1986). 

Table 1.  Wave heights and return periods 

Height 
Return Period (years) 

5 10 20 50 100 200 500 

H'„  (m) 4.6 4.9 5.3 5.8 6.2 6.3 6.6 

Hblml 4.8 5.2 5.4 6.4 6.9 7.4 8.2 

H 0 is unrefracted deep-water significant wave height; Hb is breaking wave height 

Shore History 

Examination of prior storm impacts on the shore in the vicinity of the groin field shows 
that there have been frequent breakthroughs of the barrier beach and dune system as well as 
creation of new inlets (Andrews 1938, USACE 1963). These impacts, shown in comparative 
format on Fig. 6, clearly demonstrate that the shore area at Westhampton Beach is susceptible 
to severe damage by hurricanes and other storms. Of special interest is the shore location 
about 700 m west of the west bridge at Westhampton Beach where storms created inlets in 
1938 and 1962, and a breakthrough in 1958. This location is now bracketed by Groins 5 
and 6. Similar repeated impacts can be found in other portions of the project area. The 
present location of Shinnecock Inlet at the east end of the barrier beach was created by the 
1938 hurricane, and later was permanently stabilized by local interests. It was on this basis 
that the project designers believed there was a definite need to reinforce the dune and beach 
fill protection with groins. 

ANALYSIS OF DATA 

Procedure 

The data base assembled for this study presently contains 10 beach profile surveys 
covering the interval 1962-91, seven aerial photographic surveys yielding shoreline positions 
for the interval 1962-89, and a topometric shoreline mapping survey. The profile surveys 
typically contain at least three transects per groin compartment and extend from the landward 
toe of the dune to the 8-m depth. Several aerial surveys extending over the full littoral cell 
between Moriches Inlet and Shinnecock Inlet enable interpretation of coastal processes 
through examination of the regional sediment budget, not discussed here. The beach profile 
and shoreline position data, originally recorded in a variety of formats, were digitized in a 
controlled georeferenced Geographic Information System for quantitative analysis and visual 
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Fig. 6.   Locations of historic breaching and inlet creation 

interpretation. The first-order analysis included time evolution of shoreline position, volume 
of the dune and berm complex, and bottom morphology change (not discussed here). 

Profile surveys selected for comparison were 12/62, 8/66, 7/75, 12/79, and 12/91. 
Shoreline position survey data from aerial photography taken in 12/62, 12/79, and 3/89 were 
integrated in the comparative analyses. The 1962 survey is a base survey which closely 
approximates the pre-groin construction shore position for the original 11 groins. The 1966 
survey approximates the pre-groin construction shore position for the second 4 groins. 

Shoreline Positions at Westhampton Beach 

Comparative plots of shoreline positions at Westhampton Beach for five profile surveys 
and one shoreline survey between 1962-89 using all survey transects are shown on Fig. 7. 
The horizontal axis on this figure represents the baseline origin position for the plotted data. 
To better display the trends, shoreline positions were smoothed by moving average. 
Inspection of this figure shows that shoreline position advanced from approximately 100 to 
70 m or 3.7 to 2.6 m/year, respectively, from east to west, along 3,800 m of shore.   The 
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Fig. 7.  Smoothed shoreline position in the vicinity of the groin field 

general trend of shoreline movement in the first 11 groins during the 1962-89 period was one 
of continuing advance. From 1989-91 there was minor shoreline recession, which may 
reflect the impact of the October 1991 storm. 

In the shore area encompassed by the second group of 4 groins, shoreline advance over 
the period 1966-89 was 50 to 55 m, or about 2.3 m/year, and was probably influenced in 
part by the dune and beach fill that was artificially placed during the second increment of 
work. In the period 1975-89, there was a shoreline advance of 40 to 20 m or 2.9 to 
1.4 m/year, respectively, from east to west, in this area. At a point about 370 m west 
(downdrift) of Groin 15, the shoreline receded about 6.5 m/year in the period 1975-89. 
Further westward the rate of recession decreased to about 5.0 m/year. It is noted that the 
shoreline recession between 1962-75 was 1.9 m/year or less. Accordingly, the rate of 
recession in the downdrift area tripled following completion of the second increment of work. 

Shoreline Positions Near Groins 

Shoreline position near the groins is more closely examined in Fig. 8. Filling of the groin 
compartments has resulted in various shoreline alignments through the groin field. Between 
Groins 1 and 3, the shoreline shows generally straight alignment about 243 m from the 
baseline origin on Dune Road. Between Groins 3 and 4, the shoreline moved seaward from 
243 m to 214 m, respectively, from the origin. This latter shoreline position generally 
continues westward to Groin 8. Between Groins 8 and 11, the shoreline moved seaward 
from 214 m to 164 m, respectively, from the origin. Between Groins 11 and 15, shoreline 
position moved seaward from 164 m to 154 m, respectively, from the origin. The shoreline 
positions and alignments within the groin demonstrate the natural filling of groin compart- 
ments and the bypassing of littoral sediment to downdrift compartments.  Between Groins 1 
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Fig. 8.  Shoreline positions in the groin field 

and 8, there are two plateaus, indicating that the groin is nearing complete filling in the 
compartments. It is of interest that the midpoint of the groin field is marked by Groin 8. 
Comparison of shoreline position between Groins 8 and 11 and between Groins 11 and 15 
indicates that filling of the downdrift compartments is proceeding at a much lower rate. 

Rate of Shoreline Change by Groin Compartment 

Mean shoreline change per groin compartment from December 1962 to December 1989 
for Compartments 1, 3, 5, 7, 9, 11, 13, and 14 is shown on Fig. 9. The results confirm 
filling of the groin compartments in the westerly direction. The mean shoreline change for 
all compartments is shown in Fig. 10, where it is seen that shoreline position in the groin 
field is approaching equilibrium after 26 years. 

Comparative Profiles in Center Groin Compartments 

Comparative profile plots are shown in Fig. 11 for the centers of Compartments 1,5, 10, 
14, and 15, for surveys taken in December 1962, 1979, and 1991. Compartment 15 is 
actually the westerly downdrift 400 m of shore area adjacent to Groin 15. The plots clearly 
show the massive dunes created from trapped sand subsequently moved onshore by wind. 
These dunes contain vegetation and provide habitat for coastal birds and ground animals. 

Area and Volume Changes at Westhampton Beach 

Computed area extent and volume changes (NGVD intercept to near baseline) in the 14 
groin compartments and in the planned, but not constructed downdrift compartments are 
presented in Figs. 12 and 13. Between 1962-91 the area within the compartments increased 
by about 75 %. Average compartment area in 1991 was about 27,900 sq m, and, based on 
an average compartment length of 400 m, the average beach width was about 70 m.   The 
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Fig. 9.   Mean shoreline change per groin compartment 
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greatest increase in area of the groin compartments occurred between 1962-79, and the 
largest losses occurred downdrift of Groin 15 between 1979-91. 

The data for the 14 compartments indicate that, between 1962-91, the average area volume 
compartment increased on average by 129,000 cu m or by 4,450 cu m/year for a total of 1.8 
million cu m trapped by the groin field (above NGVD). The average increase in beach 
elevation over the period of record was 4.6 m. The greatest increase in volume of the groin 
compartments occurred between 1962-79, and, as in the case of the area plots, the largest 
losses, 315,200 cu m, occurred downdrift of Groin 15 between 1979-91. Although not 
discussed here, the beach profile did not steepen or lose volume seaward of the shoreline. 

DISCUSSION AND CONCLUSIONS 

Review and analyses of the data strongly demonstrate that introduction of groins at 
Westhampton Beach has resulted in both adverse and positive impacts. The adverse impact, 
recession of the shoreline in the area downdrift of the groin field, developed as a result of 
not completing the project construction as originally intended. The adverse impact, caused 
by administrative, economic, and political decisions and not engineering miscalculation, has 
left the barrier island in a weakened condition such that it is still subject to being breached 
or broken through by storms. 

The benefit of the groin field, which typically is not discussed in other analyses of the 
Westhampton groin field project, is that the groin compartments have been filled naturally 
or are still being filled from east to west, although taking much longer than the planned 
method of using artificial fill placement. Compartment filling has been accompanied by 
formation of high primary backshore dunes and several secondary dunes ridges located 
seaward of the primary dune. The shore area in the 14 groin compartments has not been 
significantly affected by storm attack, except for one compartment in 1980. The overall 
benefit of the groin field bypassing and dune building has been to provide a high level of 
protection to the barrier island over the area it encompasses 

Significant lessons which can be drawn from experience at Westhampton Beach are: 

a. COMPLETE PROJECT WITHOUT UNDUE DELAY. The construction of projects 
involving groins must be completed without significant delay to permit functioning of the 
system and to minimize impacts on adjacent shores. If there is a question as to whether 
the work can be conducted in this fashion, then it should not be initiated. 

b. PERFORM CASE-BY-CASE EVALUATION. Groins are not universally bad. Use of 
groins requires the same type of evaluation as is given in consideration of other protective 
measures to provide a solution for coastal problems on a case-by-case basis. 

c. EXAMINE THE NEED FOR SHORE REINFORCEMENT WITH GROINS. Groins may 
be needed to reinforce or hold protective beach fills, if their need is demonstrated by 
shore history and storm attack in the area to be protected. Emplacement of groins without 
concurrent placement of beach fill is strongly discouraged. 

d. DEVELOP PROPER DESIGN. The use of groins requires proper design by qualified 
professionals to ensure their functioning within a shore system. Designers need to be 
knowledgeable of the littoral forces affecting the area, the longshore sediment budget, and 
the sensitivity of adjacent shores to changes that groins can precipitate. 
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e. ENSURE BYPASSING OF LONGSHORE SEDIMENT. Where longshore transport is 
essential to providing nourishment to downdrift shores, the use of groins must provide for 
bypassing of sediment to adjacent shorelines without interruption. The groin field should 
be filled, and, at the downdrift terminus of the project, the groin system should be tapered 
to meet the unimproved shoreline area in a smooth fashion. 

f. PROVIDE LONG-TERM PROTECTION. The 15 groins at Westhampton Beach still 
continue to function after 26 years to hold and build up the dune and beach in the groin 
compartments. The life of the groin structure can be extended through proper design, 
construction, and maintenance. Groins can provide positive and economical long-term 
protection while blending with the natural surroundings. 
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CHAPTER 257 

SEA LEVEL TRENDS IN THE HUMBER ESTUARY : A CASE STUDY 

PATRICK PARLE1 

ABSTRACT 

In 1990 Posford Duvivier were commissioned by the National Rivers Authority to 
collect, audit and place on a database 550 years of tide data from 15 locations on and 
in the vicinity of the Humber Estuary, UK. As part of this project 373 years of the 
data, from 10 locations (key stations), were analysed for trends in relative sea level. 
The areas covered in the trend analysis included: linear trend estimates on yearly 
average high tide levels from all the key stations; an examination of variations in trends 
with location and time; and an examination of the correlation between high water 
trends, mean tide level trends and low water trends. This paper discusses the trend 
analysis. 

INTRODUCTION 

The National Rivers Authority (Yorkshire, Severn Trent and Anglian Regions) are 
responsible for extensive tidal defences around the Humber Estuary in the UK. (see 
Figure 1). Knowledge of extreme water levels and trends in water level is necessary 
for the design of tidal defences. To enable these NRA regions to produce a consistent 
and sound strategy for the design of tidal defences in the Humber area, Posford 
Duvivier were commissioned by NRA Yorkshire Region to collect and analyse tide 
data from specified tidal stations. This data was to be placed onto a computer database 
and analysed for trends in water level and extreme water levels. 

550 years of tide data from 15 locations (see Figure 2) on and in the vicinity of the 
Humber were collected, audited, reduced to a common level (mODN) and time (GMT) 
base and loaded onto the database. 373 years of this data, from 10 locations (key 
stations) were analysed for trends in relative sea level. These trends were used to 
establish a coherent trend for the Humber Estuary. This coherent trend was used to 
adjust high tide data within the database to a common base date, 1990. This adjusted 
data was then analysed to produce estimates of extreme water levels for use in the 
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design of flood defences. 

The areas covered in the trend analysis and discussed in this paper are 

• Linear trend estimates on yearly average high tide levels from all the key 
stations 

• The correlation between tide station trends 

• The variation of trends with time 

• The correlation between High Water trends, Mean Tide Level trends and Low 
Water trends 

DATABASE 

The layout of the tide data on the database is shown on Table 1. The database holds 
the date, time and height of both high and low water. Each high water and following 
low water is held as a pair. Each pair is given a sequence number unique to that tide. 
This enables a given tide or set of tides to be identified at each location up the estuary. 
For each tide an adjusted level (as at 1990) has been estimated based on the coherent 
estuary trend.  This adjusted level is held within the database. 

Software has been written to enable data that satisfies a set of user defined criteria to 
be retrieved from the database. This software also allows the user to carry out extreme 
value analysis and/or trend analysis on a station's full data set or on a specified set of 
retrieved data. 

TREND ANALYSIS METHODOLOGY 

Trend analysis was carried out on yearly averaged tide levels. A considerable amount 
of trend analysis has been carried out, during previous studies, using yearly average 
tide levels, and following an examination of trends using individual tide levels, monthly 
and yearly averages, it was considered appropriate that yearly averages be used in this 
study. 

It was initially thought that river flow and surge tides might contaminate the trend 
estimates. However, at the key stations river flows did not significantly influence high 
tide level and any influence of these flows on trend estimates was reduced further by 
the use of yearly averages. Similarly the use of yearly averages effectively removes 
the effects of individual surge tides. 

The use of yearly average tide levels also damps out "noise" in plots of levels against 
time. Noise may be due to diurnal tide differences, spring/neap tide cycles, monthly 
variations, random digitising errors, river flow, atmospheric pressure variations and 
surge tides. 
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An assessment of the effects of monthly variations in high tide levels at Immingham 
indicated that if at least ten months tide data was available for a year the average of 
this data would be a reasonably accurate estimate of the yearly average. Therefore, 
in auditing data at all stations, a valid yearly average was considered to exist if at least 
10 months tide data existed for that year. Table 2 lists the number of valid yearly 
average high tide levels at each of the key stations. 

Accurate assessment of tide level trends requires data uncontaminated by river flow and 
as long a data record as possible. Because a considerable amount of key station low 
water data is affected by river flow, (particularly that at Blacktoft and Goole the two 
stations with the longest data sets) and because high tide data at the key stations is not 
significantly affected by river flow, the analysis was concentrated on high tide levels. 
The correlation between trends in high water levels and trends in both low and mean 
tide levels was obtained from an analysis of Immingham data. 

Trend estimates were based on a straight line fit to the tide data using the method of 
least squares. It was initially intended that the tide data be examined for both linear 
and curved trends. However, it was found that future water level estimates based on 
a quadratic fit to the raw data were very sensitive to errors in the curve parameters, 
and this method was therefore rejected. 

ANALYSIS OF HIGH TIDE LEVELS 

Plots of yearly average high tide level against time were examined for each station and 
are shown in figures 3(a) and 3(b). These plots were found to be consistent with each 
other and gave no indication that the trend in high tide level changes up the estuary. 
However, they show that a considerable variation in the trend estimate could occur 
depending on the data period examined. Therefore, when comparisons of trend 
estimates for two stations were being made, simultaneous data was used. 

Blacktoft had more valid yearly average high tide level data than any other station, 
except Goole. Since the Blacktoft data was of a more reliable nature, it was decided 
to compare trends at each station with trends at Blacktoft. Trend estimates were made 
for each station and compared with the simultaneous trend at Blacktoft. 

The results of this comparison are given in table 3. The actual value of the trend 
estimates are not important as they cover considerably differing data periods for 
different stations. For the same reason comparisons should only be made across table 
3 not vertically. It can be seen that most of the station trend estimates are within one 
standard deviation of the Blacktoft estimate. 

Within statistical error, therefore, table 3 shows no evidence of a change in trend in 
yearly average high tide levels as one moves up the Humber estuary. The coherent 
trend, in high tide level, for the estuary should therefore be based upon trend estimates 
for the station with the longest set of reliable data, which in the case of the Humber 
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Estuary was Blacktoft. 

NODAL TIDE EFFECTS 

General 

Inspection of Figures 3(a) and 3(b) show thatthe yearly average high tide levels vary 
with time. The plot of levels for Blacktoft indicate this variation is cyclical with a 
period close to 20 years. In a study of yearly average water levels in the Thames, 
Rossiter (1969) refers to oscillations in annual average levels due to the "Nodal tide". 
The Nodal tide is due to the variation in the plane of orbit of the moon around the 
earth. This variation has a period 18.61 years. The nodal tide effect causes the tidal 
ranges to modulate, resulting in tides having a maximum and minimum once every 
18.61 years. 

Nodal Tides 

In principle, the nodal tide would cause what is known as the M2* tide component to 
vary by + 3.7% over 18.61 years, with minima at 1913.4 (approx.) + N x 18.61 
years and maxima at 1922.7 (approx.) + N x 18.61 years. The nodal tide could 
therefore cause the yearly average high water level at Immingham to vary by about 
167mm. 

However, the nodal oscillations of real tides appear to be less than the theorectical 
+ 3.7%. The occurrence of minima or maxima are also slightly (+0.5 year for 
Immingham) out of phase with the theory. Work by P. Woodworth (1991) of POL 
indicates that the nodal oscillation on high water level at Immingham would cause the 
yearly average high tide level to vary by 136mm with a minimum at 1951.1. It should 
be noted that a variation in average water level of 136mm in 9.3 (18.6/2) years gives 
a short term "trend" of 14.6mm/year. 

The nodal tide causes a significant modulation in tidal range but only a small 
modulation on mean sea level. Woodworth (1987) cites estimates of the amplitude of 
nodal tidal oscillations on mean sea level of about 9-10mm. 

Effect of Nodal Tide on Estuary Trend 

It is therefore important, when estimating a coherent estuary trend, using high tide 
data,that the period of data used should be an integral number of 18.61 year periods, 
should be of sufficient length that the effect of the nodal tide is insignificant, or the 
data should be corrected for nodal tide effects. 

* The M2 component is the lunar tide component, 
with period 12.42 hours, which dominates tides 
around the UK coast 
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It is not yet known how the effect of these nodal oscillations propagate up an estuary. 
It is thought that they may not vary much. At Immingham the amplitude of the nodal 
tide is about 3.0% of the M2 tide. Assuming the nodal tide propagates up the Humber, 
as 3% of the M2 component, this will result in a nodal oscillation of 121mm at 
Blacktoft. 

Correcting the yearly average high tide levels at Blacktoft for this assumed nodal tide 
effect increases the linear trend estimate for the full data set from 3.57 to 
3.71mm/year, see table 4. The use of this nodal tide correction causes a reduction in 
the standard deviation of the trend estimate from, 0.37 to 0.24mm/year. If an accurate 
estimate of the nodal tide amplitude were known for Blacktoft a more precise trend 
estimate could therefore be calculated. A plot of this Blacktoft data with nodal tide 
correction is given in Figure 4. 

This increase in precision, though it may be significant in terms of reduction in the 
standard error of the trend, did not result in a significant change in the trend estimate. 
It was therefore decided that the estimation of a coherent estuary trend could be based 
on a trend estimate for the full Blacktoft data set without correction for nodal tide 
effects. 

A coherent estuary trend of 3.57mm/year + 0.37mm/year was thus adopted. 

RELATIONSHIP BETWEEN TRENDS IN HIGH TIDE LEVEL, MEAN TIDE 
LEVEL AND LOW TIDE LEVEL 

General 

The coherent estuary trend of 3.57mm/year + 0.37mm/year can be used to adjust past 
annual maxima data to the 1990 base date. Assuming that these historic trends 
continue, extreme water level estimates at future dates can be made. These future 
extreme levels are the extreme estimates based on annual maxima adjusted to 1990, 
plus a future rise based on historic trends. 

Estimates exist for future sea level rise as published by the Intergovernmental Panel 
on Climate Change (IPCC) (1990). At present there are large uncertainties on these 
future sea level rise estimates which take account of global warming. In the near 
future, given a lessening of the uncertainties on sea level rise estimates, one may wish 
to use these rise estimates in place of historic trends. The greenhouse effect estimates 
relate to mean sea level, not yearly average high tide level, however, they do not 
include for local land movements. 

To enable use to be made of future sea level used rise estimates it is thus necessary 
both to know the relationship between trends in high tide levels and trends in mean sea 
level and to obtain an estimate of land movement for the Humber area. 
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It should be noted that mean tide level used in this study (HW+LW)/2) is not the same 
as mean sea level. However, over a period of time mean tide level is a constant 
amount above or below mean sea level. Therefore a trend in mean tide level is 
equivalent to a trend in mean sea level. 

Relationship from other Studies 

Other studies have stated that trends in high tide and mean sea level are not the same. 
For example, Pugh (1990) cites two studies which indicate that trends in high tide level 
are higher than trends in mean sea level. One of these studies by J.R. Rossiter (1969) 
found that at Tower Pier trends on high tide levels were considerably greater than 
trends on MTL, 7.74 ± 1.16mm/year against 4.33 + .82mm/year. During the same 
study, however, Rossiter found that the trends on high and mean tide levels at 
Southend were not statistically different. Another study indicated that at Flushing, 
Holland, the high tide trend was 3.3mm/year, against 2.2mm/year for the mean sea 
level. 

Rossiter's study quoted above covers a data period of 30 years. This data period is 
less than an integral number of nodal tide periods. His study took no account of the 
nodal variation in tide levels and may therefore be biased. 

Relationship from Present Study 

To attempt to correlate trends in high, mean and low tide levels in the Humber, 
Immingham tide data was examined. As discussed earlier, nodal tide effects result in 
an oscillation of approximately 136mm in high tide levels at Immingham, with a low 
at 1951.1. Table 5 gives trend estimates and the standard deviation of these trend 
estimates for yearly average high, mean and low tide level at Immingham, with and 
without correction for nodal tide effects. Figure 5 gives plots of these yearly average 
tide levels with and without nodal corrections. 

Ignoring nodal tide effects indicate that high tide level is rising slower than both mean 
tide and low tide level. However, having corrected the high and low water levels for 
nodal tide effects the difference between the trends for the three levels is not 
statistically significant. Correcting for nodal tide effects also gives a significant 
reduction in the standard deviation of the high and low tide trend estimates. 

This study indicates, therefore, that an increase in mean sea level will result in a 
similar increase in high water level. 

Future Levels 

Based upon the assumption that the difference between relative sea level rise and global 
mean sea level rise is, in the Humber, due predominantly to land sinkage, and using 
the 3.57mm/year rise as the best estimate of relative sealevel trend in the Humber, 
and the IPCC, (1990) estimate of sea level rise of 1 to 2mm/year over the last 100 
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years, we estimate the rate of land sinkage in the Humber as 1.57 to 2.57mm/year. 
It is acknowledged that this is a simplistic approach and that the difference may be due 
to other factors, not yet fully understood. 

At present, therefore, future trend estimates of relative sea level rise based on estimates 
of absolute sea level rise should consider this estimate of land sinkage as additional. 

CONCLUSIONS 

It was found during the study that 

• spatial variation in high tide trends for stations within the estuary was 
found not to be statistically significant 

• nodal tide effects must be considered when water level trend estimates are 
made based on high tide data. The longer the data set the smaller is the 
effect of nodal tide on trend estimates 

• a coherent trend estimate of 3.57mm/year, ±0.37mm/year was found for 
the Humber estuary. This estimate is based on the Blacktoft data set (70 
years) 

• this study indicates that, for the Humber estuary, an increase in mean sea 
level will result in a similar increase in high water level 

• in the Humber area, there is an additional 1.57-2.57mm/year increase in 
relative sea level over global sea level trends. This may be due to land 
sinkage. 
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TABLE 1 

Humber Estuary Tidal Defences Database Layout 

Sequence 

Number 
High 

Date 

High 

Time 

High 

Level 

Low 

Date 
Low 

Time 

Low 

Level 

Adj 

Level 

70001 01 Jan 1970 11:20 1.85 01 Jan 1970 16:57 -1.37 1.94 

70002 01 Jan 1970 23.20 2.27 02 Jan 1970 05:53 -1.28 2.36 

70003 02 Jan 1970 12:08 1.93 02 Jan 1970 17:33 -0.80 2.02 

70004 03 Jan 1970 00:31 2.27 03 Jan 1970 06:58 -1.43 2.36 

70005 03 Jan 1970 13:29 1.90 03 Jan 1970 19:05 -0.79 1.99 

70006 04 Jan 1970 01:41 2.09 04 Jan 1970 08:12 -1.53 2.18 

70007 04 Jan 1970 14:29 2.16 04 Jan 1970 20:29 -1.48 2.25 

70008 05 Jan 1970 03:00 2.29 05 Jan 1970 09:16 -1.88 2.38 

70009 05 Jan 1970 15:34 2.45 05 Jan 1970 21:53 -1.80 2.54 

70010 06 Jan 1970 03:47 2.54 06 Jan 1970 10:12 -2.21 2.63 

70011 06 Jan 1970 16:40 2.71 06 Jan 1970 22:56 -2.32 2.80 

70012 07 Jan 1970 04:53 2.78 07 Jan 1970 11:23 -2.61 2.87 

70013 07 Jan 1970 17:24 2.89 07 Jan 1970 23:54 -2.81 2.98 

70014 08 Jan 1970 05:46 3.03 08 Jan 1970 12:19 -2.66 3.12 

70015 08 Jan 1970 18:17 3.20 09 Jan 1970 00:55 -3.11 3.29 

70016 09 Jan 1970 06:53 2.78 09 Jan 1970 13:00 -3.38 2.87 

70017 09 Jan 1970 19:04 3.14 10 Jan 1970 01:39 -3.48 3.23 

70018 10 Jan 1970 07:40 3.33 10 Jan 1970 13:55 -2.75 3.42 

70019 10 Jan 1970 19.48 3.80 11 Jan 1970 02:26 -3.26 3.89 
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Station Number of Years 

North Shields 20 

Scarborough 35 

Spurn Point 16 

Immingham 29 

Hull 11 

Brough 36 

South Ferriby 10 

Blacktoft 66 

Goole 69 

Keadby 40 

TABLE 2 

Number of Valid 
Yearly Average High Tide 
Levels each Key Station 

TABLE 3 

Relationship between Station Trend and Blacktoft Trend * 

Values at Station Concurrent Values at Blacktoft 
Station 

Trend Std.Dev. 
of Trend 

Trend Std.Dev. No. of Years 
of Concurrent 
data 

Station mm/yr mm/yr mm/yr mm/yr 

Goole 2.9 0.4 3.5 0.4 65 

Keedby 4.5 0.7 4.5 0.9 34 

Brough 4.4 0.8 3.9 0.9 36 

South Ferriby 11.7 4.9 9.0 3.1 10 

Hull -5.1 2.8 -7.1 2.0 11 

Immingham 3.6 0.9 2.6 1.1 29 

Spurn Point 0.8 2.5 1.6 2.43 16 

Scarborough 3.3 0.6 4.5 0.8 35 

North Shields 3.5 0.8 2.9 0.9 20 

Immingham** North Shields 

2.26 1.34 3.19 1.00 19 

Using yearly average high tide levels, concurrent data 
Comparison of Immingham and North Shields 
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TABLE 4 

Blacktoft Trend Estimate 

COASTAL ENGINEERING 1992 

Trend Std.Dev. 
of Trend 

mm/yr mm/yr 

Without Nodal Tide Correction 3.57 0.37 

With Nodal Tidal Correction 3.71 0.24 

Data set examined 1923 - 1989 

TABLE 5 

Immingham: Relationship between Trends in High, Low and Mean Tide Level* 

With Correction for 
Nodal Tide 

Without Correction 
for Nodal Tide 

Trend Std.Dev. 
of Trend 

Trend Std.Dev. 
of 
Trend 

mm/yr mm/yr mm/yr mm/yr 

High Tide 3.43 0.63 2.62 1.07 

Mean Tide** 3.40 0.58 3.52 0.57 

Low Tide 3.60 0.56 4.41 1.13 

* 
** 

levels used are yearly averages 
using a nodal tide amplitude of 10mm 
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LOCATION PLAN - HUMBER ESTUARY 

FIG. 1 
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CHAPTER 258 

PROJECTS, WORKS AND MONITORING AT BARCELONA COAST 

CARLOS PENA 1 

VICENTE CARRION 1 

ANACASTANEDA1 

0. INTRODUCCION 

Barcelona is the second city in Spain (2.3 million inhabitants) after Madrid (4 
million) and is also the city that held the last Olympic Games in July 1992. 

Just at the sea-front of the city is the port of Barcelona, the most important 
in Spain. The coast of the province of Barcelona is divided in two at this 
point. The northern part of Barcelona's coast runs from this port up to the 
mouth of the Tordera river, which is the border between the provinces of 
Barcelona and Girona. 

These are 47 kms of the Spanish coast whicharc very heavily degradated in 
some parts. 

In its natural state it was a continuous and broad sandy beach 47 km. long 
and is some points two or three hundred meters wide, mantained by the 
sediments transported to the coast by Tordera and other small rivers. 

Fig. 12 shows the situation of Barcelona in Spain and on the Mediterranean 
sea. 

Fig. 2 shows the distribution of wave height all along the different directions 
focusing on the Barcelona coast. Data of this distribution comes from the well 
known visual data provided by ships. 

Just a look at this fig. 2 shows that there is a potential sand transport 
capacity from north to south. This sand transport capacity has been evaluated 
by means of the CERC formula in about 89.000 nrVyear near Barcelona city. 

i Direcci6n General de Costas - M.O.P.T. 
Ps de la Castellana, 67 (A-511) 
28046 - MADRID (SPAIN) 

All the drawings have been done by M. Miguel 

3385 
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Let's have now a brief description of the whole sector (from Barcelona's port 
up to the Tordera delta) in its actual state. 

In order to do so, the whole sector has been divided in three different 
segments.(Fig. 3). 

1. FIRST SEGMENT (Tordera river - Arenys de Mar) 

The first segment goes from the mouth of the Tordera river up to the port of 
Arenys de Mar. Although the coastal zone has been heavily developed all 
along these 22,4 kms., the beaches remain in their natural state since the 
Tordera river delta maintains its enormous capacity to nourish them with 
coarse sand. Only in a few points some restoring works and mourishments 
were needed due to small and inadequate artificial works. As a whole we can 
say that the beach (not the coastal zone) keeps its natural dynamics and its 
existence is not threatened by a short-fall in sand. 

The sand transportation capacity evaluated by the CERC formula is about 
66.000 m3/year whith the visual wave heights data as input in the formula. 

So, the target here is to mantain and improve the natural sediments 
dynamics, since the Tordera river and its delta are still capable of providing 
the amount of sediment needed to mantain all the beaches of this segment. 

Actual planning is limited to some located sand nourishments, to remove or 
cut down some small groins and to prevent the beach being occupied. 

2. SECOND SEGMENT (Arenys de Mar - Besos river) 

The second segment runs from to the port of Arenys de Mar up to the mouth 
of the Besos river. It is the most heavily degradated. 

2.1. HISTORY (induced erosion and countermesures) 

The first outer attack came from the construction in 1850 of the first Spanish 
railway. It was built in the easiest way and on the flatest land: the beach. 

After this, five marinas or leisure ports were built up. The first one was 
Arenys de Mar in 1907, at the middle of the whole sector and, as a 
consequence, a very hard and continued erosion began at the southern part 
of the port for many kilometres. After Arenys de Mar four other ports were 
constructed: El Balis in 1972, El Masnou in 1972 Premiade Mar in 1971 and 
the last one Mataro in 1989 (see fig. 3) 

Since all these ports are total barriers to longshore drift of sediments, the 
inmediate consequence was always the same: a small triangular beach at the 
northern breakwater of the port and a hard erosion at the south up to next port. 
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The first counter-measure to halt erosion was taken by the railway company. 
A long line of quarrystones showed up all along many kilometers in order to 
prevent the railway collapsing. As the beach disappeared quite quickly, some 
attempts to recover the beach were made. Eleven groins were constructed 
between the ports of Arenys de Mar and El Balis but they failed in recovering 
the beach and the only result was a further degradation in the coast 
landscape. Other small groins were constructed but generally speaking the 
beach was progressively disappearing; the environment, from the landscape 
point of view was going from bad to worse, the railway was at the sea-land 
border and this limit was (and still is) just a long line of quarrystones. 

2.2. BEACH REPLENISHMENT AND STRATEGY 

The situation from Arenys de Mar up to the south was a few years ago 
untenable and in 1985, the Spanish Public Works Ministry planned the 
recovery of all this part of the mediterranean coast. The first step was the 
replenishment of the beach with 2.228.888 m3 of coarse sand (0.4 mm) 
between the groin of Mongat and the port of Premia de Mar with the port of 
Masnou at the middle (Fig. 4). There are 4,9 kms. of the coast recovered by 
means of simple sand replenishment as a first step. The second and 
necessary step is to by-pass all the ports in order to restore the litoral drift of 
sediments. The third step will be the replenishment of the remaining parts of 
the eroded coast and the forth and last step will be the periodical sand 
nourishment at the beginning of the whole segment: the southern point of the 
port of Arenys de Mar. So, if the four ports do by-pass the sand from north 
to south at the rate of sand transport capacity and at the same rate sand is 
nourished at the beginning of this sector, littoral drift will be restored and the 
beach all along 22,9 kms. will be recovered. 

Theoretically, since sand transport capacity is evaluated by CERC formula in 
about 90.000 m3/year this will be the volume to nourish every year and the 
same amount must be by-passed by the ports. 
2.3. MONITORING 

The subsector replenished at the first step (groin of Mongat - Port of Premia) 
has been monitored by CEPYC (Spanish Official Maritime Research Center3) 
in order to confirm these hypotheses. 

Profiles of the beach have been monitored twice a year in 1987 and 1988 
and once a year in 1990 and 1991 (Fig. 5). 

3Centro de Estudios de Puertos y Costas 
C/ Antonio L6pez, 81 
28026-MADRID 
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If we focus our attention between the groin of Mongat and the port of 
Masnou, (see fig. 3) we have 33 profiles of the beach (see fig. 5), each of 
them taken at May and Octuber 87, May and October 88, May 89, September 
90 and November 91. In addition to this, two sand nourishments have been 
carried out in this period of time. The first one betwen May 88 and October 
88 (the amount was 245.000 m3) the second one was between September 90 
and November 91 (the amount was 160.000 m3). 

Figures 6 up to 15 show the result of this monitoring. Let us make a few 
comments to these profiles. 

Fig. 6 shows the profiles outside the breakwater of the port of Masnou. 
The sea bottom is growing up because of the sand drifted from 
the north. 

Fig. 7 shows the profiles at the mouth of the port. Here too, sea bottom 
is coming up except for the profile measured in 1988 because it 
was dredged before. 

Fig. 8 shows the profiles about 100 m. from the mouth of the port. We 
can see that they remain very stable because the port is a total 
barrier to littoral drift. 

Figs.9 and 10 show the profiles at the points of sand nourishments in 
1988 an 1991.These are also the points of most rapid erosion 
because of the proximity of the port. This is why these profiles 
move very quickly. 

Fig.11        & 12 show the profiles 20 and 24 at the middle of the stretch. 

Fig. 13 and 14 show the profiles near the groin of Mongat. The beach 
has been quite stabilized. 

Fig. 15 shows the profile ns 1 just besides the groing of Mongat where 
the beach line only retreats under the effect of storms. 

The rate at which sand is lost (i.e., drifted to the south) has been measured. 

Between May - 87 and May 88   110.000 m3 

Between May - 88 and May 89    55.000 m3 

Unfortunately profiles were no longer mesured in the month of May. 

Between October 87 and October 88 160.000 m3 

Between October 88 and September 90 180.000 m3 (2 years) 
Between September 90 and November 91.... 120.000 m3 
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Between October 87 and November 9  460.000 m3 (4 years) 

These results have not yet been checked and compared with the wave- 
height-visual-data of the same period, but as an average we can 
provisionally conclude that for this kind of coarse sand (0.5 mm.) CERC 
formula minimizes longshore transport capacity in about 20%. Differences 
would probably be greater with finer sand. 

3. THIRD SEGMENT (Barcelona city sea front) 

This is the third of the three segments of the figure 3. It runs from the mouth 
of the Besos River up to the port of Barcelona. Works in this segment have 
been completed just before the Olympic Games, last summer (1992). 

A few years ago it was the ugliest and most degraded part of Barcelona's 
coast. Everybody considered most of the sea-front side of Barcelona as the 
rubbish dump where everything could be thrown. 

In addition to this, there was some groins constructed to assure the discharge 
of Barcelona seawage draining system (now there are only rain water 
discharges there). 

The landscape has deeply changed; a marina has been constructed as part 
of the Olympic Games infrastructure, beaches can be found instead of 
previous rubbish tips, and the groins have been rebuilt in order to assure the 
stability of the beaches. 

A schematic plan of the whole segment can be seen in fig. 16. 

The whole segment is being monitored once or twice a year, but as the works 
have just been completed a few months ago, only the first bathimetry has 
been carried out and no conclusions are available. 

We hope that in next Coastal Engineering Conference in Kobe more 
conclusions and results can be discussed. 
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CHAPTER 259 

STUDY OF 50 YEARS COASTAL CHANGES AT HADERA, ISRAEL 

by Dov S. Rosen1, MASCE, MIAHR 

Abstract 

An investigation regarding the coastal changes over 
a period of about 50 years, as depicted from waterline 
and beach bluff fluctuations was conducted at Hadera-Sdot 
Yam beach, located at the central sector of the 
Southeastern Mediterranean coast of Israel. The study was 
conducted to assess the sedimentological impact of the 
breakwaters of a neighboring cooling basin, recently 
built. Processing and analysis methods used, as well as 
the main findings and conclusions are presented. 

Introduction 

A study of the coastal changes over a period of 
about 50 years (1937-1989), as depicted from waterline 
and beach bluff fluctuations measured from bathymetric 
charts and large scale air photographs was conducted by 
the author at Hadera-Sdot Yam beach, located at the 
central sector of the Southeastern Mediterranean coast of 
Israel (Fig.l). This coast represents a sedimentary unit 
within the Nile littoral cell extending from the Nile 
delta to the Haifa Bay. Hence it may serve as a long-term 
example of the morphodynamics of this littoral cell. 

The purpose of the investigation was to assess the 
sedimentological impact of a cooling basin, built between 

^National Institute of Oceanography, Israel Oceanographic 
& Limnological Research, POB 8030, Tel Shikmona, HAIFA 
31080, ISRAEL, Fax: 972 4511911, Tel: 972 4515205 
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Figure 1.  Location Map of Hadera - Sdot-Yam Beach 

1977-1980 for a power plant located at Hadera shore, on 
its northward neighboring beach, downstream of the 
general net longshore transport .It was initiated due to 
claims of progressive erosion at the neighboring Sdot-Yam 
beach, made by local residents. The claims were supported 
by apparently significant erosion and beach bluff 
recession at several places along that beach. The erosion 
was attributed to be due to the recent construction of 
the cooling basin breakwaters, which were considered to 
have stopped the longshore sand transport, inducing 
progressive erosion to the supposedly "starved" 
neighboring beach some 1800 m to 2500 m away (Fig. 2) . 
The breakwaters creating the cooling basin cover 700 m of 
coastline, protruding about 600 m into the sea (to -6 m). 

Figure 2. Hadera-Sdot-Yam Coast with Baseline & Sections 
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Data Processing and Results 

The study was based mainly on the analysis of some 90 
aerial photographs of 45 flights and 24 maps and 
correlation with the wave climate history. The correct 
determination of the bluff and waterline positions in the 
various charts and aerial photographs, relative to a fix 
baseline, parallel to the coastline, represented an 
important item of the study. In view of the suggestions 
of other investigators (Lueder-1977, Striem-1965), the 
prevailing (mean) waterline in the air-photographs at the 
time they were taken, was marked in the middle of the wet 
area of beach (dark area - see Fig. 3) and bounded by the 
visible water line. 

The methods employed for the determination of the 
corrected waterline position (+0.0 m relative to Mean Sea 
Level - MSL) and of the bluff line position (+2 m above 
MSL), included: 

(a) Analysis of relatively large scale enlargements 
of the pictures and maps (all at a scale of 1:2500) and 
marking of the water and bluff lines, 

(b) Preparation of a mylar (polyester, i.e. non- 
shrinking) transparent base map of the area at a scale 
of  1:2500,  on  which  all  present  beach  features 
(structures, rocks, etc.) and the baseline and control 
sections were included ( see Fig. 2) 

(c) Measurement of the distances from the base line 
to the bluff and waterline at each section, by 
superposing the transparent map on the various maps and 
air-photographs, using the presence of land marks, or 
structures and beach rocks. 

(d) Assessment of the tide and wave induced super- 
elevation from wave records and tide records or tide 
prediction and 

(e) Correction of the waterline position line taken 
from the charts or aerial photograph, due to tide and 
waves' contributions. Wave set-up correction was based on 
the Shore Protection Manual (U.S. Army CERC-1984), while 
for tide correction use was made of the foreshore mean 
slope at each coastal sector. 

The waterline distances measured on the base map 
were also corrected for varying camera angles and 
elevations in different air-photographs, by a relatively 
simple but efficient method. By this method, applicable 
elsewhere in similar cases, advantage was taken of the 
presence of beach rocks on the foreshore, near the 
waterline, with tops at about 0 m to 0.5 m elevation 
above MSL. By superposing the rocks on the base map with 
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Figure 4  Schematic representation of error source in air 
photographs due to camera angle and elevation differences 

those on the pictures, the distances between the base 
line and the waterline position at nearby sections could 
be accurately measured (with very little distortion), 
since the waterline and rock tops were at about the same 
elevation (Fig. 4). For correct interpretation of the 
fluctuating positions of the waterline and bluff with 
time and along the beach, an evaluation of the errors 
associated with the values computed for their positions 
due to various factors like paper shrinkage, drafting 
accuracy, scaling, positioning, etc., was also performed. 
The overall errors assessed were 5 m for the maps and 
10 m for the air-photographs. Then, the waterline and 
beach bluff fluctuations prior, during and after the 
construction of the cooling basin breakwaters were 
analyzed at constant control sections along the base line 
(Fig. 2). The distance along the base line between 
control sections was 100 m, except at certain recently 
eroded sectors, where the distances were shortened to 
25 m. Furthermore, the morphologic features of the 
coastal sector studied (bars, cusps, rip currents, spits, 
breakwaters, groins, sea walls and antique coastal 
structures) were also observed. Time histories of the 
corrected positions  of  the  bluff and  waterlines were 
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plotted for each control section. Results at 
representative control sections are presented in Figs. 5 
through 16. They were compared to the time histories of 
the yearly maxima of deep water significant wave heights 
and of the yearly rain volume (Figs. 17 and 18) . The 
whole waterline and bluffline fluctuations for the whole 
coastal sector are represented in Figs. 19 and 20 
respectively. A isolines map of the waterline fluctuation 
in time and space was prepared from the data of the 
waterline position during 50 years along the whole sector 
of coast studied (Fig.21). This map facilitates to depict 
the location and duration of erosion or accretion in time 
along the whole coast. A tri-dimensional view of this 
fluctuations map in time and space is also presented in 
Fig. 22. 
Analysis of the Results and Conclusions 

The results obtained show that this coastal sector 
was relatively stable until the beginning of the sixties, 
when a coastal erosion pattern was observed. The observed 
erosion seems to have occurred due to extensive quarrying 
of beach sand for construction purposes, forbidden by law 
since 1966. By the end of the sixties that erosion 
ceased, but reappeared for a short period at the 
beginning of the seventies, after an extreme storm in 
January 1968 and heavy rain 1969 year, which removed the 
beach sand, probably to the offshore bar. It disappeared 
from the mid-seventies, but reappeared in limited 
locations since 1982 due to local reasons. Beach bluff 
erosion, which encountered at a location remote 1800 m 
from the cooling basin was assessed to be due to local 
land reclamation from the sea without adequate scouring 
protection. At another sector (2100 m to 2300 m'remote 
from the cooling basin ) , a 3 m recesses in bluff 
position was measured in 1988. The erosion occurred after 
the cooling basin construction, but was induced by the 
construction of two groins that stopped longshore sand 
transport within a local pocket beach. A rather 
surprising result was that although the ending (northern) 
sector of that coast suffered from a recent small bluff 
erosion, it accreted some 15 m within the 1956-1964 
period. The outcome indicated that the longshore 
influence of the cooling basin (accretion) extends for 
about 1500 m of the neighboring beach and nulls at about 
1600 m from the lee breakwater (2.5 times its protrusion 
into the sea) and that a dynamic sedimentologic 
equilibrium state was reached after about 8 years from 
the  cooling basin  construction.  Though  some  recent 
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Figure 9. Waterline and Beach Bluff Fluctuations 
Hadera - Sdot Yam Shore 1945-1990 - Control Section 1000m 
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Figure 13. Waterline and Beach Bluff Fluctuations 
Hadera - Sdot Yam Shore 1945-1990 - Control Section 1850m 
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Figure 15. Waterline and Beach Bluff Fluctuations 
Hadera - Sdot Yam Shore 1937-1990 - Control Section 2300m 

Figure 16. Waterline and Beach Bluff Fluctuations 
Hadera - Sdot Yam Shore 1937-1990 - Control Section 2400m 
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erosion was found at a few points as mentioned above, the 
general waterline and bluff fluctuations remained all 
within the natural long-term range of fluctuation. No 
sedimentological impacts were found for the rest of the 
beach. 
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Figure 21.  Map of Equidistant Contours from Baseline 
Hadera Sdot-Yam Coast Waterline (1937-1989) 

Figure 22  Tri-dimensional View of Hadera Sdot-Yam Coast 
Waterline Fluctuation in the period 1937-1989 



CHAPTER 260 

INTERVENTIONS ON THE COAST SOUTH OF BRINDISI 

1 .9 
Giuseppe R. Tomasicchio k  Fiore Uliana 

Abstract 

The coast between Torre Mattarelle and Torre San Gennaro 
(Italy) is deeply eroded. The recent construction of a thermal- 
electric power plant changed the natural morphodynamic 
characteristics and the erosion rate. Interventions on the coast 
were needed. This paper refers about the phases of design and 
construction of the maritime defence works and tries to call 
attention about the need of an extensive study before the 
construction of a power station along the coast. 

Introduction 

The coast between Torre Mattarelle and Torre San Gennaro, a 
few kilometers South of Brindisi (Puglia —Italy), consists of a 
cliff with an overhanging slope subjected to continuous erosion 
due to the combination of geotechnical instability phenomena, 
run-off from rain water and the action of the sea waves. ENEL 
(the Italian national board for electricity) in 1982 started the 
construction of a thermal power plant (4 units, 440 MW each) in 
this area. The plant required a system to discharge the cooling 
water formed by two groynes extending to — 7.0 m water depth. The 
part of coast in front and north of the power plant was protected 
by a 1.8 Km long seawall system. The maritime works started in 
1985. 
These interventions effected the natural morphodynamic evolution 
of the coast; the area to the south no longer received material 
from the north, therefore, retreat of the coastline and cliff 
instability increased. A visible effect was the relatively fast 
disappearence of the swimming beach south of the power plant. 
ENEL is involved in the protection works for the portion of coast 
to the south of the power plant. 

1- University of Perugia, Istituto di Idraulica, Perugia - Italy. 
2- ENEL DCO, Via Cardano 10, Milano - Italy. 
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3414 COASTAL ENGINEERING 1992 

The coastline 

The planform configuration of the coast represents an 
indipendent physiographical unit extending from the prominence at 
Torre Mattarelle to the headland at Torre San Gennaro, a distance 
of 6.5 Km. The shoreline developes as a spiral arc from Torre 
Mattarelle to the swimming beach south of the power plant (fig.l 
k 2). After this part an almost straight beach is observed. 
Afterwards, the coast has a curvilinear trend till Torre San 
Gennaro (with an orientation from 40° to 30° North). 
Before any maritime work was started, the sandy emerged beach had 
an average width of about 5 m for all the coast north and for 1 
Km south of the system to discharge the cooling water. Further 
south, the beach width increased to approximately 15 m. 
The cliff has an average height of 13 m above the still water 
level; next to Torre San Gennaro, the cliff height decreases to 
about 4 m and then disappears. Only 25 % of the cliff material is 
sand (D50 = 0.3 mm), the rest is clay and silt. 
Analysis of several samples shown that the submerged beach is 
composed of material with D50 = 0.3 mm till water depth — 1 m and 
D60 = 0.075 mm beyond this limit. The material from the cliff 
erosion, due to the absence of river estuaries along the 
coastline, is the only supply for sediment. 
To avoid the retreat of the coastline in front of the power 
plant, a seawall system was built during 1989; the work phases 
were: 
1) cliff face adjustment with a slope of 2/3; 
2) driving  of  sheet  piles  in  sea  bottom  along  the  line 

representing the external structure of the reef base; 
3) excavation close to the sheet piles; 
4) laying on the shore and on the sea bottom of a geotextile 

cover weighing 300 g/m2; 
5) laying of a "tout venant" bed; 
6) armour  construction  consisting  of  natural  rock  weighing 

500 + 2000 Kg; 
7) extraction of the sheet piles. 
After the construction of the two big groynes to discharge the 
cooling water and the seawall protecting the coast in front of 
the power plant, the width of the beach to the south reduced to 
14-2 m. 

Vave climate and currents 

The area  is  exposed  to waves  from directions  ranging 
between 330° and 120° N. To estimate the offshore wave climate the 
following informations were used: 
—data from KNHI (Royal Dutch Hetheorological Institute) for the 
period 1961-1987 (more than 30000 visual observations of the 
sea state); 

— data for 1983 from the ENEL wave recording system placed out of 
Brindisi harbour. 
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Fig. 1. Location of the power station 
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Fig. 2. The coastline and the interventions 

years  1961^1980 

All directions (330°- 120° N) 

T 

T 

T 

= 1 year 

=10 years 

= 50 years ns=7 

5 m 

2 m 

5 n 

Direction (°) ». forT= 1 year ^ for T = i0year:S 

'330 3.50 » 5.30 n 

0 3.75 » 5.75 n 

30 3.50 a 5.30 n 

60 3.50 m 5.75 mi 

.90 2.50 m 3.60 m 

120 3.00 • 4.30 m 

Table 1. Wave climate based on visual observations 

for different return period T 
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It was observed (table 1) that the most frequent wave 
conditions are from the directions 30° and 150° N; the last 
direction is practically out of the sector of exposure of the 
coast. These characteristics of the wave climate are typical 
for all the seasons; only during autumn and winter the 
frequency of waves coming from 30 and 60 N is increased. 

Five fixed current meters, installed in water 10v-30 m 
deep (fig.3), were used to measure currents. The charts from 
current meter data that ENEL prepared show a large frequency of 
the currents to S-SE; the currents distribution indicates a net 
littoral transport to the south. The velocity of the longshore 
current is rather high (more than 30 cm/s). 
The observed astronomical tide is small (about 30 cm), 
consequently  the tidal currents are weak. 

Erosion rates and sediment transport calculation 

The recent evolution of the shoreline has been assessed 
using: 
-topographical charts by ENEL from years 1982-M985; 
—aerial photographs series from years 1974, 1981 and 1987. 
The approximate scale of the photographs was known. The surveys 
were not perfectly comparable. In the ENEL area the 1987 series 
were already disturbed because of the works for the sea-water 
adduction consisting of under water concrete pipe-lines having 
intake structure about 400 m from the shoreline. 
The mean slope of the foreshore along the coast is 
approximately 1:45. 
The observed retreat rate of the cliff (fig.4) before any ENEL 
intervention was 1-r 2 m/yr for the mid section of the coast and 
0.2-^0.5 m/yr for the remaining part. 

The effect of the two groynes forming the system to 
discharge the cooling water was to subtract for the entire 
coastline to the south a natural supply of about 20,000 m3/yr 
(assuming that with 1 m coastline retreat a sand volume of 10 
m /m is required). This influenced the sediment transport Q 
distribution, giving an increase in the retreat of the swimming 
beach coastline from about 1 m/yr of the natural condition to 
4-^5 m/yr (fig. 5). 
For the part of coast to the south of the swimming beach, as an 
average yearly retreat of the coastline, a value of 0.5 m/yr 
was calculated. The observed yearly erosion of 0.5 m gives 
consequently a gradient in the longshore transport rate of 5 
m /m per year. Basing on almost 4,000 m coastline (south of the 
power plant), a 20,000 m3 yearly loss of sand was estimated. An 
estimated value of the eroded material of the cliff is 50,000 
m3/yr. Only 25 % of this material (about 13,000 m3/yr) consists 
of sand with a size sufficient to remain stable under the 
action of the longshore current. Therefore, the erosion of the 
cliff is not sufficient to increase the dimension of the beach. 
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Retreat  of   the   coastline 

ENEL thermal power plant 

Fig. 4 

Campo di Hare village '• 

1—before discharge systea and seawall construction 
2 —after discharge systen and seauall construction 

Fig.   5.   Q  distribution along the coast 
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In order to evaluate the direction and the entity of the 
longshore sediment transport, a study concerning the 
transformation of the waves from offshore to the limit of the 
surf zone was carried out. Three refraction models were used 
for the entire coast taking into account five directions for 
wave incidence. The longshore transport was evaluated in some 
positions along the coast. 
Calculations were performed using the CERC formula, the Bijker 
formula and the Engelund-Hansen formula. The results have a 
range of approximately 3 times the smaller value. The results 
of the computations (Delft Hydraulics, 1990) with the CERC 
formula are between the results of the Engelund and the Bijker 
formulae (giving the smallest value). 

Conditions Total Transport in m /day 

Run 

1 
2 
3 

H . ostg 

(m) 
1.0 
2.0 
1.0 

T   e0 

(s)    (°) 
4.5   10 
6.0   10 
4.5   20 

Engelund 

1350 
11400 
2500 

CERC 

1000 
5650 
1950 

Bi jker 

450 
3500 
800 

Conditions: - beach profile slope m = 1:45 
- particle size D50 = 200/xm 
- fall velocity w = 0.025 m/s 
- bottom roughness r = 0.05 m 

H0s-   : significant wave height (deep water) 
T         : wave period 
0o        : angle of approach (deep water) 

Table 2.  Comparison sediment transports various formulae 

The CERC formula is: 

S = 0.040-H6
2.n6-cfc-sin(/?6)-cos(/36) [m3/s] 

where: 
H, = signinificant wave height; 
iii = ratio group velocity to wave propagation speed; 
Ci = wave propagation speed; 
Pi— angle of approach of waves with respect to the coastline 
orientation; 
6=index indicating the waves at breaking point. 

For some of the selected positions along the coast and for some 
directions of wave approach the calculation was in good agreement 
with the field observations. The shadow effect of the headland 
where the town of Brindisi is located and of Torre Mattarelle 
gives a large effect that was considered using the transport 
formulae with weighed coefficients. 
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Design and its adjustments 

The main purpose of the design was to stop the retreat of 
the coastline to the south of the power plant. This result had to 
be reached with a multipurpose series of works: in fact the 
swimming beach just south of the power plant had to assume again 
the bathing properties, further south the village Campo di Mare 
(which promenade was already interrupted) had to be protected 
from the sea action. 

The local Authority, in order to protect effectively the 
coast, approved the design of six detached breakwaters which were 
constructed during 1991 in front of Campo di Mare village. They 
are situated in rather shallow water (about 3 m) and present a 
crest at + 2.5 m above s.w.l.. The six detached breakwaters were 
designed to take overtopping only during severe wave conditions. 
These protection works were chosen to give to inhabitants an 
impressive idea of safety. Moreover, the local Authority approved 
the design of three big groynes (which length is about 85 m) that 
were constructed just south of the swimming beach with an inter- 
distance between two groynes of about 700 m. The groynes reach 
—2.0 m water depth and present a crest at +2.5 m above s.w.l.. 

The  design  consideres  a  nourishing    initial  material 
supply: 
-50,000 m3 just SE of the ENEL power plant (swimming beach); 
— 30,000 m3 together with the three big groynes south of the 
swimming beach; 

—50,000 m3 together with the construction of three small groynes 
(reaching —1.0 m water depth) just N of Campo di Mare. The 
three small groynes should have the effect of a hinge between 
the six detached breakwaters and the big groynes. 

—a maintenance sand supply of 20,000 m as an average yearly 
volume. 

Together with the construction of the two last detached 
breakwaters the nourishment of the swimming beach and the 
construction of the first one of the three big groynes were 
started. As nourishing material a mixture has been adopted: 
— 40 %  material with D50=:0.26 mm; 
— 60 % material with D50 = 5.00 mm. 
The nourishing material is composed of 40 7, material having a 
characteristic diameter even smaller than the natural one 
(D50 = 0.3 mm) from the cliff erosion. The net longshore transport 
brings a large part of the smaller part of the supplied material 
to the south together with the natural one. 
Nowaday a total of 24,000 m3 material has been placed to re-create 
the swimming beach; 6,000 m3 material has been placed south of 
each of the 3 big groynes. 
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Monitoring programme 

To assess how well the project performed the desired 
function and to optimize the nourishment time schedule, an 
extensive monitoring programme consisting of bathymetric records 
normal to the coast and tide level measurements has been 
initiated. The monitoring consists of 26 bathymetric sections 
extending to a water depth of 10 m, photographs taken from the 
sea towards the coast at certain months throughout every year. 
Informations from the monitoring suggested that a slow supply of 
sand should be arranged. 

The three big groynes do not give a satisfactory defence; 
in fact, some parts of the coastline are still subjected to 
retreat. This, probably, is due to the too large interdistance 
between two groynes. Therefore, the construction of some smaller 
extra groynes is not excluded; the material for their 
construction could be get removing stones from the too high crest 
of the existing groynes. 

A massive accumulation of sand behind the six detached 
breakwaters and an evident tendency toward a tombolo are 
observed (fig.6 k 7); as expected, the last offshore breakwater 
(measured from Torre San Gennaro) catches most of the longshore 
sediment transport. During last winter 6,000 m of naturally 
stored sand were removed and placed close to the headland Torre 
San Gennaro. After a few weeks that large amount of sand was 
lost. 

An extra intervention for Torre S. Gennaro headland was 
necessary in order to protect some private houses; the protection 
works consisted of a seawall with l-r2 t rock stones and were 
carried out during autumn 1992. 

The first from the North of the three small groynes was 
built (completed in November 1992, 56 m long, fig. 8). The 
proposed construction of the two remaining small groynes 
(together with 50,000 m3 material supply) is under discussion: 
these works will be probably obmitted. The common idea is 'to 
spend some more time observing the behaviour of the coastline. 

Conclusions 

This paper tries to emphasize that the design of a large 
plant along a sandy coastline requires a very attentive design 
phase for the maritime works. The design should be verified 
basing also on physical model tests. Sometime, attention during 
the design phase helps to save future efforts, which are needed 
to avoid not expected effects. Even if with large tolerance, 
nowaday, specialized coastal engineers can successfully foresee 
the coastline development with or without any human intervention. 
A monitoring programme assists the designer in defining a 
nourishing time schedule and in a better understanding of the 
error for the rates of erosion from the not perfect comparability 
of the surveys. 
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Fig.7. The first from the south of detached breakwaters and the tombolo 

Fig.8. The just built small groyne and the cliff from Campo di Mare village 
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CHAPTER 261 

Sandy Beach Stabilization: Preservation of Shirarahama Beach, Wakayama 

Yoshito Tsuchiya, M. ASCE1, Yoshiaki Kawata, M. ASCE2, Takao Yamashita3, 
Teruo Shibano4, Masahiko Kawasaki5, and Shin Habara6 

Abstract 

It is recognized that beach erosion has become a major problem in many countries of 
the world, but especially in Japan in relation to human activities such as development 
of coastal areas and river basins. Shirarahama beach in Wakayama facing the Pacific 
Ocean is a typical packet beach, but due toeservation of the beach by headlands was 
proposed. The methodology has shown a very good result in making the beach 
recovered as eservation of the beach by headlands was proposed. The methodology 
has shown a very good result in making the beach recovered as a stable sandy beach. 

Introduction 

Recently, beach erosion problems have been remarkable in many countries of the 
world, but especially in Japan due to development of river basins and coastal areas. 
Many countermeasures have been attempted for preventing the beaches from severe 
erosion. It has been learnt from the experiences that no possibility of stabilizing the 
beaches can be expected, but they have only changed to man-made beaches covered 
with a great number of concrete units. It is therefore suggested in establishing a 
methodology for beach erosion control that the long-term characteristics of beach 
processes in the whole area of the beach must be investigated. Recently, nature-learnt 
ideas have been employed gradually in the preservation and stabilization of such sandy 
beaches, 

1 Professor, Disaster Prevention Research Institute, Kyoto University, Kyoto 611 
2 Associate Professor and 3 Instructor, Ditto 
4 Associate Professor, Fukui Institute of Technology, Fukui 910 
5 Former Engineer, and 6 Director, River Division, Bureau of Public Works, 

Wakayama Prefecture, Wakayama 640 

3426 



SANDY BEACH STABILIZATION 3427 

In this paper, a methodology for beach erosion control by headlands is proposed for 
stabilizing a pocket sandy beach which has gradually be eroded due to current 
urbanization of its hinterland. As seen in Figure 1, Shirarahama beach which is located 
in Kanayama bay facing the Pacific Ocean is a typical pocket beach consisted of white 

Yuzakl 

(a) Location and sediment source area   (b) Survey lines of beach width 
Figure 1. Shirarahama beach in Shirahama-cho, Wakayama and its sediment 

source area 

sand, but as sediment input from the hinterland has decreased due to its current 
urbanization the shoreline has very gradually retreated. Additionally, the area of 
Shirahama-cho is one of the most famous hot spring resort areas in Japan, so the local 
government of Wakayama Prefecture has planned to recover the beach by stabilizing 
and expanding it as possible. Observations of wave, current and shoreline change and 
field survey of beach and offshore sediment had been carried out since 1976. 
Numerical predictions of wave transformation, nearshore currents and shoreline 
change in the beach were also made. It is concluded that the beach has been so well 
maintained naturally by the sediment source of white sand through the Teratani river, 
and that it is formed well as a typical sandy pocket beach which had been stable for a 
long time. Recently, due to lack of the sediment source from the river the shoreline 
has very gradually retreated, but it is not so severe beach erosion. Based on the 
characteristics of the pocket beach naturally formed, a methodology for stabilizing the 
sandy beach by making a stable sandy beach formed by headlands is proposed, and its 
applicability was examined by physical experiments. After finding the most 
cooperative condition of two headlands in producing a stable sandy beach by the 
experiments, the arrangement of the headlands was made. After the construction of 
headlands, beach nourishment was partly made between the headlands along the 
original sandy beach, and now being done. It can be concluded at the present stage that 
a sandy beach is now being formed well and approaching a stable sandy beach 
between the headlands which was predicted by physical experiments. 

Characteristics of Winds and Waves 
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In the area of Shirarahama beach, there exist two frequent winds which are due to 
monsoons in winter season and typhoons in summer season, respectively. Monsoon 
winds are mainly from NW directions from November to February in the next year, 
and W direction from March to April. Typhoon winds are subjected to typhoon tracks. 
Therefore there exist two predominant waves; they are monsoon waves from the 
NNW and NW directions and typhoon waves from the S and WSW directions, 
respectively. The monsoon waves are 6 to 8 sec in significant wave periods and up to 
5 m in significant wave height in deep water, but more frequent than the typhoon 
waves of which the wave periods are 10 to 14 sec and the significant wave heights are 
5 to 6 m frequently and up to about 8 m in deep water. 
The wave refraction diagrams for the monsoon and typhoon waves are shown in 
Figure 2 where the wave periods and directions are assumed as 6 sec and 14 sec, and 
NW and WSW for the monsoon and typhoon waves respectively. In the figure, the 
upper and lower figures deal with wider and narrower areas in the wave refraction 
areas. It was concluded from the wave refraction that both the monsoon and typhoon 
waves are coming onto the rocky shore which surrounds the beach obliquely, but the 
shoreline of the sandy beach normally which is located at the end of Kanayama bay. 
This fact may explain why the sandy beach is formed naturally well as a pocket beach. 

500 «0 300 
Ximl 

(a) In the case of monsoon waves (b) In the case of typhoon waves 
Figure 2. Wave refraction diagrams of monsoon and typhoon waves in Kanayama bay 

Additionally, the tidal range is about 2.0 m due to semi-diurnal tide. The storm surge 
was recorded over 1 m in 1961 due to Daini-Muroto typhoon, and the As the area of s 
ediment sources in the hinterland of the beach has been shown in Fi 
g 
ure 1, the main sediment sources 

As the area of sediment sources in the hinterland of the beach has been shown in 
Figure 1, the main sediment sources were due to sediment input from the Teratani river 
and the area shaded in the figure about twenty years ago. The distribution of mineral 
composition of sediment on and off Shirarahama beach and Kanayama bay is shown 
in Figure 3 (a) where the mineral composition is classified by quartz, feldspars and 
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(a) Median diameter of sediment    (b) Mineral composition of sediment 
Figure 3. Distribution of median diameter and mineral composition of sediment 

on and off Shirarahama beach and in Kanayama bay 

others which are mainly shell, respectively. The result of mineral composition can 
explain the sediment sources. The sediment input was a very little from the river, but 
since then no sediment input can be observed due to development of the hinterland. 
This fact is only the cause for gradual beach erosion. The distribution of median size 
of bottom sediment in Kanayama bay is shown in Figure 3 (b) where the 
depth contours are also shown. It is noted that the sediment of white sand is only on 
the narrow areas of sea bottom and the beach. 

Shoreline Change: Seasonal and Abnormal Changes 

Shoreline change in the beach was observed both by direct measurement and aerial 
photographs to find its seasonal and abnormal changes. Due to monsoon and typhoon 
waves of which the wave directions are mainly NW and SSW, respectively, the 
seasonal shoreline change exists as shown in Figure 4 where the beach widths vvN and 

ws, and BN and Bs are the beach widths defined as shown in Figure 1 (b), the suffixes 

indicate those near the northern and southern ends, respectively and their ratios are 
used for seasonal change. The shoreline change for a period often years from 1972 is 
shown in Figure 5. It is recognized that the shoreline has retreated very gradually, and 
that the abnormal change has taken place sometimes, but the maximum retreat was 
within 20m and soon recovered. In the case of typhoon the shoreline intends to result 
in a little accretion near the north end, but retreat near the south end of the beach. 
Contrarily, in the case of monsoon the shoreline intends to retreat a little near the south 
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end and to do accretion near the north end. It is however noticed that the sandy 
beach is nearly in equilibrium even fluctuating a little during the periods of typhoon 
and monsoon because the incident waves are normally approaching the sandy beach to 
produce no effective longshore sediment transport in changing the curved beach. 
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Figure 4. Seasonal change in beach width in terms of beach width ratios on 
survey lines shown in Figure 1 (b) 

Figure 5. Shoreline changes between 1972 and 1982 in Shirarahama beach 

As previously described, beach change in Shirarahama is also due to strong winds 
resulting in blown sand in spring season. Strong, but dry winds blow from the NW 
direction and blown sand takes place on the sandy beach to result in beach change as 
shown in Figure 6 where the erosive and depositional areas are shown in the periods 
specified. It is recognized from the results that the northern area is eroded, but eroded 
sediment is deposited in the southern area. The sandy beach intends to be tilted from 
the northern to southern ends. 



SANDY BEACH STABILIZATION 3431 

I5th Dec. 1970 — 27th April. 1971 

Figure 6. Beach change by blown sand in spring season 

Longshore Distribution of Wave Power and Prediction of Shoreline Change 

In order to investigate the longshore distribution of longshore sediment transport along 
Shirarahama beach, the wave power which is actually proportional to the rate of 
longshore sediment transport is employed. By use of wave data for seven years 
between April in 1970 and March in 1976 at Susami Fishery Harbor which is located 
about 20 km south from the beach, the longshore distribution of wave power along the 
beach was calculated. Figure 7 shows the longshore distributions of annual and 
seasonal wave power along the beach. This figure clearly describes that in the central 
part of the beach the wave power is nearly vanished, but near the northern end it takes 
a null point where it increases in the direction of positive wave power north and in the 
direction of negative wave power south, and near the southern end of the beach it is 
also vanished, but it takes a null point too where it decreases in the direction of 
positive wave power south and in the direction of negative wave power north. It is 
therefore mentioned that at the northern end the beach intends to be eroded, but 
fortunately no longshore sediment in the northern direction behind Gongenzaki 
headland which is curved concave may result in no severe retreat of shoreline, and at 
the southern end the beach intends to accumulate sediment due to both positive and 
negative wave power in their directions. Due to the positive wave power in the 
southern area from the null point where the Teratani river is flowing into a little north, 
white sand as only sediment sources from the river is transported within the beach. 
In the longshore distributions of seasonal wave power, in summer season (typhoon 
season) the wave power becomes nearly vanished in almost the beach, but only near 
the northern end beach change may take place to result in shoreline accretion. This 
may explain the shoreline change due to typhoon waves. Contrarily, in the winter 
season (monsoon season) the longshore distribution of wave power is quite similar to 
the annual one so that the tendency in shoreline change may be similar to the annual 
change as previously discussed. Near the northern end the wave power may result in 
to accumulate sediment, but it may tend to retreat shoreline. This tendency may 
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Figure 7. Longshore distribution of annual and seasonal wave power 
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(a) Wave power distribution (b) Shoreline change predicted 
Figure 8. Longshore distributions of wave power generated by Typhoon 8013 

along the beach and predicted results of shoreline change 

support the shoreline change clearly due to monsoon waves. It can therefore be 
recognized from these circumstances that the sandy beach is a typical pocket beach 
naturally well-formed between Yuzaki and Gongenzaki rocky headlands. 
Figure 8 (a), as an example, shows the longshore distribution of wave power which 
is generated by Typhoon 8013 where the tidal levels are shown in T.P. and observed 
one, and the area of the sandy beach is specified by arrows A and B respectively in 
the southern and northern ends. Near the northern end it tends to accumulate sediment 
a little, but near the southern end it shows to result in some rates of longshore 
sediment transport in the southern direction. The changes in wave power by the 
typhoons by which the maximum significant wave height of about 7 m in deep water 
were calculated. By use of the wave power the shoreline changes by the typhoon were 
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calculated by one line theory of shoreline change prediction as shown in Figure 8 (b) 
where the threshold water depth in the sand drift zone was assumed as 7 m. The 
figure shows that only a little shoreline change takes place by typhoons, but the 
longshore tendency of shoreline change near the southern end is a little different from 
those in Figure 2, probably due to sediment input from the neighboring rocky shores 
where no longshore sediment transport exists actually. The duration of the longshore 
sediment transport in the northern direction was short say about 10 hrs., but no 
remarkable shoreline change was observed. It is concluded again from the shoreline 
change that this sandy beach has been in the table condition as a typical pocket beach. 

Figure 9. Methodology for preservation of Shirarahama beach by headlands 

Additionally, numerical calculations were made to predict nearshore currents by 
monsoon and typhoon respectively, and drift currents by strong winds during 
monsoon and typhoon. It was found that a little nearshore circulation exists both in the 
cases of monsoon and typhoon, but northern drift currents exist by NW wind in 

monsoon and opposite currents exist by SW wind in typhoon. 

Methodology for Beach Preservation by Headlands 

Based on the natural circumstances of Shirarahama beach as a well-formed pocket 
beach and their stability, a methodology for preservation must be proposed. Expanding 
the beach width about fifty meters offshore for utilization of the beach as marine 
resort, the sandy beach must be stabilized. The main items in the methodology are 1) a 
couple of stable sandy beaches are formed as shown in Figure 9. By extending 
Gongennzaki headland about forty meters in under water, the monsoon and typhoon 
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waves are controlled to reduce their heights effectively and to make a stable sandy 
beach formed, and constructing a couple of headlands of T-shaped groins, the waves 
are also controlled to make sandy beaches formed as tombolos. 2) In order to make 
stable sandy beaches formed between them, sandy beaches to be formed must be 
cooperated naturally and dynamically to result in a couple of well-formed stable sandy 
beaches as pocket beaches. The necessary conditions are verified experimentally. And 
3) for marine resort the water mixing in the bay as well as the beach are promoted by 
tides and incident waves. As previously discussed, the incident waves are approaching 
the present beach nearly normally. This circumstances of wave incidence must be 
introduced in the formation of stable sandy beaches. The present beach profiles near 
Gongenzaki headland are reformed as shown in Figure 10 (a). The incident waves are 
refracted by the man-made sea bottom to approach the beach nearly normally, as 
shown in Figure 10 (b). Figure 11 shows changes in breaker height at the present and 
man-made bottom topography by which the present circumstances of wave refraction 
is practically kept in the man-made one. 
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(a) Man-made sea bottom (b) Wave refraction 
Figure 10. Man-made bottom topography and wave refraction of typhoon waves 
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Figure 11. Comparison between breaker heights on present and man-made 

bottom topography 

Experimental Verification on Formation of Stable Sandy Beaches by Headlands 

Physical model experiments of which the experimental setup is shown in Figure 12 
were carried out by use of the similitude for beach change by Tsuchiya and Itoh (1981) 
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in nondistorted model with a horizontal and vertical scale of 1/64 and experimental fine 
sand with a median size of 0.021 cm and specific gravity of 2.65, respectively. 
Experimental waves are typhoon and monsoon waves from NW and WSW directions 
of which the periods are 0.75 and 1.30 sec, respectively. By operating a wave 
generator of monochromatic waves over 800 hrs in total, fifteen runs were performed 
in various conditions to find the applicability of the proposed methodology and the 
most effective lengths of headlands in cooperating sandy beaches to be formed 
between them as stable sandy beaches. In the experiments, waves and nearshore 
currents in the beach were also examined experimentally to find characteristics of wave 
transformation and mixing in nearshore currents. Measured data of waves and currents 

Wows 

(a) Experimental basin and model (b) Model in detail 
Figure 12. Experimental setup for verification of formation of stable sandy beaches 

were compared with their numerical predictions with fairly good agreement. By use of 
the man-made topography near Gongenzaki headland, wave transformation in the 
beach were measured to find the efficiency in wave refraction. Additionally, 
submerged breakwaters for interrupting offshore sediment transport in the beach were 
examined. The main results of the experiments can be summarized as: 
1) Reproduction of the formation of present sandy beach was successfully made in the 
physical model. It was experimentally verified that the beach is really a stable sandy 
beach as a pocket beach formed well naturally both by Yuzaki and Gongenzaki 
headlands in relation to the action of monsoon and typhoon waves. 
2) Shoreline changes in the cases of headlands used were made experimentally. Some 
of the experimental results in finding the most suitable arrangement of headlands are 
shown in Figure 13 where the experimental runs are shown, but the detail are omitted. 
It was concluded that the necessary extending length of Gongenzaki headland by 
which a stable sandy beach is formed well was determined as about 30 m, and that the 
other headland should be made as a T-shaped groin being a small island or shoal by 
which a stable sandy beach is well formed. 
3) The efficiency of man-made bottom topography for wave refraction and a 
submerged breakwater as a barrier for interrupting offshore sediment transport were 
examined experimentally as shown in Figure 14 where the man-made bottom is shown 
by shaded area in (a) and the barrier is located in the central area of Kanayama bay as 
shown in (b). It was concluded that the man-made bottom topography is practically 
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Figure 13. Shoreline changes in the cases of T-shaped groin and inclined groin, 
and Gongenzaki headland extended about 40 m under water 

(a) Bottom topography (b) Distribution of fluoresent sand 
Figure 14. Man-made bottom topography for wave refraction and distribution 

of fluorescent sand around submerged breakwater as barrier 

(a) Impractical beach nourishment  (b) Adequate beach norishment 
Figure 15. Shoreline changes in the cases of impractical and adequate beach 

nourishment in formation of stable sandy beach 

effective to make the incident wave refracted to approach normally the beach resulting 
in a stable sandy beach. It was however noted that the barrier is effective to interrupt 
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offshore sediment transport, but once sediment has been transported offshore the 
barrier the sediment can not be transported again onshore through the barrier. It was 
therefore suggested that such a barrier is not so effective in the formation of stable 
sandy beaches. 
4) The total volume of beach nourishment was experimentally examined in the 
formation of stable sandy beach by the headlands. As shown in Figure 15 (a), after 
impractical beach nourishment a stable sandy beach can not be formed well especially 
near the southern headland of T-shaped groin, and after adequate beach nourishment a 
stable sandy beach can be well formed as shown in (b). As schematically shown in 
Figure 16, the formation condition of a stable sandy beach between the headlands can 
be explained as: By Gongenzaki headland extended, a curved sandy beach is formed 

Figure 16. Formation condition of stable sandy beach by headlands 
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(a) Before beach nourishment (b) After beach nourishment 
Figure 17. Examples of nearshore current patterns in stable sandy beach formed 

by headlands 

as A in the figure, but the southern end of the beach extends south. Another sandy 
beach is formed by the headland of T-shaped groin as shown by B, but the northern 
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end may extends north. When the two sandy beaches are cooperated by which the 
southern and northern ends of the beaches must be well-continued smoothly, a stable 
sandy beach can be well-formed between the headlands. 

Man-made headland 
of T-shaped groin 

,' (,N, Headland extended 
v--i^?\ under water 

Predicted shoreline 
 .TSTaYvTTgga. 

\shoreifne in July, 1981.. 

Gongenzaki 
headland 

Figure 18. Predicted shoreline of stable sandy beach to be formed by Gongenzaki 
headland extended and headland of T-shaped groin in Shirarahama 
beach after adequate beach nourishment and present shorelines after 
beach nourishment as of 1990 

5) Spatial distributions of wave height and current were compared with their numerical 
results. The comparison was satisfactorily made, and showed that, as shown in Figure 
17 for example, mixing phenomena in nearshore current take place due to waves. 
Based on the experimental verification of the formation of a stable sandy beach, the 

Photo. 1. Present aerial view of stable sandy beach being newly formed in 
Shirarahama beach after beach nourishment as of 1991 
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shoreline in the formation of stable sandy beach by extending the present shoreline 
about 50 m offshore is predicted as shown in Figure 18. 

Construction of Headlands and Beach Nourishment 

In 1983 Gongenzaki headland was extended about 40 m, and the headland of T-shaped 
groin was constructed in 1987. After the construction of the headlands beach 
nourishment have been made by using nearly same material imported as the original 
white sand. The total volume of nourished sand is 35,000 m3 as of 1990. Shorelines 
along the beach have been measured. In Figure 18, the recent shorelines are shown in 
comparison with the predicted one. Photo.1 shows the present situation of the newly 
formed sandy beach between the headlands. The further beach nourishment is needed 
for the final formation of a stable sandy beach between the headlands, but the shoreline 
configulation is quite similar to the predicted one. 

Conclusion 

Based on the natural circumstance of Shirarahama beach a methodology of beach 
preservation by headlands was proposed. The two headlands were constructed and 
extended, and beach nourishment has being made, but the shoreline configulation has 
being approaching the predicted final shoreline of a stable sandy beach between the 
headlands well. It is therefore concluded that the proposed methodology for 
preservation of Shirarahama beach by headlands could be applied satisfactorily in the 
formation of a stable sandy beach. 
This investigation was partly supported by Grant-in-Aids for Scientific Research, from 
the Ministry of Education, Science and Culture of Japan, under Grant No. 03452212. 
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CHAPTER 262 

Wave  Power   Conversion  by  a  Prototype     Wave  Power      Extracting 
Caisson in Sakata Port 

Shigeo TAKAHASHI*,  Hiroaki NAKADA**, Hideaki OHNEDA***, 
and Masazumi SHIKAMORI****- 

1.     INTRODUCTION 

Ocean wave energy is clean and inexhaustible. Repeated oil 
crises and the urgent need for environmental preservation on a 
global scale have made utilization of ocean wave energy 
increasingly important. 

The Japanese Ministry of Transport has been developing a wave 
power extracting caisson breakwater which can absorb wave power and 
convert it into electric power. The breakwater shown in Fig.l is a 
composite breakwater with a special caisson for absorption and 
conversion of wave power. The caisson has a so-called air chamber 
where wave power is converted into air power. The air power 
activates a turbine-generator in the machine room on the caisson. 
The use of the breakwater as a wave power converter will effectively 
cut down the power generation cost. This breakwater also aims at the 
improvement of the wave resisting stability and performance as a 
breakwater by absorbing the wave energy. 

The research and development work on the wave power converter 
is being carried out through collaboration by the First District 
Port Construction Bureau, the Port and Harbour Research Institute 
and     the  Coastal  Development   Institute  of  Technology   under   the 

*    Chief of Maritime Structures Laboratory, Port and Harbour 
Research Institute  , MOT,  Japan 

**   Head  of Niigata Investigation  and  Design  Office,   The  First 
District Port Construction Bureau, MOT 

*** Head of Skakata Port Construction Office, The First District 
Port Construction Bureau, MOT 

****   Director   of   Research   Department,    Coastal   Development 
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Figure  1     Wave Power Extracting Caisson  Breakwater 
in Sakata Port 

Photo  1     Wave Action on Wave 
Power Extracting 
Caisson 

Photo 2     On-land Observation 
House and     Illuminated 
Tower 

guidance of the home office of the Ministry of Transport. The Port 
and Harbour Research Institute had conducted basic research for 
five years since 19821)2)3)4). The 1st District Port Construction 
Bureau, Ministry of Transport, began a field verification 
experiment for the breakwater from 1987 in the form of a joint 
study with the Coastal Development Institute of Technology and 
twenty private companies. A test breakwater was constructed in the 
summer of 1989 at Sakata Port in Yamagata Prefecture5)6)7). The 
breakwater began the power generation in the winter of 1989. Photo 
1 shows the wave action on the completed caisson and Photo 2 shows 
the on-land observation house and a tower illuminated by the 
converted energy. 

The field experiments were conducted for  the  five years  from 
fiscal     1987 through fiscal  1991  aiming at the following  items: 
1) to   confirm   the   design   method   of   the      breakwater   caisson 

including      the      air      chamber against wave forces, 
2) to verify the design method of the      air      chamber,  turbine and 

generator      as    a wave energy      converter, 
3) to study    methods of constructing the breakwater 
4) and also to demonstrate    utilization      of the power output for 

various uses. 
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Figure 2    Energy Conversion Process 

This paper introduces the system with a wave power extracting 
caisson in the field experiment and the results of the field 
experiment, especially on the wave power conversion. 

2.  POWER  CONVERSION BY THE  CAISSON  AND  TURBINE  GENERATOR 

Figure 2 shows the power conversion process by the wave power 
extracting caisson and its turbine generator. The wave power is 
converted first into air power in the air chamber, then into turbine 
power by the turbine and finally into electric power by the 
generator as follows: 
1) Wj denotes the incident wave power which can be obtained from 

the wave spectrum. The incident wave power is the energy rate 
which the incident wave transports in an unit time and length. 
Wiin represents the wave power going into one caisson. 

2) Wa denotes the air power converted from wave power in the air 
chamber, which can be estimated by the vertical speed of water 
surface movement and the air pressure in the air chamber and the 
horizontal area of the air chamber. The conversion efficiency 
EFFa from wave power to air power is given by Wa/W^n. The 
efficiency depends on the ratio of the air chamber width B to the 
wavelength L2/3, and the turbine diameter Rfj (actually the total 
area of turbine opening and valve openings, etc.). The conversion 
efficiency also varies with submerged depth dc of the curtain 
wall of the front wall of the air chamber and the height D0 of the 
air chamber^). por example, the air chamber width is 13% the 
wavelength of a wave of 7 s to obtain a high conversion efficiency 
with a small width as much as possible.. 

3) Wa0U£ represents the wave power released to the atmosphere from 
control valves and dummy nozzles, while Wa^ represents the air 
power  into the turbine. The sum of Waou^ and Wa^ equals to    the 
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air power Wa. The ratio Wat/Wa is defined here as the 
utilization rate E-t;a of air power. The utilization rate of the air 
power in the system of the experiment is always less than 0.5 
because of the existence of the dummy nozzles as will be described 
in Chapter 3. 

4) W^ represents the turbine power which can be obtained from the 
turbine torque and the rotation speed. The conversion efficiency 
EFFt is given as the ratio W^/Wa^. The fundamental characteristics 
of the turbine including the turbine efficiency can be obtained 
from steady wind tests. The turbine efficiency varies with the 
attacking angle of wind to the turbine blade, and therefore the 
turbine speed should be controlled to bring a high conversion 
efficiency 2. 

5) Wg denotes the electric power which can be evaluated by the 
electric voltage and current. The electric current is determined 
by the connected electric loads and therefore the electric load 
should be controlled considering the turbine power . The 
electric load is controlled using the signal of the speed of 
turbine in the experiment. The turbine efficiency EFFg is given 
by the ratio W-t/ Wg, which is usually given from a factory 
test. 

The speed of the turbine fluctuates with the frequency of the 
waves and also that of the wave group. The strength of the 
fluctuation depends on the inertia moment Itg of the turbine 
generator. 

6) The conversion efficiency EFFatg from wave to electric power is 
indicated as the product of EFFa, EFFt and EFFg. However by the 
influence of the control valves and dummy nozzles, the actual 
conversion efficiency EFFatg0 decreases to 
EFFatg x Eta. 

3.     WAVE  POWER EXTRACTING  CAISSON  IN  THE  EXPERIMENT 

3.1 Design of Wave Power Conversion System 

A caisson of the Second North breakwater of Sakata Port is used 
for verification experiments,  as shown in Fig.  3.  The breakwater is 

Figure 3    Location Map of Sakata Port 
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now under construction as a composite breakwater, with a planned 
length of 1,900 m. The depth of the water is 18 m at the 
construction site. The sea bottom foundation is mostly sandy with 
viscous soil in some places. A settlement of the caisson of about 1 
m is predicted. 

In designing a wave energy converting system, it is necessary 
to know the wave power available in the designed places and to 
determine the use of the converted energy. Then the frame plan of 
the system can be established. The fundamental dimensions of the 
components of the system such as the diameter of the turbine are 
determined based on the frame plan. Finally, the components are 
designed in detail. 

Wave data at Sakata Port for about twenty years were analyzed 
to find the wave conditions there**). The system was designed to 
operate for the waves of 1 to 5 m, and the wave with H4/3 = 2.2 m 
and Tj/3 = 7 s was selected as a main wave to discuss the conversion 
efficiencies. However, the design wave for the stability of the air 
chamber and other devices is Hj^/3 = 10.2 m and T^/3 = 14.5 s. 
Numerical calculations based on the thermodynamics and wave- 
kinematics theory123 were conducted to determine the fundamental 
dimensions of the components of the system. 

The wave power extracting caisson has an air chamber of 7 m 
wide as shown in Fig. 4. The caisson is 20 m long in the direction 
of the breakwater alignment line. The height is +12.5 m above the 
datum level level. The horizontal area is 115 m2, not including the 
thickness of the walls. 

Figure 5 shows a concept of the machine room. The air flow 
converts its energy into the kinetic energy by rotating the turbines 
and the generator shown in Fig. 6, installed at the center of the 
machine room in the upper portion of the caisson. Two Wells 
turbines 1,337 m in diameter are employed to get a one-way 
rotation from the reciprocal flow of the air and sandwich the 
generator to make a tandem type arrangement    canceling the forces 

VLWL±0.0 

Figure 4    Shape of the Caisson    Breakwater 
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Figure 5 Conceptual View of the Machine Room 

Figure 6 Turbine and Generator 

that work in the axial direction of the turbines. The generator is 
a 200 V synchronous generator with a rated output of 60 kW and a 
maximum revolution of 3,000 rpm. 

The protection devices that control the air flow from the air 
chamber to the turbine consist of three types of valves: the air- 
flow regulating valve (bypass valve), the pressure release valve and 
the emergency cutoff valve. Figure 7 shows the air-flow regulating 
valve. The valve is of a rectangular box with a butterfly valve 
inside. The air flow can be controlled by the rotation of the 
butterfly valve. An electric actuator is equipped to rotate the 
butterfly valve according to the signal of the turbine speed. The 
valve closes the opening by 1/4 of the full rotation angle when the 
turbine speed exceeds a certain limit (simultaneously the valve 
opens the other opening to release the extra air power. If the 
turbine speed exceeds again the limit, the valve closes the opening 
again by one more 1/4 of the full angel. When the turbine speed 
becomes lower than a certain value the valve opens the opening by 
every 1/4. Power generation is stopped when waves are extremely 
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large (when the significant wave 
height is above 5 m) by 
terminating the air flow to the 
turbine and simultaneously fully 
opening the air flow regulating 
valve. 

It should be noted that the 
diameter of the turbine in the 
experiments is set to be much 
smaller than that of the optimum 
turbine predicted by the amount 
of air power from the air 
chamber. This is because of the 
limitation of research funds. 
Two dummy nozzles are installed 
to release the extra air power, 
which corresponds to almost half 
of the total air power. 

The power generated is 
transmitted to the on-land 
observation station through an 
underwater cable, where it is 
consumed by electric resistors. 
Experiments are also being made 
to utilize the electric power for various appliances to prepare for 
the application of the system for actual use. 

To Air Chamber 

Figure 7 Air-flow Regulating 
Valve 

3.2 Operation of the system 

The power conversion of the system can be adjusted  by changing 
the   setting   of  the   electric   load   against   turbine   speed,   the 
threshold pressure of the pressure release valves, and the threshold 
turbine speed to open/close the air-flow regulating valves. 

The system started the power generation from December 1st, 1989. 
In fiscal 1989, the system was operated rather discreetly under 
Setting I, while in fiscal 1990, experiments were conducted under 
Setting III for the optimized control method to generate larger 
amount of electric power. In the setting III, the electric load is 
proportional to the 3rd power of the turbine speed and the electric 
power is 60 kW when the turbine speed is 1800 rpm. The threshold 
pressures of the two pressure release valves are 1.34 and 1.61 tf/m2 

, and the air flow regulating valve is controlled to open one step 
(1/4) at 2000 rpm and to close one step (1/4) at 1700 rpm in the 
setting III. The results of power conversion with the setting III 
is described in this report. 

Table 1 summarizes the dimensions  of the conversion system  in 
the experiment, where A^, Ap,  and An denote    the opening area of 
the   turbine, the   dummy   nozzle,      the   pressure   release   valve, 
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Table 1  Experimental system and Full-size System 

3447 

Experiment system Full-size system 

Air Chamber B=6.75m, ]B=20m 

D0=8m. d„=3m, Aw=115m2 
B=6.75m. lB=20m 

Do=8m, dc=3m. Aw=115m2 

Turbine 2R,=1.337m 

A,=0. 6185m2x2 

!,«,=55.0kgm;!x2 

2R,=2. 40m 

A,=l. 99m2X2 

l,o=1650.0kgm
2x2 

Generator 6<M 

(1800rpm-60klf) 

200kW 

(1000rpm-200kW 

Air-Flow 

Regulating 

Valve 

close - Open 

(HOOrpm) (2000rpm) 

Cjv£v=0.00892 (=1/112) 

close - Open 

(lOOOrpm) (1300rpn>) 

civ e .=0.00892 (=1/112) 

Dummy Nozzle A„=0.0746m2x2 

Cdv£„=0.00130 (=1/770) No Dummy Nozzle 

Pressure 

Release 

Valve 

A„=0.481m2x2 

cd„£p=0. 00671 (=1/149) 

pP,v=l. 30, 1. 61tf/m2 
No Pressure Release Valve 

respectively, C^y is contraction coefficient, £ is opening ratio 
of each opening, Pprv is threshold pressure of the pressure release 
valve. In the table, the dimensions of the full-size system is also 
listed which will be discussed later. 

3.3    Measurement 

A number of sensors are incorporated in the caisson and the 
power generating system to make measurements in the following four 
categories. 
(I)-    Wave   conditions   (directional   spectrum,   heights,   periods   and 

directions of incident waves) 
(2) Stability of the breakwater  (wave pressure and  air pressure) 
(3) Stability of the wall members  (stress of the  reinforcement) 
(4) Air output and power output  (water level and pressure in the 

air chamber,  turbine speed,  power  output) 

Data are amplified and converted into optical signals before 
they are sent by an opto-electric power combination cable to the 
observation station on land, where they are analyzed and processed 
using four personal computers. In addition to the above procedure, 
detailed data are sampled and stored in a digital recorder, for 20 
minutes at one operation, for further analysis of the breakwater 
stability . However,  only the data concerning with the incident 
waves and    the power conversion are discussed  in  this  report. 

4. OBSERVED WAVES 
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Figure 8    Variation of Significant Wave and Wave Power 
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Figure 9    Incident Wave Power 

Figure 8 shows the wave data from October 1990 to March 1991. 
The significant wave height and period, mean wave direction and wave 
power are shown in the figure. The average significant wave height 
and period were 1.72 m and 6.2 s, and the average wave power was 
13.9 kW/m during this period. The wave height varies very widely and 
exceeds 5 m several times. The largest value of the significant wave 
height reached 8.67 m on December 2, 1991. The mean wave direction 
was usually northwest, which is almost perpendicular to the 
breakwater alignment. -The wave power varies significantly and 
exceeds even 100 kW/m. 

Figure 9 shows the measured and calculated incident wave power. 
The calculated power is obtained from a standard wave spectrum which 
was used in the design of the system. For example the calculated 
incident wave power becomes 18 kW/m at Hjy3 = 2.2 m and is 67 kW/m 
at Hj/3 = 4 m wnen tne mean incident wave angle is 0 degree. The 
measured values agree well with the calculated ones. 
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The wave power can be estimated easily by the following   formula 
with significant wave height H^/3 and period Tj/3. 

¥,=/cH,/32T,/3    (fe»/m) (1) 

where,   K W    is    0.4 - 0.5 (kW/m3/s) in Sakata. Which is almost equal 
to the expected value in the preliminary studies4). It was also found 
that the wave power in sakata was reduced to 85 X of that for long 
crested waves due to directional spreading. 

5.  WAVE POWER CONVERSION 

Figure 10 gives an example of the records of power generation, 
i.e., the water surface elevation and the air pressure in the air 
chamber, opening of the air flow regulating valve, pressure 
difference in the turbine and turbine speed, and power output for 20 

Figure  10 Analogue Data of Wave Power Conversion 
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minutes, that were recorded at 14:00 on November 8 in 1990, when 
the significant wave height and period were 3.01 m and 7.9 s, 
respectively, and the incident wave power was 539 kW/20m. The 
turbine rotation varies from 1250rpm to 2100 rpm and the electric 
power varies from 20 kW to 60 kW. As the turbine speed exceeds 2000 
rpm the air flow regulating valve opens to reduce the air flow to 
the turbine as shown in the figure. The average electric power is 
36.4 kW, and the conversion efficiencies from wave power to air 
power, from air power to turbine power and turbine power to electric 
power are 0.59, 0.37 and 0.91, respectively. However, a large amount 
of air power is released by the dummy nozzles and valves. Therefore, 
the utilization rate of air power is very low ( 0.34). If all the 
power  is used,  the electric power  is  about  100 kW. 

Table 2 shows the monthly averaged values on power conversion 
from October 1990 to March 1991. For example, the average incident 
wave power is 20.3 kW/m and average electric power is 13.25 kW/m in 
January 1991. The time when the electric power is small and less 
than 1 kW, occupies only 13 % in the month, while the time occupies 
51 % in October 1990. 

Figure 11 shows the variation of the electric power to the 
significant wave height. The electric power increases according to 
the increase of the wave height. However, the electric power becomes 
almost constant at about 55 kW where the wave height is above 4 m. 

Table 2 Power Generation in Each Month 

Year/Month '90/10 '90/11 '90/12 ' 91/1 ' 91/2 '91/3 

(Wi).v.   (kW/m) 3.3 13.0 23. 9 

13. 34 

20. 3 15.0 6. 7 

(W„)...   (kW) 6.03 10. 65 13.25 10. 88 9.73 

Operation Ti»e 168 172 156 154 155 193 

Ratio(Wo = 0  kW) 0.39 0.25 0.13 0.02 0. 13 0. 18 

Ratio(0SWo<l) 0. 51 0. 28 0. 24 0. 13 0. 23 0. 23 
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Figure 12 Conversion Efficiencies 
This is due to the automatic control of the valves. The system can 
generate electric power from H1/3 = 1 m to 5 m as designed. The 
calculated values for the normal incident waves are shown in the 
figure by a dotted line. The calculated values, which were used in 
the design of the present system, agree with the experimental 
ones for small wave angle. The calculation was based on the 
thermodynamics and wave-kinematic theory^2)3). 

The conversion efficiencies in the experiment are shown in 
Fig. 12. The conversion efficiency from wave to air power is from 0.4 
to 0.8. The turbine efficiency is from 0.2 to 0.5. The generator 
efficiency is about 0.5 when the wave height is large. The total 
efficiency which is given by the product of EFFa, EFFt and EFFg is 
from 0.1 to 0.3 approximately. However this system includes the 
control valves and dummy nozzles so that the actual efficiency 
should be multiplied by the air power utilization  rate. 

The solid lines indicate the prediction by the thermodynamics 
and wave-kinematic method. The experimental values of the air power 
conversion efficiency are larger than the predicted values. This is 
because only one wave power extracting caisson is installed between 
the reflective caissons and therefore reflected and refracted waves 
from neighboring caisson can increase the incident wave power into 
the caisson with wave power conversion. 
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Figure 13 Power Generation by a Full-size System 

Table 3 Prediction of Power Generation 

Unit Sakata Sakata Wadomari Kashima 

(one year) (winter) (one year) (one year) 

Ave. Significant Wave Height !  m 1.19 1.79 1.18 1.50 

Ave. Significant Wave Period 1  s 5.64 6.40 7.13 7.88 

Ave. Wave Power | kW/» 10.56 19.42 7.60 13.95 

Time Rate of Power Generation ! % 10.2 65.0 50.0 67.0 

Ave. Electric Power \ kW/20n 
i 

27.3 49.3 23.0 40.9 

6. WAVE POWER CONVERSION BY A FULL-SIZE  SYSTEM 

The turbine-generator is small in the experiment. A full-size 
system with a larger turbine generator can produce the electricity 
more. Figure 13 shows the calculated result of the wave power 
conversion by a full-size system with an optimal turbine generator 
for the conditions in Sakata Port. The diameter of the turbine is 
2.4 m, which is almost twice that in the experiment. The rated power 
of the generator is 200 kW. The turbine speed is expected to be 700 
rpm and the electric power is 75 kW when the significant wave height 
is 2.2 m. The electric power becomes 200 kW when the significant 
wave height is 4 m. 

Table 3 shows the predicted wave power conversion by a full- 
size system in Sakata Port, using the conversion efficiencies in 
Fig. 13 and the observed wave data from 1990 -1991. In the table the 
predicted   results   for   Wadomari   Port   in   Okino-erabu   Island   and 



WAVE POWER CONVERSION 3453 

Kashima Port in addition to Sakata Port during only winter time are 
shown for comparison. The annual average electric power in Sakata 
Port is 27.3 kW and the average value within winter time is 49.3 kW. 
In Kashima Port the wave power conversion can be made for 67 % of 
time and the annual average electric power is 40.9 kW. 

7.  CONCLUDING REMARKS 

The field experiment was conducted very successfully, although 
several severe storms attacked the caisson. The characteristics of 
the wave-activated power generation by the wave power extracting 
caisson were revealed and the design method of the system was 
confirmed in this prototype experiments. 

Several tests to utilize the output electricity were also made 
in the experiments. It is important not only to improve the power 
converter but also to develop the energy utilization systems. The 
second stage of the field experiment was already started from April 
1992, where several utilization systems including a large-scale 
water pumping system are to be tested and some improvements of the 
caisson with the turbine generator will be tested. 

The field experiments were carried out under the guidance of 
the advisory committee chaired by professor Y. Goda. The 
experiments was conducted by the collaboration with many people. The 
authors wish to express their sincere gratitude to all the people. 
The authors also wish to thank Dr. Takayama for his crucial review 
of the manuscript. 
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CHAPTER 12 

ON THE TESTING OF MODELS IN MULTIDIRECTIONAL SEAS 

E.R. Funke1 and E.P.D. Mansard2 

Abstract 

Although traditional model testing of marine structures in long-crested, uni- 
directional (2D) waves can lead to conservative results in certain applications, 
modern multidirectional (3D) wave generators can produce more realistic sea 
conditions, leading to the design of more accurate, cost-effective and safer 
structures. This paper justifies the requirements for testing in 3D seas. 

Introduction 

Although wave simulation has been in use for many decades, the first evolutionary 
step in wave generation technology started approximately 25 years ago with the 
simulation of long-crested, uni-directional (2D) random waves. These random 
waves, varying in height and period, were believed to correspond more realistically 
to sea states encountered in nature. 

The next phase in the evolution of wave simulation techniques addressed the 
control of non-linear waves. These second order waves, which dominate the 
frequency bands, both below as well as above the first order waves can, under 
certain circumstances, be of considerable importance to the response of structures. 

The present and possibly final phase in the development of wave generation 
technology is the introduction of directionality to simulation of sea states by means 
of wave generators whose wave boards are segmented and are able to move with 
a "serpentine-like" motion.  These three-dimensional (3D) seas are made up of 

Principal Research Officer,     Senior Research Officer 
Hydraulics Laboratory,  National Research Council of Canada, 
Montreal Road,    Ottawa,    Canada,    K1A 0R6 
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waves from several directions, and interact to create so-called short-crested seas. 
Although this concept has been well known for many decades, the ability to 
individually control, by computer, a large number of contiguous segments has 
become practical only over the last 15 years. This capability is now expanding 
very rapidly. It is estimated that there are now 32 institutes throughout the world 
equipped with this type of wave generator. Nevertheless, most testing of marine 
structures is still done by two-dimensional irregular regular or wave tests, because 
many certification authorities still rely on the results obtained from regular wave 
tests. It is also widely believed that two-dimensional wave simulations of the 
natural sea state lead to conservative designs, (i.e. results in forces on or motions 
of structures somewhat greater than in nature). 

Therefore, the question arises if it is necessary to provide an expensive 
multidirectional wave generation capability either when planning new or upgrading 
existing laboratory facilities.  This paper addresses this question. 

Literature Overview 

There are now many research publications that compare model tests on marine 
structures using 2D (unidirectional) or 3D (multidirectional) wave simulation 
techniques. The results, however, are still somewhat unconvincing, although 
trends can be identified. Three of the many reasons, which may contribute to a 
lack of widespread support among design engineers are given below: 

• Nearly all laboratories equipped with segmented wave generators for 3D 
capability, are either totally, or partly, committed to commercial testing work. 
Consequently, the results of some of the comparative tests are still proprietary 
to the clients and therefore have not yet been published in the open literature. 

• Because multidirectional wave generation technology is relatively recent, there 
is still disagreement among experts on how best to achieve correct simulations 
[cf. Sand and Mynett (1987), Miles and Funke 1989 and Miles 1990]. It is 
difficult and costly to make good quality measurements of the kinematics of 
three-dimensional waves. In the absence of good measurements, comparisons 
between multidirectional waves produced in different research institutes are 
uncertain. 

• Many multidirectional sea state simulations have used a spreading index of 
s = 1 with a cos2(6) formulation. This represents only a very limited 
perspective of the large variety of conditions that may actually prevail. 

The Fourier summation technique of wave synthesis is considered to be one of the 
more satisfactory methods. There are many versions of this method, which would 
generally lead to similar results if very long wave simulation records were used. 
However, for scaled physical model studies, the simulations are generally limited 
to shorter test periods.   As a result, several of these currently used synthesis 
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methods can lead to significant variations in variance and spectral energy 
distribution, both spatially and temporally. Only the so-called "single summation 
method", if used over a complete recycling period, will avoid this problem. On the 
other hand, the single summation method (Miles 1989) also has several variants, 
some of which may affect the outcome of the test results. 

Table 1 summarizes some of the currently available literature on comparative tests 
between two-dimensional and three-dimensional wave simulations. 

Discussion 

The following are a few highlights of the research tabulated in Table 1. 

Figure la describes the model set-up for the work carried out by Mynett, Bosma 
and van Vliet (1984). In this study wave loading on a simple, relatively long wave 
barrier was investigated. The barrier represented a partially submerged gate with 
44% immersion and supported by two piers. The barrier was tested to investigate 
the effect of relative structure-length on wave loading, using both long-crested and 
short-crested waves. 

Figure lb gives the measured normalized horizontal forces as a function of kl (the 
wave number multiplied by the barrier length), and compares these to numerical 
model predictions according to Battjes (1982). When s = <», the spreading 
function is a spike function, and consequently the sea state is virtually long- 
crested. On the other hand, for s - 1, the sea state is short-crested with a broad 
spreading function [cos2(6)]. As could be expected, a longer barrier is more 
sensitive to the effects of wave multidirectionality. 

As a second example, Figure 2a illustrates a vessel restrained by a single point 
SALMRA mooring system (Single Anchor Leg Mooring Rigid Arm). The 
importance of testing such systems in multidirectional seas was first demonstrated 
by Huntington (1981). His research, which was carried out with an ingenious 
arrangement of 10 sliding wedge wave generators, placed along a semicircular 
arch, pointed the way for much of the subsequent development for the testing with 
realistic sea states. 

Figure 2b gives the results that were obtained by H^klie, Stansberg and 
Werenskiold (1983). These graphs illustrate well how the vessel's motions as well 
as the forces on the various connecting links differ between short and long-crested 
wave conditions. All results are presented as a ratio of the standard deviation 
responses in multidirectional seas to those obtained in long-crested seas. Clearly, 
roll, yaw and sway are much greater in multidirectional seas. Consequently, the 
transverse force on the tower and the longitudinal force on the tanker are also 
much larger. 
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As a third example the second order long wave phenomenon is considered. As 
is well known, certain structures, particularly large vessels moored in shallow 
water, have virtually no response to first order waves, but can experience large 
motions and mooring forces as a consequence of second order long waves. It is 
therefore fitting to compare the presence of such second order long waves in 
either the long-crested wave or the short-crested wave situation. This problem 
was addressed by Sand (1982). 

In two-dimensional (long-crested) waves, all waves with different wave periods 
propagate in the same direction. The second order long waves are derived from 
the difference terms derived from pairs of wave frequency components. That is 
to say, for a component of frequency ^ and another of frequency f2, a second 
order long wave term of frequency (f^ - f2) is spawned with an amplitude 
dependent on the water depth and the product of their respective amplitudes, 

*ra,. 

In the multidirectional situation, individual frequency components do not travel 
in the same direction. Although the second order difference frequencies are, as 
before, ft - <y, their wave lengths are now derived from the vectorial difference 
given in Figure 3a. The difference wave number vector will be G, - ^, and will 
depend on the directional difference, AS, between the two components. The 
larger the wave number of this difference frequency long wave component, the 
shorter will be its wave length. Another effect will be that the spreading function 
of these second order terms will broaden out substantially, as is shown in Figure 
3b. It can also be shown that the long wave amplitudes in multidirectional waves 
are reduced by a factor of 5 to 10, depending on the water depth. 

Sand (1982) described this phenomenon, as summarized in Figures 3b and 3c. 
Figure 3c provides information about the reduction in the wave length of the 
second order long wave components for bichromatic multidirectional waves. This 
is presented as a ratio of the resultant wave length difference for the 
multidirectional case to that for the unidirectional case, A/./AZ.J,. The 
information is given for a normalized frequency, for two frequency ratios(U - f2)l h 
and for two angular differences of A6. This result is particularly interesting in 
connection with natural periods of harbour resonances (i.e. the resonance wave 
lengths of harbours). 

Because the long wave generation process through non-linear wave/wave 
interaction has been significantly reduced as a result of multidirectionality, it 
stands to reason that the penetration of this long wave energy into harbours is also 
reduced significantly. Figure 3d, which was taken from van der Meer (1989) 
provides an example for two different wave directions relative to the harbour 
entrance. It also gives the corresponding reductions for a moored vessel's surge 
motion. 
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Conclusions 

Based on the experience gained with the segmented wave generator system at the 
Hydraulics Laboratory of the National Research Council of Canada, and on the 
information available through the published literature or verbal communications, 
the following statements with regard to the merits of testing in multidirectional 
waves can be made: 
• Whenever significant non-linearities are present in the response of structures 

to waves, the principle of superposition is not valid. Consequently, it is 
essential to evaluate such structures through the use of realistic simulations of 
the natural sea state. Two-dimensional wave simulations are not realistic for 
this purpose. 

• Group-bound long wave activity is significantly lower in three-dimensional than 
in two-dimensional seas. For the investigation of large floating structures, such 
as tankers, landing strips, floating plants, which will be subject to wave group- 
induced drift loads, this will be a significant factor. Three-dimensional waves 
will lead to smaller drift displacements and mooring loads. 

• The excitation of harbour seiches will be smaller with three-dimensional than 
with two-dimensional waves. 

• Structures, which have small torsional resistance, will be subject to larger yaw 
motions when subjected to three-dimensional seas. Typical examples of such 
structures are compliant towers or tension leg platforms (TLPs) as well as semi- 
submersibles. 

• Motions of vessels with single point moorings are greater in three-dimensional 
than in two-dimensional seas, resulting also in larger mooring loads. In 
particular, "fishtailing" motions will be accentuated. 

• Dynamic positioning systems for floating structures will be more difficult to 
operate in multidirectional than in unidirectional waves. 

• Wave loading on fixed, long structures can be assumed to be generally smaller 
in multidirectional seas. 

In summary, the absence of correct three dimensional wave simulations can grossly 
underestimate design requirements. Although two-dimensional wave simulations 
can sometimes produce reasonably conservative (i.e. large) results, in many cases 
it would result in excessive over-design. Therefore, model testing in 
multidirectional seas is strongly recommended to improve designs of marine 
structures for cost-effectiveness and safety. 
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CHAPTER 34 

Numerical Validation of Directional Wavemaker Theory 
with Sidewall Reflections 

E.P.D. Mansard,* M.D. Miles* and R.A. Dalrymplet 

ABSTRACT 

A directional wavemaker theory has been developed by Dalrymple to produce a 
desired oblique planar wave train at any cross-section in the basin. This theory, 
which uses the reflections from the sidewalls of the basin, can also account for 
slowly varying depths. This paper describes a numerical validation of this theory, 
for the constant depth situation, by a wave diffraction model that was recently 
verified through an extensive series of experimental investigations. 

1.0   INTRODUCTION 

To generate a specified multidirectional wave field in a laboratory basin, the 
board motions of a segmented wave generator are generally computed on the 
basis of the snake principle. Although this technique is being used extensively, it 
has some limitations. For instance, it cannot account for the effects of reflection 
from sidewalls and the diffraction due to a segmented wave generator of finite 
length. Also, the size of the optimal testing area inside the model basin that 
results from this technique can be quite small, particularly if the maximum angle 
of directional spread is large. In order to overcome some of these limitations, 
research has been under way in leading hydraulics laboratories around the world 
into improved techniques for the simulation of multidirectional waves. 

Funke & Miles (1987) developed an extension of the snake principle which can be 
used to obtain a larger useful working area in a multidirectional wave basin. This 
technique, known as the corner reflection method, makes use of intentional reflec- 
tions from partial sidewalls about 5m long on both sides of the basin, extending 
from each end of the wave generator. Like the snake principle itself, however, 
waves generated by this method are still subject to wave diffraction errors. 

*Senior Research Officer, National Research Council of Canada 
^Director, Center for Applied Coastal Research, University of Delaware, U.S.A. 
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Recently, Dalrymple (1989) developed a technique by which an oblique planar 
wave train of any desired angle of incidence can be generated at any pre-selected 
cross-section in the basin. This technique was based on a splitting procedure 
used on the mild slope equation to develop a propagation equation for the wave 
potential within a wave basin with reflecting sidewalls and a bottom which may 
have a slope in the direction perpendicular to the wave generator. The resulting 
equation was solved analytically to determine the wave fields as a function of 
distance from the generator segments, given their motions. 

The major advantage of the Dalrymple theory is that diffraction, refraction and 
shoaling processes are all properly accounted for, within the realm of linear wave 
theory. It is also possible to use this technique to calculate the segmented wave 
generator paddle motions required to produce a pure full-width oblique plane 
wave train at a specified distance, D, from the wavemaker. Multidirectional 
wave fields are typically generated by the linear superposition of many oblique 
plane wave components. If the Dalrymple theory is used to generate each compo- 
nent, instead of the snake principle, then the area of the basin where the desired 
multidirectional wave field can be accurately reproduced will be much larger. 

The analytic solution used in the Dalrymple method is only applicable to the case 
of a wave basin with full-length reflecting sidewalls. The desired oblique plane 
waves are obtained only at the specified distance D from the wavemaker. As the 
waves propagate further down the basin, they gradually become contaminated 
by diffraction and reflection from the sidewalls. The undesired reflection effects 
can be avoided by using side absorbers at distances greater than D, although 
diffraction effects will still occur. In many model testing applications, the use of 
partial-length sidewalls is also necessary to reduce errors which would otherwise 
be caused by sidewall reflection of the diffracted wave field produced by the 
structure being tested. 

It was therefore decided to carry out a numerical study to investigate the per- 
formance of the Dalrymple method in a typical multidirectional wave basin with 
partial-length sidewalls. Wave paddle motions were calculated by the Dalrymple 
method and the resulting wave field in the basin was then computed by using the 
linear diffraction model developed by Isaacson (1989). This model can calculate 
the wave field at any position in the basin, whereas the Dalrymple theory can 
only be used in the region between the reflecting sidewalls. Another reason for 
choosing the Isaacson model was that it has recently been verified by extensive 
experiments in a directional wave basin by Hiraishi et al. (1991). The present 
numerical study was restricted to the case of a constant depth basin because the 
Isaacson model cannot be used for a basin with a sloping bottom. In addition 
to investigating partial-length sidewall effects, the Isaacson model also provided 
an independent verification of the paddle motions predicted by the Dalrymple 
method. 
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2.0 THEORETICAL BACKGROUND OF DALRYMPLE'S THEORY 

A brief description of Dalrymple's theory is outlined here. Dalrymple (1989) 
contains a more detailed presentation. 

The wave basin is rectangular with width 26. The co-ordinate axes are located 
at the centre of the wave generator with the y axis directed along the generator 
and the x axis directed prependicularly into the basin. The sidewalls of the basin 
at y = ±6 are impermeable. 

The mathematical theory used in this model follows the treatment of Dalrymple 
and Kirby (1988) for the combined diffraction and refraction of waves on slop- 
ing beaches. The assumed linear water wave motion is described by a velocity 
potential satisfying the mild slope equation. This mild slope equation, which 
governs the progressive wave mode and neglects the evanescent wave mode, can 
be written as: 

•<.„...o-«..,>=^-.~ (» 

where CCg is the product of the wave phase velocity and group velocity. The wave 
number, k, is related to the water depth, h(x), and the angular wave frequency, 
u>, by the linear dispersion relationship. 

The above equations are consistent with small amplitude assumptions and the 
imposition of a mild bottom slope. At the sidewalls of the basin (y = ±6), there 
is no flow normal to the walls. Therefore, 

^ = 0    on      y = ±6    . (3) 
ay 

To satisfy these two lateral boundary conditions, 

oo 

<j>(x, y) = <}>(x) J2 (an cos \ny + bn sin jny) (4) 
71=0 

where A„ = (nw/b) and jn = (n + \)ft/b for n = 0,1,2,..., oo . 

The reduced mild slope equation becomes two equations: 

h{cc°fx)+
cc^-^^« ^ 

where a = \n or 7n depending on which of the forms of the solution in Equation 
(4) is used. 

The reduced wave potential, <j>, can consist of waves propagating in the positive 
and negative x directions, i.e.   <j>+ and <j>~.   Adopting the splitting procedure, 
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assuming the reflected waves to be small and, therefore, neglecting the negative 
potential <j>~, the total forward propagating velocity potential can be written as: 

where 

tf = E A"° K«(x> A-) eifo"^^ndx cos\ny (7) 
n=0 

ti = E Bno Ksr{x, 7„) e;r V^W* sinlny (8) 
n=0 

and /Cr is the product of the shoaling and refraction coefficients. The subscripts 
e and o refer to even and odd solutions about the y = 0 axis. Some of the 
"progressive" waves are evanescent, those for which An or 7n > k(x). In most 
cases, when only the far wave field is required, the largest value of n to be retained 
in the summation is only on the order of 10-20. Although the solution for the 
velocity potential, <j>, is analytic, the phase integrals are determined numerically 
by the Euler integration method. 

In the parabolic forms of the equation, the condition at the wave paddles (x = 0) 
is an initial condition that forces the wave-induced water motions (defined by 
d(j>/dx) to match the motion of each wave paddle. 

The wave paddle motion is assumed to have a linear phase shift along the y axis, 
leading to the generation of a plane wave train with an angle of incidence, 6, with 
respect to the x axis. Thus, the paddle motion will be described by the real part 
of 

X = S0 g{z) e^-*") (9) 

where g(z) is the vertical dependence of the paddle motion over the water depth, 
Ao = k sin 9 is the y-component of the wave number of the desired wave and So 
is the maximum amplitude of the paddle stroke at the mean free surface. 

The linearized initial condition for this wave generator, in terms of the horizontal 
velocity in the x direction, is specified by even and odd contributions about 
the y-axis. Now matching the even and odd solutions to the horizontal velocity 
determined from the velocity potential at x = 0, and exploiting various orthogonal 
properties of the functions that occur in this problem, the expressions for the 
coefficients Ano and Bno simplify to: 

A    -    2(-l)"50^GAosin(Ao&) 

(AS - K) \/*2 - K b 

and 
n 2»(-l)nS,mGAoco8(Aob) 
£>n0 = 7"   (11) 

(AS - ll) V^2- lib 
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for the case of a wave generator spanning the full width of the basin. 

The wave field generated in the basin, for a given set of paddle motions, can be 
computed with these expressions. Alternatively, if it is required to produce a 
desired oblique plane wave train extending across the full width of the basin at 
a given x location, this can easily be done by determining the initial coefficients 
Ano and B„o, not at x ~ 0 as before, but at the desired location x = XD- This 
yields new values of the coefficients 

and 

A,   _ 4oe-Tv^^ 
V   (n.      \   \ »' L     \/k2—Xl dx Ksr(xD,An) e Jo    v       n 

where Xo is evaluated at XD- The wave paddle motion is now obtained from 
Equations 7 and 8 evaluated at x •= 0, resulting in the summation of various 
sinusoidal motions. 

Although Dalrymple (1989) provides some preliminary validation of this tech- 
nique using the same theory, a more detailed validation has been carried out in 
this study using the Isaacson (1989) diffraction model, which has recently been 
verified by an extensive set of physical experiments. A brief description of the 
Isaacson model and its experimental verification is given below. 

3.0 THEORETICAL BACKGROUND OF THE ISAACSON MODEL 

This model was developed by Isaacson (1989) to predict the wave field in a mul- 
tidirectional wave basin. It is based on linear wave diffraction theory and uses 
a boundary element representation of the segmented wave generator and the re- 
flecting walls of the basin. 

Isaacson defines a velocity potential satisfying the Helmholtz equation within 
the fluid region and the boundary conditions along the generator faces and any 
specified reflecting walls. A suitable radiation condition is also applied so that the 
remaining parts of the wave basin boundary are treated as perfect wave absorbers. 

The potential <j> may be expressed as the potential due to a distribution of point 
wave sources along the generator faces and any reflecting boundaries. Thus, 

^) = ^Jsf(0G(x;()dS (14) 

where S denotes the horizontal contour along the generator faces and fixed walls 
and /(£) represents the source strength distribution function. G(x; £) is a Green's 
function for the potential at an arbitrary point x due to a point wave source 
located at the point £ on S, and dS denotes a differential length along S. 
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The boundary condition along S equates the flow velocity component normal 
to S to the wave paddle velocity along a generator face and to zero along a 
reflecting wall. This gives an integral equation for /(£) which is then solved by 
using a discrete representation of the horizontal contour, S, with a finite number 
of short straight elements and assuming the source strength to be constant over 
each element. Using this approximation, the integral equation is satisfied at the 
centre of each boundary element and is thus reduced to a set of linear equations 
for the source strengths. The velocity potential, (f>, is obtained from the solution 
of these equations and a discrete version of Equation 14. Once the potential is 
known, the height and the phase angle of the waves at any point in the basin can 
be calculated easily. 

The most important parameter in this numerical model is the total number of 
discrete boundary elements that are required to predict the wave field in the basin. 
Reducing the boundary element length increases the accuracy of the predicted 
wave field but eventually leads to excessive computational effort. Hiraishi et al. 
(1991) undertook a numerical investigation to determine the optimum ratio of 
boundary element length to wave length required to obtain reliable results. These 
predictions were subsequently validated by an extensive experimental program. 

4.0  EXPERIMENTAL VALIDATION OF THE ISAACSON MODEL 

The amplitudes and phases of wave trains predicted by this diffraction model for 
different combinations of wave periods and angles of incidence, were compared to 
measurements made at more than 200 locations in a test basin. A brief description 
of this experimental investigation is given below. 

The experiments were carried out in the multidirectional wave basin of the NRC 
Hydraulics Laboratory, which has a length of nearly 20m and a width of 30m. A 
segmented wave generator consisting of 60 segments, each with a width of 0.5m 
is located along one 30m side of the basin. 

Perforated sheet metal wave absorbers, developed by the NRC Hydraulics Labo- 
ratory to yield less than 5% reflection, were installed along the other three sides of 
the basin. Removable sidewalls could be used to cover the side absorbers, either 
totally or partially. 

In order to scan the sea states prevailing at different locations in the basin, a steel 
frame was designed to accommodate nineteen wave gauges. This steel frame, 
shown in Figure 1, was suspended at a single point from a hoist which was in 
turn attached to a trolley. This trolley ran, through remote-control, on a track 
under the ceiling over the centre of the basin aligned in a direction normal to the 
face of the wave generator. The frame could also be rotated about its suspension 
point to make simultaneous measurements of wave profiles along a line parallel 
to the crest of an oblique wave. 

Validation of the Isaacson diffraction model was carried out using both long- 
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Figure 1: Photograph of Steel Frame with Wave Gauges 

crested normal and oblique regular waves. Waves with periods ranging from 
1.5s to 2.25s were produced by the snake principle and also by the NRC corner 
reflection method, using short reflecting sidewalls of approximately 5m length. 

Since the Isaacson model is based on linear theory, wave heights were kept under 
20cm. For each sea state, wave measurements at different cross-sections in the 
basin were carried out by relocating the 19-probe frame at different target posi- 
tions. At each position, wave generation and data sampling were exercised for 
180s. In order to correlate measurements made at the various cross-sections in 
the basin, the data acquisition was synchronized with the activation of the wave 
generator. A large number of tests was carried out to ensure repeatability of the 
sea states. Sufficient time was allowed for the oscillations in the basin to settle 
down between successive tests. While a detailed presentation of these investi- 
gations can be found in Hiraishi et al. (1991), one example of the comparison 
between numerical and physical model results is presented here. 

The points in Figure 2a show the wave height distribution realized at three dif- 
ferent measurement lines, as well as the corresponding numerical predictions, for 
2s waves propagating in a line parallel to the wave generator. The distances of 
these lines, measured from the wave paddles and expressed as Xc, are indicated 
in the figure. 

Figure 2b illustrates results of oblique waves with 6 = 30°, measured in a line 
parallel to the wave generator (i.e. a = 0°) and parallel to the crest line (a — 30°). 
For the sake of easier comparison, the measured wave heights, H, are normalized 
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Figure 2: Comparison of Measured and Predicted Waves for Isaacson Model 

with respect to the target heights, HQ. It can be seen from this figure that the 
measured wave heights agree reasonably well with the predicted ones. Similar 
cases of good agreement were found for all periods except one that stimulated 
cross-mode waves in the experimental basin. Interested readers should refer to 
Hiraishi et al. (1991) for a complete presentation of the results. 

Based on these experimental investigations, it was concluded that the Isaacson 
numerical model can predict the generated wave field quite well for a specified 
basin layout and a specified set of segmented wave generator paddle motions. 

5.0 VALIDATION OF DALRYMPLE'S THEORY 

5.1 Validation Procedure 

Since the Isaacson diffraction model has been extensively validated by the exper- 
iments described above, it was decided to use it to assess the effectiveness of the 
Dalrymple method. Although Dalrymple's theory itself can be used to predict 
the water surface elevation, this can only be done in the region between the re- 
flecting sidewalls. Since the wave field at the wavemaker is rather complex for the 
Dalrymple method, the accuracy of the oblique plane wave produced may also 
be limited by the finite width of the wavemaker segments. The Isaacson model 
allows the wave field to be calculated at all points in a basin of constant depth, 
and also can model the effects of finite segment width. 
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Figure 3: Layout of Basins for Verification of Dalrymple's Theory 

In view of these considerations, the following procedure was used to investigate 
the performance of the Dalrymple method in a typical wave basin: 

• Use Dalrymple's theory to estimate the required paddle motions of the 
segmented wave generator for the reproduction of a given sea state at the 
desired location. 

• Use the computed motions as inputs to the Isaacson diffraction model to 
predict the wave field inside the test basin and determine how accurately 
the desired sea state can be realized at various locations. 

The layouts of the basin used in this numerical procedure are shown in Figure 3. 
These layouts correspond to the NRC Hydraulics Laboratory basin described 
above. Two different cases of sidewall lengths were chosen for this study. Fig- 
ure 3a represents the situation where the two sides are covered fully with reflecting 
walls, while Figure 3b corresponds to sidewalls extending only 10m from the pad- 
dles; the remaining 10 metres on each side consist of absorbers. In both cases, 
the wavemaker was assumed to have a segment width of 0.5m. 

According to Dalrymple's theory, it is possible to reproduce a desired oblique wave 
train at any cross-section in the basin up to the limit of the reflecting sidewalls. 
Consequently, the desired wave train can be produced at any distance from 0 to 
20m from the wavemaker in the layout of Figure 3a but only at distances between 
0 and 10m for the case of Figure 3b. 
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5.2   Results of the Validation Procedure 

5.2.1 Full-length sidewalls 

A comparison of the snake principle with no sidewalls and the Dalrymple method 
with full-length sidewalls is shown in Figure 4 for a wave train with a period of 
T = 1.2s and a propagation angle of 9 = 30°. The wave height distributions for 
both methods were calculated by the Isaacson model. It can be seen that wave 
height uniformity is greatly improved with the Dalrymple method, not only in 
the main diffraction zone at the right, but in the centre of the basin as well. 

Wave height distributions, at various distances from the wavemaker, are shown 
in Figure 5 for the basin layout shown in Figure 3a. These were predicted by the 
Isaacson model using the paddle motions computed by Dalrymple's theory. In 
Figure 5a, the target sea state is a wave train with a period of T = 0.75s and a 
propagation angle of 9 = 15°. In Figure 5b, the target wave train has a period of 
T = 1.20s and a propagation angle of 6 = 30°. In both cases, the reproduction 
distance, xo, is 10m. 

These figures demonstrate the capability of Dalrymple's method. It is interesting 
to note the complexity of the wave field that is required to be produced near the 
paddles to simulate the desired water surface elevation at the specified locations. 
Similarly, the influence on the wave field of the reflection from the solid walls 
extending beyond 10m can also be appreciated. 

5.2.2 Partial-length sidewalls 

Figure 6 illustrates results similar to those in Figure 5 but for the basin layout 
depicted in Figure 3b. A target wave train with T = 0.75s and 9 = 15° was used 
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and wave fields were calculated for two different reproduction distances, XQ. The 
results for XD = 5m and xp = 10m are shown in Figures 6a and 6b, respectively. 
Figure 6b is particularly interesting since it shows the ability to reproduce the 
desired sea state at the end of the sidewalls. As expected, the absorbers located 
beyond the 10m limit of the sidewalls help eliminate the reflections, thus ensuring 
a reasonably good wave field, even beyond the 10m distance. 

Once again, these figures illustrate the validity of Dalrymple's theory. It should 
be noted that, although the water surface elevation realized at the desired loca- 
tions is very good, a small variability (less than 5%) seems to exist and tends to 
increase with wave period. Research is continuing to investigate the reasons for 
this variability. Possible causes include finite segment width effects and the trun- 
cation point used for the summations in the Dalrymple theory (e.g. Equations 7 
and 8). 

6.0   SIZE OF AREA WITH HOMOGENEOUS SEA STATES 

For model studies of offshore or coastal structures, it is important to ensure that 
a large area with a homogeneous sea state is available for testing purposes. For 
this reason, it is of interest to estimate the size of homogeneous area that can be 
obtained using Dalrymple's theory. 

An example of this is shown in Figure 7 which illustrates the boundary inside 
the wave basin where the wave heights can be expected to be within ±10% of 
the target wave height, Ho- The two basin layouts shown in Figure 3 have been 
used. The thick line shows the result for full-length reflecting sidewalls, while the 
dashed line shows the case of partial-length sidewalls. The sea states illustrated 
in Figure 5b were used in these calculations for the full-length sidewall case. 

It can be seen that the homogeneous area extends over the full width of the 
basin at the reference distance of XD = 10m, where the target wave train was 
to be reproduced. At larger x distances, the width of the homogeneous zone 
gradually decreases. In this case, it is better to use a 10m sidewall on one side 
to prevent reflection when x > XQ and a 20m sidewall on the opposite side to 
reduce diffraction effects. However, in the general multidirectional case, with 
waves propagating in both positive and negative directions, it would be best 
to use partial-length sidewalls on both sides. More calculations of this kind 
are under way in order to determine the optimum sidewall length for various 
multidirectional wave situations. 

7.0   CONCLUSIONS 

Dalrymple has proposed a theoretical model to reproduce a planar, oblique wave 
train at any predetermined cross-section in a multidirectional basin. This theory, 
which uses reflections from sidewalls and the mild slope equation for varying water 
depth, was validated numerically for a constant depth situation using the Isaacson 
diffraction model.   The results indicate that Dalrymple's method is indeed a 
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Figure 5a:    XD= 10m,    T = 0.75a,     6=15" 

1 X = 19.0 m 1 
_ 

\/ y •*• ! : N<^_^ 

•     ii~" 

•o yd — 

K 

-15.0 

X = U.O m 1 

-5.0 0.0 5.0 
Y ~ Lateral Distance   (m) 

10.0 

I X = 10.0 m I 
• - " "  I 

1 X =  6.0 m 1  ;  . 
1__ ij\l 

_^y^ :  ry.. 
1  X =   2.0 m  I / 

!/S / 
^^V  W 

V 
15.0 

Figure 5b:    XD = 10m,    T = 1.20s,     9 = 30" 

1.0 

VA/1 
i   /"V y\ 

1 X = 19.0 m 1 
y^_^ 

.VJM... S/y ^ ̂ v    :       ~ 
:   V 

1 X = 14.0 m 1 
:  •  

^   : ^-^  : 

1 X = 10.0 m 1 

~ ; • 

1 X =   6.0 m | 
_: 

1            : 
     _• 

. ;     "   " 

I X =   2.0 m  | 
;^-*^—  : . 

:   ~~— 

-5.0 0.0 5.0 
Y = Lateral Distance   (m) 

10.0 15.0 

Figure 5: Dalrymple Method Wave Height Distributions for 20m Sidewalls at 
Various X Distances from the Wavemaker. 
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Figure 7: Size of Area with ±10% Uniformity for T = 1.20s and 6 = 30° 

powerful tool that can enhance the model testing capability of a multidirectional 
wave basin. Further work is planned at NRC to evaluate the Dalrymple method 
experimentally in a basin with a sloping bottom. 
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CHAPTER 99 

3-D Analysis of Flow around a Vertical Cylinder on a Scoured Bed 

Tomonao Kobayashi1 

ABSTRACT 

Velocity distributions around a vertical cylinder on a scoured seabed under waves 
have been evaluated in three dimensions using a laser Doppler anemometer and 
the mass-consisstent model to explain the mechanism of local scouring in the wave 
fields. Through their comparisons with the measurements over a flat bottom un- 
der the same conditions, effects of the scoured seabed configuration on the vortex 
behavior around a cylinder and the near-bed flow structures have been clarified. 
Namely, the scoured seabed topography causes deformation of the vortices and 
the flow field from a quasi-two-dimensional structure observed above the flat bed 
into a complex three-dimensional structure. The flow around a cylinder has also 
been simulated numerically with a three-dimensional vortex segment model. The 
results have shown a good agreement with those in the experiments. 

1.   INTRODUCTION 

Prediction of local scouring around nearshore and offshore structures is a need for 
engineers, and many researchers have been challenging to estimate the scour depth 
and shape. For example, Well and Sorensen (1970) have found the relationships 
of the ultimate scour depth with the Shields number, Reynolds number, etc. in 
experiments. Sumer et al. (1992) have reported laboratory tests on the scouring 
and expressed the scour depth as a function of the Keulegan-Carpenter (K.C.) 
number with continuous sediment motion on beds. However, to develop a reliable 
prediction model for the local scouring, we need a deeper understanding of the 
scouring mechanism and the flow features near the bed around structures. 

Characteristics of the flow around a vertical cylinder in steady currents 
have been investigated extensively (e.g., Shen et al, 1969; Breusers et al., 1977). 
It has been found that a horseshoe vortex above the scoured bed is a dominant 
factor in the scour process, and that the vortex has a close relationship with the 
bed profile near the cylinder. The vortex behavior above the scoured bed is thus 
a very important factor to consider in the estimation of scouring. 

'Research Associate, Department of Civil Engineering, Tokyo Rika University, 
2641 Yamazaki, Noda city, Ckiba, 278 Japan. 
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Table 1.    Conditions of laboratory experiments. 

Water Depth 
Water Period 
Wave Height 

h 
T 
H 

100 mm 
1.5 s 

38 mm 
Ursell Number Ur 83.8 
Cylinder Diameter 
Maximum Velocity ibove the Bed 

D 
t^max 

48 mm 
167 mm/s 

Keulegan-Carpenter Number K.C. 5.2 

In the wave-related field, relatively few studies have been conducted on 
this topic. Nishizawa and Sawamoto (1988) and Sumer et al. (1992) have studied 
the flow around a vertical slender cylinder under waves using flow visualization 
techniques. They have reported relationships between the flow characteristics 
and the K.C. number based on experimental results for a flat bottom only. In 
case of a scoured bed, there has been even less literature, probably because the 
flow near the scoured seabed shows a highly complex three-dimensional pattern 
owing to the complicated scour shape and the unsteadiness of the main flow itself. 
It should be emphasized, however, this unsteady three-dimensional near-bed flow 
with vortices governs the local scouring around the cylinder. 

The purpose of this study is to recognize the characteristics of the flow 
around a vertical cylinder on the scoured bed under waves. First, to show the 
typical features of the flow and vortices, the measurements of three-dimensional 
velocity distributions around the cylinder are presented for cases of both the flat 
bottom and the scoured bed, Then, the results of flow simulation are shown, 
which have been obtained with a numerical model developed as an initial step to 
build up a local scouring model. 

2.   EXPERIMENTAL PROCEDURE 

2. 1.   Experimental Conditions 
Velocity distributions have been measured around a vertical slender cylinder on 
the flat bottom and on the scoured seabed under the same conditions, which are 
shown in Table 1. The reason why these conditions have been selected is that 
under them, clear scouring had occurred on a movable bed as described below. 
Figure 1 shows the time variation of a water surface elevation in one wave period 
and the vertical distributions of horizontal velocity near the flat bottom at several 
phases without disturbances due to the cylinder. 

In order to determine the scoured bottom topography around the cylinder, 
a movable bed test has been conducted using sand with the medium diameter 
d50 = 0.6mm and the density ps = 2.68g/cm3, for which the maximum Shields 
number t?TO is 0.025. 

The modified final topography is shown in Fig. 2, where the wave direction 
is form the left to the right. The coordinates x, y and z are in the streamwise, 
the lateral and the vertical directions, respectively, and their origin is set on the 
centerline of the cylinder at the elevation the initial flat bottom.   The actual 
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scoured bed topography has been almost symmetric with respect to the vertical 
x-z plane. Furthermore, as explained later, the flow pattern has been also sat- 
isfactorily symmetric. Hence the bed profile has been modified to be symmetric 
and employed in the following experiment. 

As shown in Fig. 2, a pair of deep scour holes are found at the two side 
edges of the cylinder (the hatched part), and two hills are formed near the down- 
wave edges. 

2. 2.  Experimental Apparatus 
Velocity distributions around the vertical cylinder were measured in full detail 
using a two-dimensional laser Doppler anemometer, which was set on a movable 

77 mnv 
254 
2& 
1 5 
10 

5- 
0  

-5 -if 
-id  

(a) Water surface profile 

20 

\ % i >    1   2.= |l=3 i T          T 

0.2 m/s 
(b) Velocity distributions near the flat bottom 

Fig. 1.    Water surface profile and velocity distributions above the flat bottom. 

Fig. 2.    Contour map of the scoured bed around a vertical cylinder. 
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table. A personal computer was used to control the movable table and a wave 
maker, and to acquire the output from the anemometer and a wave gage. Thus 
the velocity distributions around the cylinder near the bottom were automatically 
recorded by the computer. Nearly 5,000 points of velocity measurement were 
distributed around the cylinder, and the phase-average velocity data for 100 waves 
were obtained at each point. 

Since the K.C. number is low as shown in Table 1, the flow pattern was 
highly symmetric with respect to the vertical x-z plane; the symmetry plane is 
y = 0mm. Therefore the velocity distributions were measured only in one side 
(y > 0). The anemometer directly measured only the two velocity components u 
and w, in the x and z directions, respectively. The velocity component v in the y 
direction was not measured but estimated with the following MASCON model. 

2. 3.   MASCON Model 
The MASCON (mass-consistent) model, developed by Sherman (1978) to adjust 
field measurement data of wind, is useful to estimate three-dimensional velocity 
distributions as properly adjusted in a mass-consistent flow field over a complex 
topography. This model has often been applied to the adjustment of the field 
velocity data in meteorology. However, its applications to laboratory experiments 
are very few (e.g., Hino et aL, 1989). In the present study, this model is applied 
to the evaluation of the velocity component v, which was not measured in the 
experiments. 

The specific function of this model is 

E(u, v, w, X) =        [ax
2{u - u0f + ay

2(v - v0)
2 + a2{w - w0)

2 

dx dy dz (1) 
Idu     dv      dw 

\dx      dy      dz 

where u0, v0 and w0 are observed velocity components, u, v and w are adjusted 
ones, A is the Lagrange multiplier, and each a is a Gauss precision modulus. 

The solutions which minimize a value of this function E satisfy the follow- 
ing relations. 

1    dX 

J_#A 
a,2 dx2 

2ax
2 dx (2) 

1   dX 

2ay
2 dy (3) 

i  dx 
W    =    W°+ 2az* dz (4) 

du     dv     dw 
ir + ir + Tr = ° dx     dy      dz (5) 

ty2 dy2      a2 dz2            \ dx       dy       dz ) (6) 

Values of the adjusted velocity component u, v and w are estimated from Eqs. 
(2) to (6). 
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Since the purpose of the application of this model to the present study 
is to evaluate the velocity component v from the other two measured velocity 
components u0 and w0, the condition that ay

2 is larger enough than ax
2 and a2 

must be introduced. Otherwise the adjusted velocity components u and w would 
severely deviate from the measurements of u0 and w0 in this model. Hence, values 
1.0, 5.0 and 1.0 are employed for ax, ay and az, respectively, and v0 is set to be 
zero in this study. 

3.   EXPERIMENTAL RESULTS 

3. 1.   Flow Field above the Flat Bottom 
First the velocity distributions above the flat bottom were measured under the 
conditions given in Table 1. Figure 3 shows the phase-average velocity distribu- 
tions in horizontal planes at z = 2mm and z = 8mm. The direction of wave 
propagation is from the left to the right, and the phase 0 = 0 corresponds to 
the time when the wave crest passes the location of the cylinder. Since Fig. 3 
shows the velocity distributions in horizontal planes, the velocity components u 
and v are indicated by vectors, and the to-component is shown as contour lines in 
the figure. Solid and dashed contour lines mean ascending and descending flows, 
respectively. 

A pair of vortices are shed in the wake region after the passing of the wave 
crest or the trough as shown in Fig. 3 b, d, g and i. As the waves are finite 
amplitude waves, whose Ursell number is 83.8, the main flow under the wave 
crest is much stronger than that under the wave trough as shown in Figs. 1 and 
3. However, the weak opposite-directional main flow continues longer than the 
strong shoreward flow under the wave crest. Hence, the vortices shedding from 
the cylinder at the up-wave side of the cylinder grow bigger than the ones at 
the down-wave side of the cylinder as represented in Fig. 3 b, d, g and i. These 
vortices at the up-wave side of the cylinder induce the intense flow on the surface 
of the cylinder, as shown in Fig. 3 e and j. Then, this intense flow supposedly 
picks up sand and forms a pair of the scour holes at the two side edge of the 
cylinder in Fig. 2. According to the contour maps showing the distributions of 
w, concentration of the intense descending flow occurs in the wake, whereas the 
weak ascending flow regions extend widely around the cylinder to balance the 
descending flow. 

The difference of the velocity distributions between the planes at z = 2mm 
and z = 8mm is negligible. The velocity distribution at the plane z = 22mm is 
also similar to them. This indicates that the flow field above the flat bottom is 
approximately two-dimensional, namely, uniform in the vertical direction. 

Figure 4 shows the distributions of the flow with vorticity vectors at the 
wave phase 8 = 7r/8, immediately after the wave crest passing. It is seen in 
Fig. 4, the axis of the vortex shed from the cylinder is nearly vertical. This fact 
also means that the flow field above the flat bottom is almost two-dimensional or 
uniform in the vertical direction. The shed vortex is deformed down-wave near 
the bottom owing to the strong descending flow in the wake. 
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Fig. 4-    Vorticity vector distributions above the flat bottom at 6 = TT/8. 

3. 2.   Flow Field above the Scoured Seabed 
The velocity distributions above the scoured seabed were measured under the 
same conditions with those for the flat bottom (Table 1). To perform the mea- 
surement, the scoured bottom topography shown in Fig. 2 was modeled in wood 
and surfaced with sand of dbQ = 0.6mm. Figure 5 shows the velocity distributions 
in horizontal planes at different heights above the scoured seabed at 9 = 0 and 
9 = 7r/4. The flow structure is very complex because of the scoured bed topog- 
raphy. It is observed that the flow rises over the slope from the scour hole to 
the hill, and that strong ascending flow occurs at the down-wave side edge of the 
cylinder. At the phase 9 = TT/4, the wake grows in the lee of the cylinder, where 
the strong flow toward the opposite direction appears at the heights z = 6mm 
and z = 10mm. This is not clearly observed at other heights. 

Figure 6 shows the velocity distributions in the vertical x-z planes at the 
phase 9 = w/4, in which the cylinder is represented by pairs of the vertical straight 
lines, the velocity components u and w are shown as vectors, and the ^-component 
is indicated by contour lines. The direction of wave propagation is again from the 
left to the right. In the symmetry plane (y = 0mm), the descending flow appears 
in the wake, while in the other planes a vortex with a horizontal axis is clearly 
seen. 

Figure 7 shows the time evolution of this horizontal vortex. The vortex 
develops as the wake grows after the wave crest passing, and then it disappears 
when the main flow decelerates. It is observed from this figure that this vortex 
induces local intense flow near the bed in a very short period. Under the present 
conditions, the intensity of this flow was enough to pick up sand. Then, it is 
seemed that this vortex has a close relationship with the local scouring around 
the cylinder. 

The structure and the time evolution of the vortex are shown in Figs. 8 
and 9, respectively, with vorticity vectors. The bird's-eye view in Fig. 8 shows 
that an arch-shaped vortex with its feet on the hills is formed in the lee of the 
cylinder, and the side view indicates that the vortex leans down-wave. The 
vortex concentration is strong at the feet and becomes weak upward or towards 
the symmetry plane. 

According to Fig. 9, the arch-shaped vortex does not appear immediately 
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before and at the phase of wave crest passing (6 — 0); the vortex starts to be 
produced soon after the crest passing, and then gradually develops and leans 
down-wave. It is concluded from Fig. 9 that the interaction of the vortex shed 
from the cylinder and the separation over the hills induces the arch-shaped vortex 
above the scoured bed. 
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3. 3.   Comparison between the Two Flow Fields 
The results of the two experiments are compared to study the effects of the bottom 
profile on the flow structures. 

The vorticity vector distributions in Fig. 4 indicate that the axis of the 
vortex shed from the cylinder is almost vertical above the flat bottom. Conse- 
quently the flow structure does not change significantly in the vertical direction. 
On the other hand, as shown in Figs. 8 and 9, the velocity distributions over the 
scoured seabed are very complex and the vortex is deformed into arch-shape. The 
separation over the hill forces the vortex shed from the cylinder to change to this 
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Fig. 8.    Vorticity vector distributions above the scoured seabed at 6 = 7r/4. 
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Fig. 9.    Time evolution of the vortex above the scoured seabed. 
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arch-shaped one, as explained in the last section. Then this vortex drives local 
intense reversing flow close to the bed near the down-wave edge of the cylinder as 
shown in Fig. 9. Furthermore the flow produces the scour hole at the down-wave 
edge of the cylinder between two hills as represented in Fig. 2. 

From the comparison between the vorticity distributions above the flat 
bottom and the scoured seabed, it is thus concluded that the deformation of the 
vortex shed from the cylinder is caused by the effect of the locally scoured seabed 
configuration. In other words, the rugged seabed topography causes change in 
the shedding and developing processes of the large vortex from the quasi-two- 
dimensional to the complex three-dimensional structure. 

4.   NUMERICAL SIMULATION 

4. 1.   Vortex-Segment-Model 
A three-dimensional Vortex-Segment-Model has been adopted to simulate the 
flow around a cylinder. This model is one of the Discrete-Vortex-Methods, which 
deal with a flow field as a vorticity field and are useful to understand the behavior 
of vortices. Since an element of this model is a vortex segment with finite length, 
each segment does not satisfy Kelvin's circulation theorem rigidly. However, the 
model treats a vortex filament as a group of the segments, and hence the theorem 
is almost fulfilled in this model. Its validity has been reported by Shirayama 
et al. (1984) and others. Differing from the other Discrete-Vortex-Methods, this 
model can easily express the cut-and-connect processes of vortex filaments and 
the production of vorticity on the surfaces of solid boundaries due to the non-slip 
boundary condition. This model is thus useful to simulate the flow fields with 
the solid boundaries in them. 

In this model the structure of a vortex segment is assumed as illustrated 
in Fig. 10, and an induced velocity vector for each vortex segment is given by 

r    [r> (x - s) x t(s) 
UiB   =_I7/. i |3      d*> ^ 47T JVi |SB - S\ 

where u(x) is the induced velocity vector at a point x, s is a position vector along 
the axis of the vortex segment, t(s) is a unit vorticity vector at the position s, and 
7"i and V2 are the positions of the two ends of the segment. A finite core radius 
of the vortex segment is assumed in this model for the stability in numerical 

Fig. 10.    The structure of a vortex segment in the Vortex-Segment-Model. 
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Fig. 11.    Computational domain. 

computation. To simulate the flow field, a large number of vortex segments are 
distributed in the computational domain. 

4. 2.   Results of the Simulation 
The model has been applied to the numerical simulation of the near-bottom 
flow field around a vertical slender cylinder under waves. The bottom of the 
computational domain is flat as shown in Fig. 11. The non-slip condition is 
imposed on the surfaces both of the cylinder and of the flat bed, and therefore 
the vorticity is produced on these solid boundaries. The numerical simulation has 
been conducted under the condition that the Ursell number is 25 and the K.C. 
number is 5.0, which is close to that of the laboratory experiments. 

(a) Top View 

(b) Side View 

Fig. 12.    Vortex segment distributions at 6 = 7r/4. 
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_ To satisfy the solid boundary conditions mirror-imaged vortex segments 
are introduced for the flat bottom boundary, and fixed vortex segments are put 
on the surface of the cylinder. In addition, new vortex segments are generated 
in close proximity from the solid boundaries to satisfy the non-slip condition in 
every computational steps. 

Figure i2 displays one of the vortex segment distributions obtained by this 
model. As shown m this figure, flow fields are represented with a number of vortex 
segments. Under the computational conditions of this study, the distributions of 
vortex segments are almost symmetric with respect to the vertical x-z plane 
which is consistent with the experimental results. ' 

The evaluated velocity distribution in the horizontal plane near the bed 
and the corresponding experimental result are shown in Fig. 13. It is found that 
the vortex shedding is well simulated in this case. These figures indicate a fairly 
good agreement, which implies the validity of this numerical model. 

5.   CONCLUSION 

The near-bed velocity distributions around the vertical slender cylinder under 
waves have been measured and estimated in full detail above both the flat bottom 
and the scoured seabed.    The following characteristics of the flow have been 

Result of the Numerical Simulation ( z = D/20 ) 

0.1 m/s    —- w : O.Olm/s 

(b)  Experimental Result ( z = D/8 ) 

Fig. 13.    Velocity distribution in a horizontal plane at 6 = TT/4. 
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found. Above the fiat bottom, the axis of the vortex shed from the cylinder 
surface is almost straight and vertical. On the other hand, the arch-shaped 
vortex is formed over the scoured seabed. This arch-shaped vortex drives the 
local intense reversing flow close the bed near the down-wave edge of the cylinder. 
It is therefore clear that the rugged seabed shape has a significant influence on the 
shedding and deforming processes of large vortices to change the flow pattern from 
the quasi-two-dimensional to the complex three-dimensional structure. Since this 
three-dimensional vortices cause local intense flow near the bed, the behavior of 
the vortices is thus very important to study local scouring processes around a 
vertical cylinder. 

In addition the flow around a cylinder over the flat bottom has been sim- 
ulated numerically with a three-dimensional Vortex-Segment-Model. The results 
of the simulation have shown a good agreement with those obtained in the lab- 
oratory experiments. Hence it is concluded that the numerical model presented 
here is a promising one for analysis of the scour process and for prediction of the 
scouring. 

ACKNOWLEDGEMENTS 

I thank Professors A. Watanabe and M. Isobe of the University of Tokyo for their 
suggestions in this study. 

REFERENCES 

Breusers, H. N. C, G. Nicollet, and H. W. Shen (1977): Local scour around 
cylindrical piers, Journal of Hydraulic Research, Vol.15, No.3, pp.211-252. 

Hino, M., Y. Meng and M. Murakami (1989): An attempt of estimating a whole 
instantaneous velocity field from sparse velocity data, Technical Report No.41, 
Dept. of Civil Eng., Tokyo Institute of Technology, pp.1-8. (in Japanese) 

Nishizawa, M. and M. Sawamoto (1988): Local scour around a vertical cylinder 
under the wave action, Proc. of the 6th Congress of APD-IAHR, pp.121-128. 

Sharman, C. A. (1978): A mass-consistent model for wind fields over complex 
terrain, Journal of Applied Meteorology, Vol.17, pp.312-319. 

Shen, H. W., V. R. Schneider and S. Karaki (1969): Local scour around bridge 
piers, Journal of the Hydraulics Division, ASCE, Vol.95, HY6, pp.1919-1940. 

Shirayama, S. and K. Kuwahara (1984): Vortex method in three-dimensional 
flow, Proc. of the 9th Inter. Conf. on Numerical Methods in Fluid Dynamics, 
Springer, pp.503-507. 

Sumer, B. M., J. Freds0e, and N. Christiansen (1992): Scour around vertical pile 
in waves, Journal of Waterways, Port, Coastal and Ocean Engineering, ASCE, 
Vol.118, No.l, pp.15-31. 

Wells, D. R. and R. M. Sorensen (1970): Scour around a circular cylinder due to 
wave motion, Proc. of the 12th Coastal Eng. Conf., pp. 1263-1279. 



A description of the "acqua alta" event on 5th October 

the Organizing Committee 

Introduction 

""Certainly the "acqua alta" on the first morning of the Conference was a 
memorable event which every coastal engineer should experience in part because 
it underscores one of the problems that may face the next generation of coastal 
engineers. Our colleagues that were unable to attend the Conference will be 
envious of the opportunity to wade to the first session, barefoot and shoes and 
socks in hand! The sessions and chapters in the Proceedings on the history and 
plans relating to Venice Lagoon and the protective barrier islands will serve as 
valuable source documents for the future. The venue in Venezia was both 
appropriate and unforgettable."" (from a letter of Robert Dean). 

What a better introduction than these few words of the new CERC 
President. Following this stimulation the Organizing Committee has asked some 
near participants1 to supply a description of the event in order to fix the 
experience of those who were present and to give a pale idea to those who could 
not attend the Conference. 

The meteo- and oceanographic situation 

On the first days of October 1992 the meteorological situation over the 
Mediterranean Sea was characterized by an almost uniform and relatively high 
atmospheric pressure distribution. Wind speeds and wave heights were very low 
throughout the basin, due mainly to local actions. This situation changed 
abruptly on October 3rd (Saturday), when an energetic flow of north-westerly 
cold air entered the Gulf of Lion from the Carcassonne passage between the 
Pyrenees and the Massif Central in south-western France (see figure l.a, relative 
to 00 UTC 3 October '92). 
Interacting with the still warm water of the Western Mediterranean Sea, this led 
to an intense cyclogenesis. A low centered over Corsica developed (see figure 
l.b, relative to 00 UTC 4 October '92) with southerly winds on its 
eastern side, i.e. over Italy. The flow was intensified by the opposing high 
pressure zone located over eastern and northern Europe. 

The southerly wind produced high wave conditions on the Ionian Sea, 
particularly on the facing Italian coasts. Over the Adriatic Sea the parallel 
Appennines   ridge  on   the  Italian  side   and  the  Dynaric  Alps  on  Yugoslavia 

1Luciana Bertotti, CNR-ISDGM Venice, provided the meteorological description, 
Manlio De Boni, TEI Milano, the wave records, Giovanni Cecconi, Consorzio Venezia Nuova, 
and Paolo Canestrelli, Centro Previsioni Maree Venezia, provided the description of the tide, 
Leopoldo Franco and Ferruccio Egori the photographs. 

3496 
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Fig. 1.   Weather map at 3-10-92 (a) and 4-10-92 00 UTC (b) 



3498 COASTAL ENGINEERING 1992 

channeled the flow leading to an intense south-easterly wind all along the 
Adriatic Sea. This is well shown by the distribution of surface wind at 06 UTC 4 
October '92 obtained with the meteorological model of the European Center for 
Medium Range Weather Forecasts, Reading, U.K. (see figure 2). 

Wave reacted rapidly. The peak conditions were reached in the first 12 
hours of 4 October, with significant wave height Ks = 2.0 m at Pescara, in the 
mid Adriatic, and YLS = 3.4 m at the oceanic platform of ISDGM, 8 miles off the 
coast of Venice. The two positions, together with the more southerly Monopoli 
location in the Adriatic Sea and Crotone in the Ionian coast, are indicated by 
black dots in figure 2. Figure 3 shows the time series of Hs at these four 
locations throughout the storm. 

OS GMT    4 OCT 1992I0M WIND AN   1 

MACICS <.l   croy/uiicos - dou 3 Hovombor  1992   ll:26:<3 

Fig. 2.   Surface wind on J^-10-92 06 GMT and wave gauge locations 

The later decrease of wind speed, following the expansion and filling of 
the atmospheric low, left in the Adriatic Sea a swell propagating towards North- 
West, clearly recognizable in the records of figure 3. 

The storm surge in Venice 

On Sunday the 4th, at neap tide, without any storm surge, a maximum 
level of 40 cm due only to the astronomical tide was expected at Punta della 
Salute, but because of the strong wind along the Adriatic Sea and the local 
atmospheric low pressure the water level reached 119 cm, with a storm surge 
component of about 80 cm (see figure 4). 

Due to the persistent meteorological conditions, the water level raised on 
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the following day, the first day of the Conference, flooding the town since 6 am. 
The flood lasted almost five hours till 11 am reaching the maximum level of 126 
cm at 9 am just in time for the opening lecture. During the peak San Marco 
Square was covered by 46 cm of water and 50 % ot the town was flooded. 

Should the storm surge have occurred in a spring tide period, when the 
normal high water level is 75 cm, the water would have been 35 cm higher and 
the flood would have reached 80% of the town (cf. figure 5). 

The effects 

The flood caused more damages and delays than usual due to the peculiar 
time of occurrence: early on Monday morning, following immediately a holiday. 
Visitors in particular had difficulties in getting a pair of boots and the 120 cm 
high walk-ways were not high enough to give a dry passage to the people without 
boots. 

Photo 1 gives you a "look of the quay" near San Marco Square on 
Monday morning. On the opposite side of the channel participants in the 
Conference were entering Fondazione Cini with some trouble, cf. photo 2. 

Notwithstanding the surprise of participants in the Conference, the flood 
on Monday October the 5th was not an exceptional one. During the years 1980- 
'89 this level was exceeded twelve times (cf. figure 5) and its return period is 
close to one year. 
Comparing this flood to historical records, the water depth reached in San Marco 
Square was just one third of that reached on November 4th 1966, when the most 
severe recorded flood reached 114 cm water depth in San Marco Square (194 cm 
recorded water level). 
The Conference event was actually much more unexpected than his bare return 
period tells. Actually most events occurs in late fall and winter and near spring 
tide and the return period of the "unexpected" storm surge is about 5 years. 
The sturm surge may be decomposed into a quasi static component and in a 
seiche component, whose main period is ~ 21 hr. During Sunday and monday 
the seiche component was in phase with the astronomical tide; in the following 
days the seiche amplitude was decreasing and the phase was lost, determining a 
rapid reduction of high water level. 

Subsidence has some influence on the effects of high storm surge events. 
The reference level above which tide is measured in Venice is the mean sea level 
in 1897. Nowaday the mean sea level as a consequence mainly of subsidence is 
about 22 cm above datum and increases at the approximate rate of 0.1 cm/year. 

Table 1 Components of tide elevation in Venice,   [ cm] 

Normal 4 Nov. 66 5 Oct. '92 Normal 
spring tide "acqua alta" 

Mean sea level 22 20 22 22 
Astronomical tide 50 25 20 38 
Storm surge - 150 84 60 

quasi static - 100 40 30 
seiche - 50 44 30 



"ACQUA ALTA" EVENT 3501 

(jsqiu) soiuaA ui ejnsssjd -unv 

E 
< 

o 
c 
> 

ill 
o o 

CO 
CM 

CD 
sz 

o c 

•o 
a> 
O) 
3 
</> 

E 
o 

CO 

a) 
E 

(wmep e)n|BS Bfj eAoqe uio) |3A9| J8)EM 



3502 COASTAL ENGINEERING 1992 

I 

§> 

Si 
a 

-a 
e 

a 
s to- 

co 

I 
e a 

-53 
s 
a 

CD 
e 
a 



"ACQUA ALTA" EVENT 3503 

150-160 

E 140-150 
o 

-2 130-140 
> 
~ 120-130 

E 110-120 
o 
g 100-1 10 
w 

g    90-100 

i 
JKSKS?:?? so% 1         T^ " 

3$ Venice flooded areas (%) 

D N° of floods 

:?::::::::::3 72% 

J* 
::S£$3 6S% 

gas2» 
]3^ 

40% 
:  13 

£*££?« 
\41 

s*%_ '   1 
37 ! 

80-90 8 4% 
301 

•',-;;„ 

5 0 100 150 200 250 300 350 

Fig. 5.   Number of floods in Venice in the ten years from 1980 to '89 

Photo 2.   Delegates entering Fondaziom: Cini on Monday morning 





SUBJECT INDEX 
Page number refers to first page of paper 

Absorbers, 281,726 
Access roads, 2745 
Accretion, 1129, 2205, 2233, 3260, 

3357 
Accuracy, 212, 460, 590, 777 
Adaptive systems, 551 
Advection, 2500 
Aeolian sands, 3319 
Aerial photographs, 2332, 2450 
Aggradation, 4 
Air entrainment, 1639 
Air water interactions, 308 
Amplification, 3343 
Amplitude, 804 
Analog models, 1869 
Analysis, 267, 1414 
Analytical techniques, 737, 1341, 2122, 

3343 
Application methods, 212 
Approximation methods, 644 
Armor units, 1053, 1091, 1285, 1341, 

1400, 1679 
Atmospheric boundary layers, 874 
Attenuation, 563, 2786 
Australia, 240, 1129,3319 

Backwashing, 2358 
Barges, 3149 
Barrier design, 1851, 2694 
Bars, 51, 2001, 2219, 2370, 2745 
Bathymetry, 391,2242 
Bayesian analysis, 62, 281 
Beach cusps, 2205 
Beach erosion, 792, 1272, 1400, 1959, 

2057, 2136, 2219, 2556, 2772, 
3331,3426 

Beach nourishment, 1129, 2043, 2265, 
2464, 2474, 2581, 3305, 3319 

Beaches, 240, 630, 883, 974, 1461, 
1924, 1973,2219,2358,3357 

Bed load movement, 2084 
Bed movements, 2321, 2370, 2917 
Bed ripples, 2164, 2383, 2424 
Berms, 1161, 1203, 1448, 1651, 1758, 

2136 
Blocks, 1091 
Boston, 3285 

Boulders, 1078 
Boundary conditions, 142, 644, 1030 
Boundary element method, 253, 526, 

1189, 1327, 1461, 1599, 1799 
Boundary layer. 350, 2397, 2424, 2629, 

2811,3189 
Boundary shear, 1517 
Boundary value problems, 672 
Brazil, 551 
Breaking, 960, 990, 1461, 2001 
Breaking waves, 42, 89, 103, 156, 240, 

253, 419, 488, 576, 698, 918, 1078, 
1101, 1357, 1545, 1772, 1785, 
1910, 1973,2043,2095,2279, 
2321,2344,2642,3012 

Breakwaters, 170,792, 1006, 1020, 
1044, 1053, 1067, 1101, 1115, 
1153, 1161, 1189, 1203, 1258, 
1299, 1313, 1327, 1357, 1400, 
1420, 1489, 1531, 1559, 1613, 
1679, 1959, 3343, 3399 

Bubbles, 1639, 1785 
Buoyancy, 1867 
Buoys, 405, 1840 

Caissons, 1475, 1625 
Calibration, 76 
California, 1285 
Canada, 3230 
Channel improvements, 2724 
Channels, waterways, 2786, 2879, 3040 
Characteristics, 253, 281, 295 
Circulation, 2122 
Classification, 1545, 1896 
Closed form solutions, 907 
Cnoidal waves, 737 
Coastal engineering, 1 
Coastal environment, 3496 
Coastal structures, 1758, 1772, 1785, 

2599,2799 
Cohesive sediment, 3107, 3121 
Columbia River, 2893 
Comparative studies, 62, 76, 1651, 2108 
Computation, 89, 1734 
Computer models, 1420, 1448 
Computer programs, 3260 
Concrete blocks, 1573 

Vol. 1   1-1202     Vol.2   1203-2410     Vol.3   2411-3516 
3505 



3506 COASTAL ENGINEERING 

Consolidation, 2962 
Consolidation, soils, 2949 
Construction, 2029, 2599, 2926, 3149, 

3285, 3305 
Correlation analysis, 378, 737, 946, 974 
Cost effectiveness, 1503 
Currents, 184, 563, 604, 618, 672, 684, 

698, 712, 1938, 2015, 2500, 2528, 
2542,2567,2613,2629,2680, 
2724, 2799, 2811, 2839, 2867, 
2893, 2937, 3093, 3163, 3246 

Curvature, 184 
Cylinders, 2867 

Damage accumulation, 1420 
Damage assessment, 1020, 1679 
Damage prevention, 1006, 1091 
Dams, 2669 
Data analysis, 1067, 1666, 1812, 1840, 

1867, 1987,2057,2136,2265, 
2397, 2567, 2599, 2745, 2962, 3371 

Data collection, 1910, 2191, 2251 
Decomposition, 51, 526, 777 
Deep water, 184, 322, 364, 630, 658, 

1231, 1625 
Depth, 4, 846 
Design, 1503, 1613, 2029, 2474, 2599, 

3285 
Design criteria, 1115, 1217, 1385, 1489 
Design data, 1357, 1625 
Design improvements, 1053, 1371 
Design waves, 644, 1851 
Development, 1840 
Diffraction, 129, 1044 
Diffusion, 3202 
Dikes, 526 
Dimensional analysis, 1231 
Dispersion, 42, 2735, 2758, 3189 
Displacements, 1448 
Dissipation, 1613 
Distribution patterns, 103, 308 
Dolos, 1231, 1285, 1385 
Drainage systems, 1129 
Dredging, 2629, 2724 
Dunes, 2669 
Dynamic analysis, 1357, 1475 
Dynamic response, 1475 

Earthquake loads, 3343 
Ecosystems, 2710 
Efficiency, 726, 1371, 1613, 1959 
Eigenvectors, 62 

Elevation, 240 
Empirical equations, 1559 
Energy conservation, 1245 
Energy dissipation, 103, 308, 336, 502, 

540,563, 1101,2786 
Energy losses, 1313, 1517, 3040 
Energy transfer, 336, 460, 526 
Entrainment, 308, 336, 2500 
Equations of motion, 76, 391, 474 
Equilibrium profile, 1973, 2556 
Equipment, 295 
Erosion, 4, 1812, 2205, 2265, 2464, 

2669, 2937, 2976, 3260, 3273 
Erosion control, 1748, 2581, 3081, 

3246,3331,3385,3413 
Estimates, 62, 512 
Estuaries, 2542, 2745, 2879, 2962, 3054, 

3121,3371 
Evaluation, 432, 2043 
Evolution, development, 42 
Examination, 267, 1896, 2370, 3357, 

3399 
Experimental data, 308, 378, 405, 447, 

540, 604, 974, 1044, 1161, 1258, 
1503, 1559, 1613, 1959,2015, 
2279, 2642, 2772, 2917, 3163 

Experimentation, 488, 576, 2358 

Failure modes, 1006 
Failures, investigations, 1053, 3343 
Fatigue, 1354 
Feasibility studies, 2581 
Fiber optics, 1327 
Field investigations, 2486, 2694, 2879, 

2949 
Field tests, 240, 488, 590, 804, 832, 846, 

894, 907, 946, 990, 1175, 1420, 
1587, 1625, 1734, 1867, 1879, 
1924, 1987,2043,2164,2176, 
2205, 2293, 2307, 2397, 2528, 
2542, 3026, 3230 

Finite difference method, 860 
Finite element method, 1599, 1706, 

2902, 3068 
Flexibility, 1613, 1748 
Flocculants, 3178 
Flood control, 1851 
Hooding, 3496 
Floods, 2917 
Florida, 2057 
Flow, 76, 2150, 2655 
Row characteristics, 698, 3482 



SUBJECT INDEX 3507 

Flow distribution, 1720 
Flow patterns, 1938 
Flow resistance, 1101, 1153 
Flow simulation, 170, 1030 
Fluid dynamics, 1938 
Flumes, 142, 419, 447, 502, 818, 1067, 

1142,2108 
Force, 1078 
Forecasting, 116, 1826, 1865,2057, 

2176, 2242, 2293, 2513, 2825, 2902 
France, 1414 
Free surfaces, 89 
Frequency, 364, 391, 832, 918, 1639 
Frequency analysis, 156, 322, 447, 474, 

846 
Frequency distribution, 894 
Friction, 350, 960, 1217, 2786 
Full-scale tests, 1573, 1748, 2084 

Gabions, 1748 
Gaging stations, 295 
Gas pipelines, 2029 
Germany, 1573 
Grain size, 2071,2251,2293 
Gravity waves, 184 
Great Britain, 1987 
Great Lakes, 2976 
Groins, structures, 2332, 3357 
Growth projections, 2655 
Gulf of Mexico, 2629 
Gulfs, 712 

Harbor engineering, 295 
Harbors, 804, 832, 1044, 3081, 3216, 

3230 
Headwalls, 3426 
Hurricanes, 644 
Hydraulic models, 281, 1217, 1272, 

1341, 1475, 1531, 1879 
Hydraulic pressure, 1217 
Hydraulic structures, 1693 
Hydrodynamics, 1869, 2233, 3068, 3454 

Impact forces, 1545, 1785 
Impact loads, 1475 
Impact tests, 1067 
Instrumentation, 405, 1666, 2191 
Intake structures, 3107 
Integral equations, 142 
Interactions, 184, 460, 604, 672, 712, 

1924,2710 
Islands, 2450 

Israel, 322, 3399 
Italy, 1826, 1840, 1851, 1865, 1867, 

1869,3305,3413 

Japan, 2486, 3331, 3426 
Jetties, 3040 

Kinematics, 618, 644, 1327 

Laboratories, 212, 281, 336, 488 
Laboratory tests, 630, 658, 792, 883, 

960, 1101, 1175, 1313, 1400, 1489, 
1734, 1947,2001,2176,2191, 
2411, 2438, 2500, 2528, 2976, 3468 

Lagoons, 4, 1812, 1826, 1851, 1865, 
1867, 1869, 1879 

Landfall, 2029 
Lasers, 308 
Least squares method, 777 
Limiting factors, 551 
Linear analysis, 184 
Linear functions, 460 
Liquefaction, 2937 
Littoral currents, 2642, 2655, 2758, 

2999,3012 
Long waves, 447, 792, 804, 832, 860, 

883, 960, 974, 2438, 2999 

Maintenance, 1006, 1693,2745,2926 
Mass transport, 3093 
Mathematical models, 502, 960, 1078, 

1639, 1865, 1869, 1879,2613, 
2724, 2839 

Measurement, 618, 792, 818, 974, 1587, 
1651, 1758,2084,2279,2321, 
2358, 2383, 2542, 2825, 3026, 3178 

Measuring instruments, 212, 295 
Mechanical engineering, 1693 
Meteorology, 116, 3496 
Mining, 3331 
Mixing, 1867, 2642, 2758, 2853, 2999, 

3202 
Model tests, 1020, 1115, 1231, 1245, 

1434, 1489, 1545,2669,3454 
Model verification, 2567 
Modeling, 1947, 2893, 3121, 3202 
Models, 42, 51, 116, 364, 474, 576, 698, 

712, 860, 1203, 1812, 1973, 2108, 
2122,2150,3012,3054,3081 

Monitoring, 1006, 1285, 1420, 1666, 
2332,3305,3319,3385 

Mooring, 3216 



3508 COASTAL ENGINEERING 

Morphology, 1812 
Mud, 2735, 2879, 2937, 2962, 3093 

Nearshore circulation, 226, 364, 860, 
2758,2811,2825 

Netherlands, 2474, 2581, 2599 
Network analysis, 1840 
New York, State of, 3357 
Nile River, 3246, 3260, 3273 
Nonlinear analysis, 350 
Nonlinear differential equations, 460 
Nonlinear response, 156 
North Carolina, 2219 
North Sea, 874, 2029, 2307 
Numerical analysis, 142, 322, 712, 

1531,2450 
Numerical calculations, 540,737, 946, 

1161,2424 
Numerical models, 51, 62,76, 89, 129, 

170, 199,350,391,419,432,526, 
590,672,818,874, 1189, 1299, 
1599, 1651, 1772, 1799, 1840, 
1938,2057,2150,2344,2411, 
2438, 2513, 2556, 2825, 2879, 
2949,3093,3107,3305 

Ocean disposal, 2735 
Ocean waves, 2893, 3496 
Offshore structures, 512,551 
Oil storage, 2724 
One dimensional flow, 777 
Optimization, 1503, 1693 
Oregon, 2191,2242, 2332 
Oscillations, 502, 1639, 1826, 1865, 

2655, 2990 
Oscillatory flow, 604, 1896, 2122, 2424 
Outfall sewers, 3285 
Outwash, 2694 
Overflow, 2669 
Overtopping, 1758, 2694 

Parameters, 765, 946 
Particle full velocity, 212, 336, 1651 
Pendulums, 1475 
Permeability, 1299, 1517, 1531,2962 
Permeability tests, 1587, 1720 
Perturbation, 684 
Physical properties, 378, 1587 
Pipelines, 2839, 2990, 3135 
Planning, 1693 
Pollution, 4 
Pollution control, 3285 

Pore pressure, 1706, 3135 
Pore pressure measurement, 2962 
Pore water, 2095 
Pore water pressure, 2397 
Porous materials, 170,726, 1101, 1189, 

1434, 1706 
Porous media flow, 1772 
Ports, 2926 
Portugal, 2745 
Potential flow, 89 
Power plant location, 3413 
Predictions, 474, 644, 932, 1189, 1420, 

1938, 2219, 2464, 2556, 2724 
Pressure distribution, 1545, 1599, 1706 
Pressure measurement, 1573, 1785 
Pressures, 1078, 1161, 1175,2095 
Probabilistic methods, 512 
Probabilistic models, 540 
Probability distribution, 103, 378, 932 
Probability distribution functions, 2001 
Profile measurement, 1559, 2513, 2694, 

3260 
Profiles, 2108, 2242, 2358, 2474, 3273 
Progressive waves, 281, 684, 726 
Prototype tests, 1067 

Quality assurance, 1354 
Quantitative analysis, 918,1115, 2464, 

2990 

Random waves, 51, 447, 474, 526, 540, 
630, 658, 751, 765, 883, 932, 1559, 
1910, 1959,2307,2411,2825 

Rayleigh waves, 894 
Reflection, 765, 777, 1142, 1625 
Refraction, 129, 846, 1020, 1044 
Regression analysis, 253 
Rehabilitation, 1341 
Reliability analysis, 1385 
Research, 1987, 2937 
Research and development, 1414 
Resistance, 1091, 1371 
Resonance, 751, 860 
Revetments, 1030, 1175, 1299, 1573, 

1587 
Reviews, 2839, 2949 
Reynolds number, 1720, 2015, 2122 
Reynolds stress, 2424, 2853 
Rheology, 3093 
Risk analysis, 1341 
Rivers, 240, 2486, 2772 
Rock strength, 1448 



SUBJECT INDEX 3509 

Roughness, 1758 
Rubble-mound breakwaters, 1203, 1217, 

1354, 1371, 1434, 1489, 1503, 
1531, 1599, 1666, 1706, 1720, 
1799,3149 

Safety analysis, 3216 
Sand, 2599, 3331, 3426 
Scattering, 1142, 1258,3149 
Scouring, 2799, 2839, 2867, 3482 
Sea floor, 846, 2095, 2307, 2397, 2990, 

3135,3482 
Sea state, 267, 512,907 
Seawalls, 1272, 1734, 1879, 1924 
Seasonal variations, 2242, 2251, 2265, 

2450 
Sediment, 1812,2205,2251 
Sediment concentration, 1910, 1947, 

2321, 2613, 2680, 2853, 3026, 3202 
Sediment discharge, 3054, 3202 
Sediment transport, 832, 1272, 1865, 

1896, 1910, 1947, 1973, 1987, 
2015,2071,2084,2108,2150, 
2164,2176,2191,2307,2344, 
2370, 2411, 2450, 2486, 2500, 
2513, 2528, 2542, 2567, 2613, 
2629, 2669, 2680, 2867, 2879, 
2902, 2917, 3121, 3189, 3273, 3385 

Sedimentation, 2724, 2949, 3081 
Sedimentology, 3399 
Settling velocity, 2853, 3107, 3202 
Shallow water, 267, 322, 364, 460, 818, 

1613,3068 
Shear, 618, 684, 2642, 2655, 2999, 3189 
Shear strain, 3163 
Shear stress, 604, 672, 2164, 2176, 

2917,3012,3093,3107 
Shearing, 184 
Ship motion, 3216 
Ships, 3216 
Shoaling, 51, 199,432,460 
Shore protection, 1272, 1414, 1879, 

2710,3413 
Shoreline changes, 2233, 2265, 2332, 

2772, 2976, 3246, 3273, 3305, 
3399,3413 

Silts, 2879, 2926 
Simulation, 62, 199, 576, 1101, 1142, 

1772, 2307, 2902 
Simulation models, 42, 405, 1531 
Site selection, 2926 
Skewness, 974 

Slopes, 488, 1461 
Solitary wave, 1161, 1327, 1461 
South Africa, 3026 
Spain, 2043, 2233, 2251, 2265, 3385 
Spectral analysis, 364,765, 777,792, 

1973 
Spectral density function, 42 
Speed changes, 199 
Spits, coastal, 2233, 2694 
Splitting, 658 
Stability, 751, 1020, 1030, 1053, 1067, 

1153, 1217, 1231,1400, 1559, 
1625, 1666, 1799,2095,2581,3135 

Stability analysis, 129, 658, 1573, 1679, 
2071 

Stability criteria, 1203,2799 
Stabilization, 1129, 2556, 3319, 3426 
Static stress measurement, 1285 
Stationary processes, 932 
Statistical analysis, 512, 1231, 1545, 

1924,2474,3149 
Stones, 1354 
Storm surges, 1851 
Storms, 116, 990, 1748, 2136, 2370, 

2450 
Stratification, 2853 
Stream function, 684 
Stress, 1053 
Stress analysis, 874 
Stress measurement, 1385 
Structural design, 1285, 1385, 1414 
Structural failures, 1203 
Structural materials, 170 
Structural response, 1371 
Structural stability, 1115 
Structures, 765 
Submerged jets, 1161 
Submerging, 253, 1142 
Subsidence, 4 
Superstructures, 1217, 1489 
Surf beat, 804, 846, 960 
Surf zone, 76, 103, 156, 226, 308, 336, 

576, 590, 698, 818, 832, 883, 918, 
990, 1987, 2095, 2279, 2293, 2321, 
2344, 2370, 2438, 2542, 2642, 
2680,2811,2999,3012,3026 

Surface properties, 563 
Surface roughness, 1720 
Surface waves, 405, 658, 3135, 3163 
Surge, 874 
Surveys, 2043, 2450, 2567, 3026 
Surveys, data collection, 1129,2029, 



3510 COASTAL ENGINEERING 

2136,2219,3260 
Suspended load, 1091,2411 
Suspended sediments, 2150, 2279, 2293, 

2438,2680,3189 

Testing, 1354 
Tests, 226, 364, 447, 1910, 2383 
Theories, 737, 1258, 1313, 1693,2071, 

2735, 2772, 2867, 3468 
Three-dimensional analysis, 3482 
Three-dimensional flow, 3454 
Three-dimensional models, 1679 
Tidal currents, 3054 
Tidal hydraulics, 1826 
Tides, 4, 3178, 3371 
Tides, astronomical, 1826 
Time dependence, 391, 419, 2464, 2513 
Topography, 129, 860 
Tracers, 2084 
Transformations, 51, 156, 474, 540, 630 
Transient flow, 142 
Transition points, 698 
Transport phenomena, 3068 
Transport rate, 2528 
Trenches, 2902 
Trends, 3371 
Turbidity, 1938, 2735, 3121, 3178 
Turbulence, 2279, 2383, 2424, 2629, 

2758, 2853 
Turbulent flow, 1517 
Turkey, 3081 

Undertow, 883, 2164 
United Kingdom, 2694, 3178, 3371 
Uplift pressure, 3135 
Uplift resistance, 1573 
U.S.S.R., 1357 

Validation, 1448, 3468 
Vector analysis, 2344 
Vegetation, 2710 
Velocity, 350, 604, 618, 672, 1078, 

1799, 1947,2084,2321,2383, 
2486, 2990, 3054 

Velocity distribution, 883, 1153, 2811, 
3482 

Venezuela, 2724 
Verification inspection, 2867 
Vertical cylinders, 3482 
Videotape, 918 
Vortex shedding, 3163 
Vortices, 502 

Water circulation, 3068 
Water depth, 726, 832 
Water flow, 502, 1865, 1869 
Water level fluctuations, 1666 
Water pressure, 1666 
Water surface, 576 
Water table, 1129,2136 
Water tanks, 2191 
Wave action, 1030, 1203, 1420, 1599, 

1706, 1799, 1896 
Wave attenuation, 1517 
Wave climatology, 267 
Wave crest, 199,488 
Wave damping, 3040 
Wave diffraction, 419, 432 
Wave dispersion, 1434 
Wave energy, 336, 502, 1189, 1434, 

2528 
Wave forces, 1313, 1357, 1400, 1489, 

1639,3454 
Wave generation, 818, 990, 2893, 3468 
Wave groups, 894, 907, 932, 946, 990, 

1503, 2411 
Wave height, 103, 253, 378, 512, 576, 

630,751,804,894,946, 1245, 
1734, 2001, 2486, 3230, 3385 

Wave measurement, 226, 322, 551, 
2205,3230 

Wave propagation, 89, 129, 142, 226, 
391, 447, 460, 563, 658, 792, 1020, 
1044, 1142, 1153, 1461,2500, 
2786, 2893, 3040 

Wave reflection, 630, 1299, 1327 
Wave refraction, 419, 432 
Wave runup, 156, 1245, 1299, 1461, 

1734, 1758, 1772 
Wave spectra, 378, 405, 590, 751, 765, 

2001 
Wave tanks, 226, 526 
Wave velocity, 2358 
Waves, 1175, 1258, 2015, 2071, 2542, 

2567,2613,2629,2710,2799, 
2811,2839,2937,2976,3093, 
3246, 3454, 3468, 3496 

Weather forecasting, 116 
Wind, 907 
Wind forces, 3496 
Wind speed, 1245 
Wind waves, 712 
Working conditions, 3230 



AUTHOR INDEX 
Page number fefers to first page of paper 

Abecasis, F., 1006 
Adami, Attilio, 1869 
Ahrens,J.P., 1354 
Alexis, Alain, 2949 
Allsop, N. W. H., 1599 
Andersen, O. H., 1020 
Arami, Atsusi, 1785 
Asano, Toshiyuki, 1896, 2710 

Baird,W.F., 1354 
Bakker, W. T., 2599 
Bale, A. J., 3178 
Barbaro, Giuseppe, 907 
Barkaszi, Stephen F., Jr., 1910 
Basco, David R., 103, 1924 
Bassoullet, Philippe, 2949 
Battjes, J. A., 42, 51 
Baumer, Joe, 103 
Bedford, Keith, 2629 
Beji, S., 42, 51 
Bellessort, B., 1414 
Bellomo, Douglas A., 1924 
Benoit, Michel, 62 
Berlamont, Jean, 2962 
Bertotti, Luciana, 116 
Bezuijen, Adam, 1030, 1587 
Bishop, Craig, 2976 
Blondeaux, Paolo, 2071 
Boccotti, Paolo, 907 
Boer, Sander, 3305 
Booij.N., 1044 
Bowers, E. C, 832 
Bradbury, A. P., 2694 
Breteler, Mark Klein, 1030 
Brocchini, M., 76 
Broekens, R. D., 1772 
Broeze, Jan, 89 
Brooks, P., 3285 
Brers, Ba>d, 1938 
Bruce, T., 212, 2990 
Burcharth, H. F., 1354, 1720 
Burcharth, Hans F., 1489 
Burcharth, Hans. F., 1053 
Burger, W. W., 1067 

Cai, Maolong, 103 
Caielli, Alfredo, 1869 
Capobianco, Michele, 2464 

Carrion, Vicente, 3385 
Carson, Fulton C, 3357 
Carvalho,J. L. B., 551 
Castaneda, Ana, 3385 
Cavaleri, L., 1840 
Cavaleri, Luigi, 116 
Cecconi, Giovanni, 1869 
Chae, Jang Won, 129 
Chang, C, 1327 
Chen, Zhiwen, 1947 
Cheung, Kwok Fai, 142 
Chiaia.G., 1959 
Chian, Chimin, 3189 
Chow, K. Ander, 3230 
Chung, Yeong Chyang, 308 
Church, J.C., 2999, 3012 
Chyan, Jih Ming, 308 
Collado, F., 2811 
Converse, H. D., 1354 
Cooker, M.J., 1078, 1639 
Coppoolse, R. C, 3026 
Costa, Fernando Vasco, 1091 
Cox, D. T., 2397 
Cox, Daniel T., 156 
Cramp, A., 974, 1987 
Creed, Christopher G., 1973 
Cruz, Eric C, 1101 
Cuena, G., 2043 

Dally, William R., 1910 
D'Alpaos, L., 3068 
Dalrymple, R. A., 3468 
Dalrymple, Robert A., 1142, 1973, 3040 
Damiani, L., 1959 
d'Angremond, Kees, 1748 
Davidson, D. D., 1354 
Davidson, M., 974 
Davidson, M. A., 1987 
Davies.B. L., 1115 
Davis, Greg A., 1129 
DeBoni, M., 1840 
De Girolamo, Paolo, 1851 
de Groot, M. B., 2599 
de Jager, Jan H., 1748 
de Lange, P. H. M., 1044 
DeRouck.J., 1666 
deRuig, JoostH. M.,2581 
deVriend, HuibJ., 2150 

3511 



3512 COASTAL ENGINEERING 

De Vriend, Huib J., 2464 
de Waal, J. P., 1758 
de Wit, P. I, 2937 
Dean, R. G., 3260 
Dean, Robert G., 2001 
Debus, Wolf, 1573 
Deguchi, Hiroshi, 2710 
Deguchi, Ichiro, 1517, 2642 
Deigaard, R., 576, 2344 
denAdel.H., 1720 
Dennis, W. A., 2332 
Di Silvio, G., 1865, 1867 
Dibajnia, Mohammad, 2015 
Dodd, Nicholas, 2655 
Drago, M., 76 
Drapeau, G., 3054 
Driscoll, Andrew M., 1142 
Dumais, J. F., 3054 
Dyer, K. R., 3178 

Easson.W.J., 618, 2990 
Edge, B., 1354 
Eide, A., 2029 
Eidsvik, Karl J., 1938 
Eisenberg, Y., 3285 
Elgar, Steve, 846 
Elwany, M. Hany S., 3273 
Elzinga,Th., 3216 
Endoh, Hiroshi, 1625 

Fanos, A. M., 3246, 3260 
Fernandez, A. J., 2043 
Ferrante, Andrea, 3305 
Fischer, M., 170 
Fisher, J. S., 2332 
Foote, Y., 974 
Foster, Emmett R., 2057 
Foti, Enrico, 2071 
Fournier, Charles P., 3230 
Franco, Leopoldo, 1879, 3305 
Freds0e, J., 2344, 2839 
Fujima, Koji, 2450 
Funke, E. R., 3454 

Gallagher, E. L., 2084 
Galland, J. C., 2853 
Garcia, Reinaldo, 2724 
Garzon, A., 3068 
Gerber, Marius, 184 
Goda, Yoshimi, 199 
Gokce, K. Tune, 3081 
Golik, A., 322 

Golik, Abraham, 3273 
Gomez-Pina, G., 1679 
Gordon, Angus D., 3319 
Graber, H. C., 405 
Grass, Tony J., 604 
Graw, Kai-Uwe, 1153 
Greated, C. A., 212 
Greated, Clive A., 502, 2358 
Grilli, S.T., 1461 
Grilli, Stephan T., 1142, 1161 
Griine, Joachim, 1175 
Gu, George Z., 1189 
Giiler, Is.ikhan, 3081 
GUnbak, A. Riza, 3081 
Guza, R. T., 846 

Habara, Shin, 3426 
Hall, Kevin R., 1203, 1217 
Hamanaka, Ken-ichiro, 2424 
Hamilton, David G., 1217 
Hamm, Luc, 226, 2108 
Hansen, C. P., 551 
Hansen, E. A., 2344 
Hanslow, David J., 240, 1129 
Hara, Masanori, 253 
Hardisty, J., 974, 1987 
Harris, J. M., 2307 
Hashida.M., 3331 
Hatada, Yoshio, 267 
Hatanaka, K., 2095 
Hattori, A., 2095 
Hattori, Masataro, 1785 
Hayashi, Kenjiro, 2450 
Hedegaard, Ida Br0ker, 2108 
Herbers, T. H. C., 846 
Hibbert, Kevin, 1129 
Hirakuchi, H., 281 
Holman,R. A., 918 
Holmes, P., 1448 
Holthuijsen, L. H., 1044, 2893 
Holtzhausen, A. H., 1231 
Horikawa, Kiyoshi, 1734, 2122 
Howell, Gary L., 295 
Hughes, S. A., 1354 
Huntley, D., 974 
Huntley, D. A., 1987,3178 
Hurdle, David, 1851 
Huynh, Trien N., 3093 
Hwung, Hwung Hweng, 308 

Ikeno,M.,281 
Imai, Sumio, 894 



AUTHOR INDEX 3513 

Imberger, J., 1867 
Inman, D. L., 322 
Inman, Douglas L., 3273 
Iosilevskii, Ya. A., 322 
Iovenitti, L., 76 
Iri barren, J. R., 3216 
Irie, Isao, 2879 
Isaacson, Michael, 142 
Isobe, Masahiko, 419, 590,765, 1101, 
3093 
Ito, Kazunori, 751 
Iwata,K., 1400 
Iwata, Koichiro, 336 

Jaffe, Bruce, 2680 
Jensen, O.J., 3216 
Jeong, Shin Taek, 129 
Jorissen, R. E., 1693 
Juang, Jea-Tzyy, 1245 
Juhl.J., 170, 1020 
Jui,J„ 1272 

Kaczmarek, Leszek M., 350 
Kaihatu, James M„ 364, 1973 
Kajima,R.,281, 1531 
Kaku.Shuji, 1559 
Kakuno, Shohachi, 1258 
Kamphuis, J. W., 1272 
Kanayama, Susumu, 3107 
Kang, Yoon-Koo, 1503 
Karlikow, Nancy, 3121 
Kashiwagi, Mikio, 2438 
Katayama, Hiroyuki, 883 
Katoh, Kazumasa, 990,2136,2879 
Katoh, Ken, 2735 
Katopodi, Irene, 2150 
Katsui, Hidehiro, 2867 
Kawasaki, Masahiko, 3426 
Kawata, Yoshiaki, 2164, 3426 
Kendall, Thomas R., 1285 
Khafagy, A. A., 3246, 3260 
Khafagy, Ahmed A., 3273 
Kim, H., 2307 
Kim, Jong-Wook, 1503 
Kimura, A., 378 
Kimura, Akira, 3149 
Kirby, James T., 364, 391, 474 
Kitou, Nikos, 2150 
Kiyokawa, Tetsushi, 1613 
Kjeldsen, S. P., 405 
Klammer,P., 1475 
Klatter, H. E., 1693 

Klopman.G., 1772 
Kobayashi, Nobuhisa, 156, 1299, 1559, 
2710 
Kobayashi, Tomonao, 3482 
Kochergin, Alexander D., 2176 
Kohlhase.S., 1475 
Komar, P. D., 3246 
Komatsu.T., 3331 
Kondo, Kosuke, 804, 894 
Kostense, J. K., 960 
Kos'yan, Ruben D., 2176 
Kotake, Yasuo, 419 
Kranenburg, C, 2937 
Kraus, Nicholas C, 630, 2191,2219, 
3357 
Kriebel, D. L., 1115 
Kriebel, David L., 1313, 1973 
Kroon, Aart, 2613 
Kubo, Yasuhiro, 419, 804 
Kuiper, H., 1693 
Kurata, K., 1400 
Kuroki, Keiji, 2205 

Lahousse, B., 2029 
Larson, Magnus, 2219 
Latteux, B., 2500 
Laurence, D., 2853 
Lavallee, D., 3054 
LeHir, Pierre, 2949, 3121 
Lechuga, Antonio, 2233 
Lee, Changhoon, 391 
Lee,J.J„ 1327 
Lee, Jongkook, 2629 
Lee, Jung L,, 432 
Liang, Guoxiong, 2242 
Liberatore, Gianfranco, 447 
Ligteringen, H., 1341 
Lima, J. M., 551 
Lin, Li-Hwa, 2513 
Lippmann.T. C, 918 
List, Jeffrey H., 860 
Liu, C. C, 726 
Liu, Philip L.-F., 1258 
Liu, Zhou, 1053 
Losada, I. J., 2251, 2786 
Losada, M. A., 1679, 2251, 2786 
Losada, Miguel A., 1161,2265 

Madsen, P., 576 
Madsen, Per A., 460 
Magda, Waldemar, 3135 
Magoon,O.T., 1354 



3514 COASTAL ENGINEERING 

Malherbe, B., 2029 
Mannino, Lucio, 907 
Mansard, E. P. D., 1679, 3454, 3468 
Mansard, Etienne, 142 
Mansour-Tehrani, Mehrdad, 604 
Marchi, Enrico, 4, 1869 
Marinski, J. G., 1357 
Martin, Francisco, 1161 
Mase, H., 2397 
Mase, Hajime, 474, 540 
Mastenbroek, C, 874 
Matsumi, Yoshiharu, 3149 
Matsunaga, N., 3331 
Matsunaga, Nobuhiro, 3163 
McCabe,J.C.,3178 
Medina, Josep R., 1371 
Medina, R., 1679,2251 
Medina, Raul, 2265 
Medina Villaverde, Jose Maria, 2233 
Mei, Chiang C, 3189 
Melby, Jeffrey A., 1285, 1385 
Memos, Constantine D., 3343 
Mercanti, M., 2029 
Miao, Gang, 2513 
Miles, M. D., 3468 
Miller, H. C, 2332 
Mizuguchi, M., 488 
Mizutani, N., 1400 
Mizutani, Suguru, 2122 
Mocke, G. P., 2279, 3026 
Mol.A., 1812 
Monadier, P., 1414 
Mori, Nobuhito, 751 
Morrison, Iain G., 502 
Mulcahy, Michael W„ 3230 
Muraca, Alessandro, 1420 
Murakami, Kazuo, 2879 
Muttray, M., 1434 

Nadaoka, K., 51 
Nadaoka, Kazuo, 526, 2867 
Naffaa, M. G., 3260 
Nairn, Rob, 2976 
Nakamura, Kazuo, 2293 
Nakamura, Satoshi, 990 
Nersesian, Gilbert K., 3357 
Nicholls, Robert J., 2464 
Nicholson, John, 2108 
Nielsen, Peter, 240, 1129, 3202 
Nishi, Ryuichiro, 2293 
Nnadi, Fidelia N„ 2917 
Noli, Alberto, 1851 

Norton, P. A., 1448 

Ochi, Michel K., 512 
O'Connor, B. A., 2307 
Oda, Kazuki, 1258 
Oebius, H. U„ 2307 
Ohta, T„ 378 
Ohyama, T., 51 
Ohyama, Takumi, 526, 1613 
Okayasu, Akio, 883, 2438 
Oliveira, I. B. Mota, 2745 
Oltman-Shay, J., 2999 
Omata, Atsushi, 1613 
Ono, Masanobu, 2642 
O'Reilly, W. C, 846 
Organizing Committee of the 23rd 
International Conference on Coastal 
Engineering, 3496 
Osborne, Philip D., 2321 
Ostrowski, Rafal, 350 
Otta, Ashwini, 1461 
Oumeraci,H., 1357, 1434, 1475, 1545, 

1706 
Overton, M. F., 2332 

Pae, Wi-Gwang, 540 
Parchure, Trimbak M., 2001 
Parente, C. E., 551 
Parle, Patrick, 3371 
Partenscky, H. W., 1067, 1434, 1475 
Partenscky, H.-W., 1545 
Passacantando, Giancarlo, 1851 
Pechon, Philippe, 2108 
Pedersen, C, 2344 
Pedersen, Jan, 1489 
Pena, Carlos, 3385 
Peregrine, D. H., 1078, 1639 
Peregrine, D. Howell, 818 
Petit, H. A. H., 960, 1772 
Petrillo, A., 1959 
Petti, Marco, 447, 792 
Pina, G. Gomez, 2043 
Pita, C, 1006 
Pollock, Cheryl, 1924 
Powell, K. A., 2694 
Powell, Keith A., 2358 
Protonotarios, John N., 3343 
Pruszak, Zbigniew, 2370 
Putrevu, Uday, 2758, 2825 

Quinn, Paul A., 2358 



AUTHOR INDEX 3515 

Rakha, K. A., 1272 
Ramirez, J. L., 2043 
Ramos, F. Silveira, 1341 
Ranasoma, K. I. Mahesha, 2383 
Rasmussen, Chris, 391 
Rasmussen, E. B., 170 
Rauw, C. I., 1354 
Refaat, Hossam El-din A. A., 2772 
Rigter, Ben, 1587 
Rodriguez, A., 2811 
Roelse.Piet, 2581 
Roelvink, J. A„ 960, 2108 
Roldan, A. J., 2786 
Roldan, Antonio J., 2265 
Ropert,R, 1414 
Rosen, D. S., 322 
Rosen, Dov S„ 3399 
Rossi, Vito, 1420 
Rufin, T. M., Jr., 1400 
Ruol, Piero, 792 
Rusconi, A„ 1840 
Russell, P., 974 
Russell, P. E., 1987 
Ryu, Cheong-Ro, 1503 

Saito, Eiichi, 2799 
Sakai, T., 2095, 2397 
Sakai, Tetsuo, 540 
Sakakibara, Yukio, 253 
Sakakiyama, T., 1531 
Sallenger, Asbury, Jr., 2680 
Sampaio, R. M., 551 
Sanchez-Arcilla, A., 2811 
Sato, Michio, 563, 2205, 2293 
Sato, Shinji, 2411 
Sato, Yukio, 2424 
Sawaragi, Toru, 1517,2642 
Sayao, Otavio J., 3230 
Schaffer, H. A., 576 
Schfiffer, Hemming A., 460 
Schmidt, R., 1545 
Schoonees, J. S., 3026 
Sekimoto, Tsunehiro, 804, 894 
Seymour, R. J., 2084 
Seymour, Richard J., 2242 
Shibano, Teruo, 3426 
Shibayama, Tomoya, 2438, 2799 
Shigemura, Toshiyuki, 2450 
Shimizu,T.,281 
Shimizu, Takuzo, 590, 804, 894, 3107 
Shinohara, Tomoaki, 2205 
Shirai, Toru, 2164 

Shuto, N., 672 
Shuto, Nobuo, 2486 
Silva.P., 1812 
Simonin, O., 2853 
Simons, Richard R., 604 
Skafel, Michael, 2976 
Skjelbreia, James E., 777 
Skyner,D.J.,212,618 
Sleath, J. F. A., 2383 
Sloth, P., 1020 
Smidt, H.-J., 1067 
Smith, A. W. Sam, 1354 
Smith, Ernest R., 630 
Smith, G. G., 2279, 3026 
Smith, Jane McKee, 2191, 2825 
Smith, W. Gray, 1559 
Sobey, Rodney J., 644 
Sollitt, Charles K., 2191 
S0rensen, Ole R., 460 
Southgate, Howard, 2108 
Sparboom, Uwe, 1573 
Srinivas, Rajesh, 2001 
Stansberg, C. T., 658 
Steetzel, Henk J., 2669 
Stive, Marcel J. F., 2464 
Stoutjesdijk, Theo, 1587 
Sulisz, Wojciech, 1799 
Sumer, B. M., 2839 
Sun,Z.C, 1599 
Supharatid, S., 672 
Svendsen, lb A., 1461, 2758, 2825 
Swan, Christopher, 684 

Takahashi, Shigeo, 1625 
Takehara, Kosei, 3163 
Tanaka, H., 672 
Tanaka, Hitoshi, 2486 
Tanaka, Masahiro, 1613 
Tanimoto, Katsutoshi, 1625 
Teatini,P., 1865 
Teisson, Ch., 2853 
Teisson, Charles, 2949 
Thieke, R. J., 698 
Thornton, E. B., 2999, 3012 
Thornton, Edward B., 2655 
Tolman.HendrikL.,712 
Tomasicchio, Giuseppe R., 1879, 3413 
Tomasicchio, Ugo, 1 
Tomita, Takashi, 336 
Toorman, Erik, 2962 
Topliss, M. E., 1639 
T0rum,Alf, 1651 



3516 COASTAL ENGINEERING 

Toue, Takao, 2867 
Treadwell, D. D., 1354 
Tsuchiya, Yoshito, 2164,2556,2772, 
3426 
Tsuraya, Hiroichi, 2879 
Turk, George F., 1385 
Twu, S. W., 726 

Uda, Takaaki, 1613 
Ueda, Y., 2397 
Ueki,Kazuhiro,3107 
Ukai, Akiyuki, 590 
Uliana, Fiore, 3413 

Valera, Eduardo, 2724 
Van Damme, L., 1666 
van den Berg, Egbert J. F., 1748 
Van den Bosch, Lut, 2962 
van den Bosch, P., 1772 
van der Lem, J. C, 1341 
van der Meer, J. W., 1758, 1772 
van Gent, Marcel, 1651 
van Rijn, Leo C, 2613 
van *t Hoff, J., 2599 
van Vledder, Gerbrant Ph., 946 
Verhagen, Henk Jan, 2474 
Verhagen, L. A., 2893 
Vermeir, D., 1666 
Verwoert, H„ 2599 
Vidal.C, 1679,2251 
Vidal, Cesar, 2265 
Viguier, J., 1414 
Villaret, C, 2500 
Villoria, Carlos, 2724 
Vincent, Christopher E., 2321 
Visser, Paul J„ 2669 
Vithana, S. Opatha, 2902 

Vittori, Giovanna, 1826 
Vrijling, J. K., 1693 

Walsh, G., 3054 
Wang, Hsiang, 432, 1189, 2513 
Watanabe, Akira, 419,765, 1101,2015, 
2528, 3093 
Watson, Gary, 818 
White, Thomas E., 2242 
Whitehouse, Richard J. S., 2542 
Wibbeler, H., 1706 
Williams, A. F., 1599,1720 
Williams, J. J., 2307 
Wilson, Kenneth C, 2917 
Winterwerp, J. C, 2599 
Won, Y. S., 2893 
Wong, Y. K., 2307 
Wurjanto, Andojo, 156,1299 

Yamaguchi, Masataka, 267,737 
Yamamoto, Yoshimichi, 1734 
Yamashita, Takao, 2556, 3426 
Yan, Yixin, 2926 
Yanagishima, Shin-ichi, 2136 
Yasuda,Takashi,253,751 
Yauchi, Eiji, 2735 
Yen, Kai, 2926 
Yokoki, Hiromune, 765 
Yu, Ke, 932 

Zeidler, Ryszard B., 2370 
Zelt, J. A., 777 
Zhuang.F., 1327 
Zimmermann, C, 1434 
Zwamborn, J. A., 1231 
Zyserman, Julio A., 2567 


	CE1992V1TC 
	CE1992CH001
	CE1992CH002
	CE1992CH003
	CE1992CH004
	CE1992CH005
	CE1992CH006
	CE1992CH007
	CE1992CH008
	CE1992CH009
	CE1992CH010
	CE1992CH011 
	CE1992CH013
	CE1992CH014
	CE1992CH015
	CE1992CH016
	CE1992CH017
	CE1992CH018
	CE1992CH019
	CE1992CH020
	CE1992CH021
	CE1992CH022
	CE1992CH023
	CE1992CH024 
	CE1992CH025
	CE1992CH026
	CE1992CH027
	CE1992CH028
	CE1992CH029
	CE1992CH030
	CE1992CH031
	CE1992CH032
	CE1992CH033
	CE1992CH035
	CE1992CH036
	CE1992CH037
	CE1992CH038
	CE1992CH039
	CE1992CH040
	CE1992CH041
	CE1992CH042
	CE1992CH043
	CE1992CH044
	CE1992CH045
	CE1992CH046
	CE1992CH047
	CE1992CH048
	CE1992CH049
	CE1992CH050
	CE1992CH051
	CE1992CH052
	CE1992CH053
	CE1992CH054
	CE1992CH055
	CE1992CH056
	CE1992CH057
	CE1992CH058
	CE1992CH059
	CE1992CH060
	CE1992CH061
	CE1992CH062
	CE1992CH063
	CE1992CH064
	CE1992CH065
	CE1992CH066
	CE1992CH067
	CE1992CH068
	CE1992CH069
	CE1992CH070
	CE1992CH071
	CE1992CH072
	CE1992CH073
	CE1992CH074
	CE1992CH075
	CE1992CH076
	CE1992CH077
	CE1992CH078
	CE1992CH079
	CE1992CH080
	CE1992CH081
	CE1992CH082
	CE1992CH083
	CE1992CH084
	CE1992CH085
	CE1992CH086
	CE1992CH087
	CE1992CH088
	CE1992CH089
	CE1992CH090
	CE1992V1SUBJECTINDEX
	CE1992V1AUTHORINDEX
	CE1992CH091
	CE1992CH092
	CE1992CH093
	CE1992CH094
	CE1992CH095
	CE1992CH096
	CE1992CH097
	CE1992CH098
	CE1992CH100
	CE1992CH101
	CE1992CH102
	CE1992CH103
	CE1992CH104
	CE1992CH105
	CE1992CH106
	CE1992CH107
	CE1992CH108
	CE1992CH109
	CE1992CH110
	CE1992CH111
	CE1992CH112
	CE1992CH113
	CE1992CH114
	CE1992CH115
	CE1992CH116
	CE1992CH117
	CE1992CH118
	CE1992CH119
	CE1992CH120
	CE1992CH121
	CE1992CH122
	CE1992CH123
	CE1992CH124
	CE1992CH125
	CE1992CH126
	CE1992CH127
	CE1992CH128
	CE1992CH129
	CE1992CH130
	CE1992CH131
	CE1992CH132
	CE1992CH133
	CE1992CH134
	CE1992CH135
	CE1992CH136
	CE1992CH137
	CE1992CH138
	CE1992CH139
	CE1992CH140
	CE1992CH141
	CE1992CH142
	CE1992CH143
	CE1992CH144
	CE1992CH145
	CE1992CH146
	CE1992CH147
	CE1992CH148
	CE1992CH149
	CE1992CH150
	CE1992CH151
	CE1992CH152
	CE1992CH153
	CE1992CH154
	CE1992CH155
	CE1992CH156
	CE1992CH157
	CE1992CH158
	CE1992CH159
	CE1992CH160
	CE1992CH161
	CE1992CH162
	CE1992CH163
	CE1992CH164
	CE1992CH165
	CE1992CH166
	CE1992CH167
	CE1992CH168
	CE1992CH169
	CE1992CH170
	CE1992CH171
	CE1992CH172
	CE1992CH173
	CE1992CH174
	CE1992CH175
	CE1992CH176
	CE1992CH177
	CE1992CH178
	CE1992CH179
	CE1992CH180
	CE1992CH181
	CE1992CH182
	CE1992CH183
	CE1992CH184
	CE1992V2SUBJECTINDEX 
	CE1992V2AUTHORINDEX 
	CE1992CH185 
	CE1992CH186
	CE1992CH187
	CE1992CH188
	CE1992CH189
	CE1992CH190
	CE1992CH191
	CE1992CH192
	CE1992CH193
	CE1992CH194
	CE1992CH195
	CE1992CH196
	CE1992CH197
	CE1992CH198
	CE1992CH199
	CE1992CH200
	CE1992CH201
	CE1992CH202
	CE1992CH203
	CE1992CH204
	CE1992CH205
	CE1992CH206
	CE1992CH207
	CE1992CH208
	CE1992CH209
	CE1992CH210
	CE1992CH211
	CE1992CH212
	CE1992CH213
	CE1992CH214
	CE1992CH215
	CE1992CH216
	CE1992CH217
	CE1992CH218
	CE1992CH219
	CE1992CH220
	CE1992CH221
	CE1992CH222
	CE1992CH223
	CE1992CH224
	CE1992CH225
	CE1992CH226
	CE1992CH227
	CE1992CH228
	CE1992CH229
	CE1992CH230
	CE1992CH231
	CE1992CH232
	CE1992CH233
	CE1992CH234
	CE1992CH235
	CE1992CH236
	CE1992CH237
	CE1992CH238
	CE1992CH239
	CE1992CH240
	CE1992CH241
	CE1992CH242
	CE1992CH243
	CE1992CH244
	CE1992CH245
	CE1992CH246
	CE1992CH247
	CE1992CH248
	CE1992CH249
	CE1992CH250
	CE1992CH251
	CE1992CH252
	CE1992CH253
	CE1992CH254
	CE1992CH255
	CE1992CH256
	CE1992CH257
	CE1992CH258
	CE1992CH259
	CE1992CH260
	CE1992CH261
	CE1992CH262
	CE1992CH012
	CE1992CH034
	CE1992CH099
	CE1992V3SUBJECTINDEX
	CE1992V3AUTHORINDEX



